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Abstract

This thesis is meant to bring together several different strands of existing work on random matrix theory over the ring of integers $R$ of a non-Archimedean local field and over finite fields. It attempts to give some insight into the relation of these two theories to one another and to classical random matrix theory, while also presenting a few new results. We discuss the number-theoretic background motivating the study of random matrices over $\mathbb{Z}_p$ via the Cohen-Lenstra heuristics, as well as the analogies between eigenvalues of random matrices over $\mathbb{C}$ and cokernels of random matrices over $R$, which include Horn’s (ex-)conjecture for Hermitian matrices and an analogous result for cokernels. We prove that the distribution of the cokernel of a product of Haar-distributed random matrices over $R$ is described by products of Hall-Littlewood polynomials, in analogy with the known relation between the distribution of eigenvalues of a sum of random Hermitian matrices and multivariate Bessel functions. On the finite field side, we present a modified version of Fulman’s construction of random partitions from random matrices over $\mathbb{F}_q$. Reinterpreting these partitions in terms of cokernels of random matrices over $\mathbb{F}_q[T]$, we prove that the same random partitions may also be obtained using a different distribution on $M_n(\mathbb{F}_q[T])$ which is more natural from the point of view of random matrices over rings of integers of global fields, of which the case of $\mathbb{Z}$ is well-studied. Finally, we define a plane partition associated to any matrix over $R$, which includes the information of both the matrix’s cokernel and the partitions studied by Fulman; related to the distribution of this object is an interesting Markov chain on filtered vector spaces.
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Introduction

The motivation for this thesis is to better understand random matrix theory over \( \mathbb{Z}_p \) and other rings of integers of (non-Archimedean) local fields, and its relation to random matrix theory over finite fields and over \( \mathbb{C} \) (the classical case). Each one is interesting and has been studied substantially in its own right, but most of the literature focuses on one specific case, while it is often easier to appreciate both the guiding themes and the differences between cases by looking at them side by side.

Classical random matrix theory over \( \mathbb{C} \), while now a full-fledged field of its own, arguably grew out of physicist Eugene Wigner’s attempts to model the energy levels of heavy nuclei using eigenvalues of random matrices \([46,47,48]\). In this setting, existing atomic physics predicted that the energy levels of such nuclei were given by eigenvalues of a corresponding infinite-dimensional Hermitian Hamiltonian operator, but this proved too difficult to analyze. Wigner’s approach was to model this operator by a random matrix with independent Gaussian entries subject to a symmetry restriction so that the matrix would be Hermitian, and study the eigenvalue distribution of such random matrices as a model. Depending on whether one takes real, complex or quaternion Gaussian entries, the resulting random matrix ensembles are known as the Gaussian orthogonal ensemble (GOE), Gaussian unitary ensemble (GUE), and Gaussian symplectic ensemble (GSE).\(^1\)

There is a general philosophy behind Wigner’s development of early random matrix theory, which is worth mentioning because it will appear again. Suppose one has some collection of objects (in this case heavy nuclei) to which there is some associated matrix (the Hamiltonian) which appears to behave approximately randomly, and from which one can extract statistics one cares about (the energy levels, as its eigenvalues). Then study the distribution of the eigenvalues

\(^1\)Throughout this thesis, a random matrix ensemble simply refers to a probability space with underlying set \( M_n(K) \) for some field \( K \). Often we are actually restricting to a subset of \( M_n(K) \), but those elements outside the subset may simply be assigned probability 0. Often, the ensemble will implicitly refer to a series of ensembles for each \( n \), as is the case with the GOE, GUE, and GSE just mentioned.
of matrices chosen randomly in the most natural way (Gaussian entries) subject to whatever restrictions one knows the actual matrices satisfy (the Hermitian condition). The eigenvalue distributions of the random matrix ensembles studied by Wigner ended up also providing very accurate predictions to number theory, specifically for the distribution of zeros of $L$-functions on the critical line, but this is more mysterious—for a readable survey see [18]. For other objects in number theory, such as the class groups of quadratic imaginary number fields, heuristics similar to Wigner’s—often called Cohen-Lenstra heuristics after the inventors of the first [10]—are used to predict their distributions. The need to analyze random matrices over $\mathbb{Z}_p$ for such heuristics has given rise to most existing literature on random matrices over rings of integers of local fields, and we give an overview of this history in Section 1.1.

Classical random matrix theory is concerned with the distributions of eigenvalues of random Hermitian matrices, but it turns out that even before probability is introduced to the mix, the analogies between cokernels of matrices over DVRs and eigenvalues of Hermitian matrices go much deeper than might be expected. In particular, a very classical problem is to understand, if the eigenvalues of two Hermitian matrices $A$ and $B$ are known, what are the possible eigenvalues of $A + B$? This is the subject of Horn’s celebrated conjecture [31], now proven, which gave necessary and sufficient conditions for the eigenvalues of $A + B$. Horn’s conjecture has a rich history, and so it is natural to ask the analogous question for cokernels: if the cokernels of matrices $A$ and $B$ over a DVR are known, what are the possible cokernels of $AB$? What is most surprising from the perspective of this thesis is that this question has essentially the same answer as Horn’s conjecture, after translating appropriately from eigenvalues to cokernels. This is detailed in Section 2.1, largely following the treatment of [27].

Section 2.2 discusses a probabilistic version of the same question: if $A$ and $B$ are random with some reasonable distribution, conditional on having certain eigenvalues (resp. cokernels), what is the distribution of the eigenvalues of $A + B$ (resp. distribution of the cokernel of $AB$)? When $A$ and $B$ come from one of the classical Hermitian random matrix ensembles, the answer is classically known and the distribution is governed by multivariate Bessel functions. On the cokernel side, we prove Theorem 2.2.17 which says that the distribution of cokernels of a product of random matrices over the ring of integers of a local field is described by the structure coefficients of a product of corresponding Hall-Littlewood polynomials. The proof is a modification of the argument used in [36] to compute the structure coefficients of the Hecke ring of $GL_n(\mathbb{Z}_p)$, but the probabilistic interpretation appears new, and puts it in context as a...
p-adic version of ‘free convolution’ in random matrix theory over \( \mathbb{C} \) \[39\].

A third strand of random matrix theory is the theory over finite fields, which has closer ties to finite group theory and algebraic combinatorics, and which is introduced in Section 3.1. The main problem is to study the distribution of partitions associated to conjugacy classes in \( \text{GL}_n(\mathbb{F}_q) \) \[24\] or other finite groups of Lie type \[20, 21\]. The probability measures coming from these random partitions are, up to a small change in parameter, the same as the Cohen-Lenstra measure observed in the context of cokernels of random matrices over \( \mathbb{Z}_p \). These measures may be defined and studied independently of their respective random matrix models, and \[26\] defines a two-parameter family which specializes to many of the cases considered in random matrix theory over \( \mathbb{F}_q \) and \( \mathbb{Z}_p \). There is also interesting algebraic combinatorics associated with these measures, in which the Hall-Littlewood polynomials also make an appearance \[22\], and certain Markov chains coming from random matrices over \( \text{GL}_n(\mathbb{F}_q) \) have been used to give a probabilistic proof of the Rogers-Ramanujan identities \[23\].

While literature on random matrices over rings of integers of local fields usually treats \( M_n(\mathbb{Z}_p) \) with additive Haar measure (perhaps conditioned to lie on some subset), because of the connection to group theory most work over finite fields has been done on \( \text{GL}_n(\mathbb{F}_q) \) rather than \( M_n(\mathbb{F}_q) \). To bypass this mismatch we reprove essentially the same results as \[24\] but over \( M_n(\mathbb{F}_q) \) instead of \( \text{GL}_n(\mathbb{F}_q) \), for which except for a few small points the proofs are the same. We reinterpret the study of random matrices in \( M_n(\mathbb{F}_q) \) in terms of random matrices in \( M_n(\mathbb{F}_q[T]) \), and prove in Theorem 3.2.2 that one can obtain the same random partitions from random matrices in \( M_n(\mathbb{F}_q[T]) \) with independent random entries taken uniformly from elements of \( \mathbb{F}_q[T] \) of degree \( d \), in the limit \( n, d \to \infty \). This proof uses similar methods to the analysis of random matrices over \( \mathbb{Z} \) in \[44\], and highlights the relation between the random partitions arising from random matrices over the integers of global fields and local fields.

Given that finite fields appear as residue fields of rings of integers of local fields, and the Cohen-Lenstra measures appear in random matrix theory over each, it seems natural to look for connections between both strands of random matrix theory. Section 3.3 discusses the role Markov chains play in the existing literature on random matrices over local and finite fields, and gives a simpler proof of a result of \[13\] that the cokernels of random matrices over \( M_n(\mathbb{Z}_p) \) may be generated by a certain Markov chain. In an attempt to connect the random partitions and Markov chains studied on the finite field and local fields sides, we define (Definition 3.3.6) certain filtered vector spaces and a plane partition associated to any nonsingular \( A \in M_n(\mathbb{Z}_p) \), which
include the data of both the cokernel and the partition associated to $A \pmod{p}$ in finite-field random matrix theory. In Theorem 3.3.11 we give progress toward computing the analogue of the Markov chain in [15] for these filtered vector spaces.

The background material in this thesis is generally introduced as needed, rather than all in the beginning. In particular, several things (Haar measure, a certain $q$-series identity) are used in Section 1.1 and the relevant background deferred to later; the reader with no familiarity with local fields may wish to skip to Section 1.2 as necessary while reading the next section. A note on probability: since the subject matter is largely algebraic we have suppressed most references $\sigma$-algebras, probability spaces, and the like, and only use random variables as a concrete means to visualize the probability measures we care about as their distributions. Nearly always, distinct random variables discussed in the same context will be independent and identically distributed (i.i.d). We use the notation $\Pr(A|B)$ for the conditional probability of event $A$ given event $B$ throughout.
Chapter 1

Motivation and background

1.1 A short history of the Cohen-Lenstra heuristics

Number theory provides a wealth of natural classes of objects with enough structure to have interesting distributions, but enough depth that proving the accuracy of conjectured distributions is usually very difficult. Some of the most classical such objects are quadratic imaginary number fields; the study of the distribution of class groups among these fields goes back at least to Gauss, who conjectured finite lists of quadratic imaginary fields with class numbers 1, 2 and 3, and that the class number \( h(\mathbb{Q}((\sqrt{-d}))) \to \infty \) as \( d \to \infty \). All of these problems were subsequently resolved (see [28] for a survey of the class number 1 problem), but finer questions about the distribution of class groups of number fields remained open.

In 1983, number theorists Cohen and Lenstra looked at large tables of class groups and conjectured that, asymptotically, abelian \( p \)-groups appear as the \( p \)-Sylow subgroup of the class group of a randomly-chosen quadratic imaginary number field with probability inversely proportional to the order of their automorphism group [10]. Precisely, they conjectured the following.

**Conjecture 1.1.1.** Let \( p \) be an odd prime, \( H \) an abelian \( p \)-group, and let \( G_p \) denote the \( p \)-Sylow subgroup of a group \( G \) and \( S_X \) the set of squarefree integers \( 1 \leq d \leq X \). Then

\[
\lim_{X \to \infty} \frac{|\{d \in S_X | Cl(\mathbb{Q}((\sqrt{-d})))_p \cong H\}|}{|S_X|} = \frac{\prod_{i=1}^{\infty} (1 - p^{-i})}{|\text{Aut}(H)|}.
\]

The \( \prod_{i=1}^{\infty} (1 - p^{-i}) \) factor is simply a normalizing constant so that the probabilities sum to 1. This led to the Cohen-Lenstra probability measure on the set of abelian \( p \)-groups, assigning
to each one probability

\[ \Pr(G) = \frac{\prod_{i=1}^{\infty} (1 - p^{-i})}{|\text{Aut}(G)|} \quad (1.1) \]

In Definition 1.3.10 we will define a one-parameter family of Cohen-Lenstra measures generalizing this, and show in Lemma 3.1.9 that they are probability measures, which is not at all clear from the above formula. Conjecture 1.1.1 is justified by a so-called Cohen-Lenstra heuristic, which reasons as follows. Let \( K \) be a number field, \( \mathcal{O}_K \) its ring of integers and \( I_K \) the group of fractional ideals of \( K \) (under multiplication). The image of the map \( (\cdot) : K \to I_K \) given by \( \alpha \mapsto (\alpha) \) is the set of all principal ideals, hence the cokernel of this map is exactly the class group \( \text{Cl}(K) \). Since \( (\cdot) \) is in general a linear map between infinitely-generated \( \mathbb{Z} \)-modules, it would be easier to understand if we could restrict to maps of finite-dimensional modules. To do this, let \( S \) be any finite set of prime ideals such that the image of \( S \) in \( \text{Cl}(K) \) is a generating set, and let \( I_K^S \subset I_K \) be the group they generate. Let \( \mathcal{O}_K^S \) be the group of \( S \)-units, i.e. elements \( \alpha \) such that the factorization of \( (\alpha) \) contains only ideals in \( S \). Then \( (\cdot) \) restricts to a map \( \mathcal{O}_K^S \to I_K^S \) of finitely-generated abelian groups, with cokernel \( \text{Cl}(K) \). To pick out the \( p \)-part of the class group, we tensor with \( \mathbb{Z}_p \), since

\[ \text{Cl}(K)_p = \text{coker}(\mathcal{O}_K^S \otimes \mathbb{Z}_p \to I_K^S \otimes \mathbb{Z}_p) . \]

Hence, in general, \( \text{Cl}(K)_p \) is the cokernel of some \( n \times n \) matrix with entries in \( \mathbb{Z}_p \).

Here it is natural to wonder, in the same spirit as Wigner, how a ‘randomly chosen’ class group would behave if these matrices were randomly distributed in the most naive natural way possible. In 1987 Friedman and Washington [19] showed the following result.

**Theorem 1.1.2.** Let \( p \) be any prime and \( \mu_n \) be the additive Haar measure on \( M_n(\mathbb{Z}_p) \) normalized to have total mass 1 (so it is a probability measure). Let \( H \) be any abelian \( p \)-group of rank \( r = \dim_{\mathbb{F}_p}(H/pH) \), and define \( \mu_n(H) := \mu_n(\{ A \in M_n(\mathbb{Z}_p) : \text{coker}(A) \cong H \}) \). Then

\[ \mu_n(H) = \frac{\prod_{i=1}^{n}(1 - p^{-i}) \cdot \prod_{i=n-r+1}^{n}(1 - p^{-i})}{|\text{Aut}(H)|} . \]

In particular,

\[ \lim_{n \to \infty} \mu_n(H) = \frac{\prod_{i=1}^{\infty}(1 - p^{-i})}{|\text{Aut}(H)|} , \quad (1.3) \]

which is the probability predicted for class groups in Conjecture 1.1.1.

[19] uses this as part of a heuristic justification for an analogous Cohen-Lenstra conjecture for Picard groups of hyperelliptic curves over finite fields, though it does not discuss the class

\[ \text{Pic}(X) \]
group heuristic given above. In any case, Proposition 1.1.2 predicts that if the $p$-adic matrices $O_S^* \otimes \mathbb{Z}_p \rightarrow I_S^* \otimes \mathbb{Z}_p$ are approximately distributed according to the Haar probability measure as one varies through quadratic imaginary fields, then Conjecture 1.1.1 should hold. We will not prove Theorem 1.1.2 yet, but it will follow by Theorem 3.3.4.

Heuristics based on similar reasoning abound. The Tate-Shafarevich group of an elliptic curve over $\mathbb{Q}$ is a group $\Sha$ which, when finite (and conjecturally this is always the case), has a nondegenerate alternating pairing $\beta : \Sha \times \Sha \rightarrow \mathbb{Q}/\mathbb{Z}$. Applying $\otimes \mathbb{Z}_p$ as before, there is a nondegenerate alternating pairing $\beta_p : \Sha_p \times \Sha_p \rightarrow \mathbb{Q}_p/\mathbb{Z}_p$. Abelian groups with such a pairing are referred to as symplectic abelian groups in [4] or groups of type $S$ in [13].

Suppose instead that one starts with such a pairing $\langle \cdot, \cdot \rangle : \mathbb{Z}_n^p \times \mathbb{Z}_n^p \rightarrow \mathbb{Z}_p$, which is represented by a matrix $A$ such that $A = -A^T$. Then after checking some details (see [4, p. 7-8]), $\langle \cdot, \cdot \rangle$ induces a nondegenerate alternating pairing $\langle \cdot, \cdot \rangle : \coker(A) \times \coker(A) \rightarrow \mathbb{Q}_p/\mathbb{Z}_p$. Hence one natural way to produce a random abelian $p$-group $H$ with an alternating pairing $H \times H \rightarrow \mathbb{Q}_p/\mathbb{Z}_p$ is to take the cokernel of a random alternating matrix with respect to the Haar measure, with the alternating pairing above. The resulting distribution on symplectic abelian $p$-groups converges to a fixed distribution as the matrix size $n \rightarrow \infty$; letting $\mu_{s,p}$ be the limiting distribution, [4] conjectured the following:\footnote{Actually, they give a stronger conjecture on the distribution of a certain short exact sequence involving the $p$-parts of the group of rational points and the Selmer group as well as $\Sha$.}

**Conjecture 1.1.3.** Varying through the set of elliptic curves over $\mathbb{Q}$ ordered by height, the distribution of $\Sha_p$ is asymptotically given by $\mu_{s,p}$.

This heuristic is different from the last, and perhaps less intuitively satisfying, because the authors do not give a corresponding construction of $\Sha$ as a cokernel of an alternating matrix analogously to the construction of $\text{Cl}(K)$ as a cokernel of a general matrix. Using very similar reasoning to the proof of Theorem 1.1.2 in [19], [4] explicitly computes $\mu_{s,p}$. For a symplectic abelian $p$-group $H$ with alternating form $\langle \cdot, \cdot \rangle$, let $\text{Aut}_S(H)$ be the set of automorphisms $\phi$ of $H$ which preserve the form $(\langle \phi(g),\phi(g') \rangle = \langle g,g' \rangle$ for any $g, g' \in H$).

**Theorem 1.1.4.** For $p$ prime, $H$ a symplectic abelian $p$-group, and $\mu_{n,\text{alt}}$ the Haar probability measure on the set of alternating matrices in $M_n(\mathbb{Z}_p)$, then

$$\lim_{n \rightarrow \infty} \mu_{n,\text{alt}}(\{ A \in M_n(\mathbb{Z}_p)_{\text{alt}} : \coker(A) \cong H \}) = \prod_{i=1}^{\infty} (1 - p^{1-2i}) \cdot \frac{|H|}{|\text{Aut}_S(H)|}. \quad (1.5)$$
As with Theorem 1.1.2, this formula involves division by the order of an automorphism group, for the appropriate notion of automorphism. There are other, simpler heuristic arguments for why many objects occurring ‘in nature’ should appear with frequency inversely proportional to the order of their automorphism groups, of which we give one simple example from [51].

Consider a graph $G$ on $n$ labeled vertices, where $S_n$ acts on the set of such graphs by permuting the labels. Two graphs are said to be isomorphic if there is a bijection between their vertex sets such that two vertices are connected by an edge if and only if their images are, so it is clear that action by a permutation always gives an isomorphic graph. Some permutations will fix $G$, and there are $|\text{Aut}(G)|$ of these. Hence by the orbit-stabilizer theorem, the number of graphs on $n$ labeled vertices which are isomorphic to $G$ is $\frac{n!}{|\text{Aut}(G)|}$.

When sizes of automorphism groups appear during this thesis, it is essentially always through some application of the orbit-stabilizer theorem, which is worth keeping in mind. A general formulation of probability measures coming from orbit-stabilizer counting comes from the framework of groupoid cardinality, and includes the Poisson distribution on $\mathbb{Z}_{\geq 0}$ as well–see [32] for a good discussion of this, and [52] for a more general exposition of groupoid probability.

However, our interest in Cohen-Lenstra heuristics is mainly in how they motivate the study of various distributions on $p$-adic random matrices. Before moving entirely to random matrices, it is worth mentioning some other related and recent work.

- [50] studies the $n \to \infty$ limiting distribution of cokernels of Haar-distributed random matrices in $M_{n \times (n+u)}(\mathbb{Z}_p)$, which for $u = 0$ is the Cohen-Lenstra distribution and for $u = 1$ conjecturally describes the distribution of $p$-parts of class groups of real quadratic fields [10].

- [37] and [40] show that random matrices with iid entries taken from distributions very different from the additive Haar measure still have cokernels distributed according to the Cohen-Lenstra measure, provided the distributions are not too concentrated around any particular value in a precise sense. Studying cokernels of random symmetric matrices for applications to random graphs, [49] shows similar universality results when the distributions of entries are not independent. The analogous phenomenon of universality of eigenvalue distributions in classical random matrix theory is extremely well-studied [12].

- Cokernels of random integer matrices are closely related, and have received attention in their own right from [44] and [9] among others (though the latter uses the language of
random lattices in \( \mathbb{Z}^d \)).

- Because actually proving that any class of abelian \( p \)-groups occurring in number theory is distributed as expected is generally very difficult, it may be easier to study restricted information, such as the distribution of the \( p \)-groups' ranks rather than the groups themselves. Clearly the rank of the cokernel of a nonsingular matrix in \( M_n(\mathbb{Z}_p) \) is the same as the dimension of the kernel of its reduction modulo \( p \). \cite{11} uses this to model the \( p \)-torsion of Jacobians of certain families of curves over finite fields by the ranks of random matrices in \( \text{Sp}_{2n}(\mathbb{F}_p) \).

Contrary to what the last point might suggest, the majority of the work on random matrices over finite fields was done on its own without an eye toward applications to number theory. The study of random matrices over finite fields is not merely a toy case for random matrices over local fields, but has been pushed in different and equally interesting directions, which are detailed in Section 3.1.

It is worth noting that studying eigenvalues of the classical ensembles and cokernels of \( M_n(\mathbb{Z}_p) \) with additive Haar measure are both specific cases of the following kind of question:

\begin{quote}
Let \( G \) be a group which acts on a space \( S \) with a probability measure preserved by the action of \( G \). What is the resulting probability measure on the set of \( G \)-orbits in \( S \)?
\end{quote}

It is time for an explicit definition of one of the classical ensembles, for which a standard reference is \cite{43}. The other classical ensembles, the Gaussian unitary ensemble and Gaussian symplectic ensemble, may be defined analogously.

**Definition 1.1.5.** The \( N \times N \) Gaussian orthogonal ensemble (GOE) is the random matrix ensemble given by

\[
\begin{pmatrix}
c_{0,0} & c_{0,1} & \cdots & c_{0,N-1} \\
c_{1,0} & c_{1,1} & \cdots & c_{1,N-1} \\
\vdots & \vdots & \ddots & \vdots \\
c_{N-1,0} & c_{N-1,1} & \cdots & c_{N-1,N-1}
\end{pmatrix},
\]

(1.6)

with the \( c_{\ell,j} \) are random variables defined as follows. For \( \ell < j \) \( c_{\ell,j} \) are iid Gaussians with mean 0 and variance 1, and \( c_{j,\ell} = c_{\ell,j} \) (i.e. the ensemble is symmetric). Furthermore, \( c_{j,j} \) are iid Gaussians with mean 0 and variance 2.
This is a good practical definition, but the real reason the GOE is studied is that the probability measure defined above is *invariant under conjugation by the orthogonal group* $O(n)$. Putting the GOE in the framework above, $S$ is the set of real-symmetric matrices, and $G$ is the orthogonal group acting by conjugation. By the spectral theorem any symmetric matrix is diagonalizable by orthogonal matrices, and hence orbits are exactly determined by $n$-tuples of real eigenvalues and convenient representatives of our orbits are given by diagonal matrices. Thus any question about the distribution of eigenvalues in the GOE is a question about $G$-orbits.

In the local field case $S = M_n(\mathbb{Z}_p)$ with additive Haar measure, which is invariant by left- and right-multiplication by $GL_n(\mathbb{Z}_p)$. Hence the group $G = GL_n(\mathbb{Z}_p) \times GL_n(\mathbb{Z}_p)^{op}$ acts on $S$, where the left factor multiplies on the left and the right factor multiplies on the right (which is why we need to take the opposite group to make this a group action). Analogously to the spectral theorem, we have:

**Proposition 1.1.6** (Smith normal form). Let $T$ be a principal ideal ring (not necessarily a domain), $m, n \in \mathbb{N}$, and $A \in M_{m \times n}(T)$. Then there exist matrices $P \in M_m(T)$ and $Q \in M_n(T)$ such that $PAQ$ is diagonal, and its $i^{th}$ entry divides its $j^{th}$ entry for all $1 \leq j \leq i \leq \min(m, n)$. This diagonal form is unique up to unit multiplication.

This may be proved via elementary row operations, using Bezout’s lemma to extract the GCDs of the matrix entries. In the case where our principal ideal ring is actually a DVR, the diagonal entries of $PAQ$ are (up to a unit) just powers of the uniformizer. Strictly speaking one has singular matrices in $M_n(\mathbb{Z}_p)$ with Smith normal forms having 0’s on the diagonal as well, but because these only occur with probability 0 we may ignore them. Excepting these, the $G$-orbits in $S$ are parametrized by partitions of length at most $n$ which give the powers of $p$ occurring on the diagonal. The astute reader may recognize that this situation is actually more similar to studying singular values rather than eigenvalues, since the former parametrize double cosets in $U(n) \backslash M_n(\mathbb{C}) / U(n)$, but the principle of studying measures of orbits is the same.

### 1.2 Local field background

In Section 1.1 we followed the majority of the Cohen-Lenstra literature in restricting discussion of general rings of integers of local fields to $\mathbb{Z}_p$ only. However, the arguments are largely the same for any non-Archimedean local field, and the main results will be proved in this setting, so it is worthwhile to start arguing in general. We will only be concerned with the additive
structure of these rings of integers and nothing especially subtle about local fields is needed; the
material of this section may be found in any standard reference such as [8].

**Definition 1.2.1.** An *norm* on a field $K$ is a map $|\cdot| : K \to \mathbb{R}_{\geq 0}$ such that for all $x, y \in K$,

1. $|x| = 0 \iff x = 0$,
2. $|xy| = |x| \cdot |y|$, 
3. $|x + y| \leq |x| + |y|$.

$|\cdot|$ is

- **non-Archimedean** if the last condition is replaced by the stronger *ultrametric inequality*
  
  $|x + y| \leq \max(|x|, |y|)$.

- **discrete** if $\{\log |x| : x \in K^\times\}$ is a discrete subgroup of the additive group $\mathbb{R}$.

- **trivial** if $|x| = 1$ for all $x \in K^\times$, and *nontrivial* otherwise.

A norm defines a metric $d(x, y) = |x - y|$ on $K$, and hence a topology. $K$ is complete with
respect to this metric if all Cauchy sequences in the metric converge to an element of $K$.

**Definition 1.2.2.** A *non-Archimedean local field* is a field $K$ which is locally compact and
complete with respect to the topology induced by a nontrivial non-Archimedean discrete norm
$|\cdot|$.

The proviso that $|\cdot|$ is nontrivial is necessary since otherwise a finite field with the trivial
norm would be a local field. From here onward, local field will refer only to non-Archimedean
local fields for brevity, and $K$ will always denote a local field.

**Definition 1.2.3.** The *ring of integers* of a local field $K$ is $R := \{x \in K : |x| \leq 1\}$.

**Example 1.2.4.** The canonical example of a local field is $\mathbb{Q}_p$ with norm $|x| = p^{-\text{val}_p(x)}$, where
$\text{val}_p(x)$ is the largest power of $p$ such that there exists $x' \in \mathbb{Z}_p$ for which $p^{\text{val}_p(x)}x' = x$. Another
equally fundamental example is the power series field $\mathbb{F}_q[[t]]$ over a finite field $\mathbb{F}_q$ with norm
defined similarly using valuation with respect to $t$ instead of $p$.

**Lemma 1.2.5.** For a local field $K$, $p := \{x \in K : |x| < 1\}$ is the unique maximal ideal of $R,
and is principal. All other nontrivial ideals are given by powers of $p$. 

Proof. It follows immediately from the definition of $|\cdot|$ (remembering the ultrametric inequality) that $\mathfrak{p}$ is an ideal, as it does that $R$ is indeed a ring. Since $|\cdot|$ is discrete, there exists an element $\omega \in \mathfrak{p}$ of maximal norm. For any other $x \in \mathfrak{p}$, we have that $|x/\omega| = |x|/|\omega| \leq 1$ by maximality, hence there exists $u \in R$ such that $x = u\omega$, so $\omega$ is a uniformizer for the ideal $\mathfrak{p}$.

By the same argument any other ideal $\mathfrak{a}$ is generated by some $a \in R$. If $|a| = 1$ then $|1/a| = 1$ so $a \in R^\times$ and hence $a = R$; otherwise, $a \subset \mathfrak{p}$.

Let $n$ be the lowest integer such that $|\omega|^n \leq |a|$. If $|\omega|^n < |a|$, then $|\omega^n/a| < 1$ and $|\omega^{n-1}/a| > 1$, hence $|\omega^n/a| > |\omega|$ and $\omega^n/a \in R$, contradicting maximality. Hence $|\omega^n| = |a|$ so $a = u\omega^n$ for some $u \in R^\times$ and $a = (\omega^n)$.

**Definition 1.2.6.** We refer to a generator $\omega$ of $\mathfrak{p}$ as a *uniformizer* of $K$. Given a uniformizer $\omega$, by Lemma 1.2.5 every element of $K^\times$ is of the form $u\omega^n$ for $u$ a unit in $R$ and $n \in \mathbb{Z}$. We define the *valuation* on $K$ by $\text{val}(u\omega^n) = n$. By convention $\text{val}(0) = \infty$.

It may be checked that the valuation is independent of the choice of uniformizer. It is easy to see that the valuation and the norm are related by $|a| = |\omega|^\text{val}(a)$, and the valuation may also be defined as $\text{val}(a) = \log_{|\omega|}(|a|)$. The following nontrivial theorem shows that all local fields come from the two given in the previous example.

**Theorem 1.2.7.** Every non-Archimedean local field of characteristic 0 is a finite algebraic extension of $\mathbb{Q}_p$ for some $p$, and every one of characteristic $p$ is a finite extension of a field of Laurent series $\mathbb{F}_q((t))$ for $q$ a power of $p$.

It is common to define $\mathbb{Z}_p$ as the ring of ‘power series in $p$’, i.e. expansions of the form $\sum_{i=0}^\infty a_ip^i$ where $a \in \{0,\ldots,p-1\}$. This representation is the most useful way to concretely manipulate $p$-adic integers for the later results of this thesis, and the lemma below shows that it extends to general local fields. We use here that the residue field $R/\mathfrak{p}$ is compact and discrete, hence finite and isomorphic to $\mathbb{F}_q$ for some $q$.

**Lemma 1.2.8.** Let $K$ be a local field, $\omega$ a uniformizer for $p$, and $S \subset R$ be a (finite) set of representatives for $R/\mathfrak{p}$. Then every $x \in R$ may be written as

$$x = \sum_{i=0}^\infty a_i\omega^i \quad (1.7)$$

for a unique sequence $(a_i)_{i \geq 0}$ of elements of $S$. 

Proof. We induct on the decomposition \( x = a_0 + a_1\omega + \ldots + a_n\omega^n + b\omega^{n+1} \) for \( b \in R \) and \( a_i \in S \). For the base case, choose \( a_0 \) to be the representative of \( x \) (mod \( p \)); then \( x = a_0 + b_1\omega \) for some \( b_1 \in R \). If we have a decomposition \( x = a_0 + a_1\omega + \ldots + a_n\omega^n + b\omega^{n+1} \), then \( x \equiv a_0 + a_1\omega + \ldots + a_n\omega^n + a_{n+1}\omega^{n+1} \) (mod \( p^{n+2} \)) for a unique \( a_{n+1} \). Hence there is a uniquely determined sequence \((a_i)_{i \geq 0}\) as required. \( \square \)

These power series expansions mesh well with the additive Haar measure on the additive group \( R \).

Definition 1.2.9. The Haar measure \( \mu \) on a compact topological group is the unique (up to scaling) measure such that, for any set \( S \subset G \) measurable with respect to the Borel \( \sigma \)-algebra generated by open sets in \( R \),

\[
\mu(\{g \cdot s : s \in S\}) = \mu(\{s \cdot g : s \in S\}) = \mu(S)
\]

for all \( g \in G \). We denote the first two sets of the previous equation as \( g \cdot S \) and \( S \cdot g \) respectively.

A proof of its existence and uniqueness for compact topological groups may be found in [30]. Given any open set \( S \) of \( R \) containing 0, we have \( R = \bigcup_{a \in R} (S + a) \); \( R \) is compact because it is a closed and bounded set in a locally compact metric space, hence a finite collection of the sets \( S + a \) suffices to cover \( R \). Since each set has the same measure by translation invariance, \( R \) has finite Haar measure. Hence we may scale the Haar measure so that \( \mu(R) = 1 \) and it defines a probability measure. The following lemma gives a very useful interpretation of this measure in terms of power series, and is the way the Haar probability measure should be thought of in all subsequent results.

Lemma 1.2.10. Let \( S \subset R \) be measurable with respect to \( \mu \) the normalized Haar probability measure on \( R \). Choose a random element \( x \) of \( R \) by choosing each coefficient in the power series representation of Lemma 1.2.8 uniformly randomly from the given set of representatives of \( R/\omega \cong F_q \). Then \( \mu(S) \) is equal to the probability that \( x \) lies in \( S \).

Proof. Let \( \mu'(S) = \Pr(x \in S) \) for \( x \) chosen randomly as above. \( \mu' \) is the measure induced by the random variable \( x \), so it is a measure as well. Given any \( a \in R \), we see that \( x + a \) has the same distribution as \( x \) for \( x \) chosen as above, therefore \( \mu'(S + a) = \mu'(S) \) for all \( S \) and \( a \). Since both \( \mu \) and \( \mu' \) have total mass 1, by uniqueness of the Haar measure \( \mu' = \mu \). \( \square \)
Corollary 1.2.11. For any \( n \) and \( x \) chosen randomly as above, \( x \pmod{\omega^n} \) has uniform distribution in \( R/\omega^n \).

Notation 1.2.12. As a recap, we fix the following conventions for the rest of this thesis:

1. \( R \) denotes the ring of integers of a non-Archimedean local field.
2. \( \omega \) is a generator of the maximal ideal of \( R \).
3. \( R/\omega \cong \mathbb{F}_q \) is the residue field of \( R \).

The remainder of the results of this thesis will be stated for general rings of integers of local fields, but the reader looking for concreteness may mentally substitute \( \mathbb{Z}_p \) for \( R \) and \( p \) for \( \omega \).

1.3 Integer partitions and \( R \)-modules

We now consider finitely-generated torsion modules over \( R \). When \( R = \mathbb{Z}_p \), this reduces to studying the group automorphisms of an abelian \( p \)-group as in Section 1.1. The Cohen-Lenstra measure can be defined in completely the same way in this more general setting of \( R \)-modules. The following proposition shows that if \( R \) is the ring of integers of a local field, then for our purposes the only feature of \( R \) which matters is the size of its residue field. We define our conventions regarding integer partitions.

Definition 1.3.1 (Integer partitions). An integer partition is a nonincreasing tuple \( \lambda = (\lambda_1, \ldots, \lambda_n, 0, \ldots, 0) \) of nonnegative integers, which are referred to as its parts. We view two partitions as equivalent if they have the same nonzero parts. A partition \( \lambda \) with \( n \) nonzero parts as above is said to have length \( n \), and we denote the length of a partition by \( \ell(\lambda) \). \( \lambda \) is a partition of \( m \) if \( |\lambda| := \sum_{i=1}^{n} \lambda_i \) is equal to \( m \). The conjugate partition \( \lambda' \) of \( \lambda \) is the partition with parts \( \lambda'_i = |\{j : \lambda_j \geq i\}| \). \( \mathcal{P} \) will refer to the set of all integer partitions, and ( ) will refer to the empty partition.

Example 1.3.2. Visually, when representing a partition by its Ferrers diagram (in French notation), the conjugate partition is the flipped diagram of the partition.

\begin{align*}
(\text{a}) \quad &\lambda = (5, 4, 4, 2, 1) \\
(\text{b}) \quad &\lambda' = (5, 4, 3, 3, 1)
\end{align*}
**Notation 1.3.3.** For a partition λ of length n, $M_λ$ will denote the module $\bigoplus_{i=1}^{n} R/\omega^{λ_i}$ when $R$ is clear from context.

The following result is standard and may be found, for instance, in [36]. The proof below is adapted from a proof of the special case $R = \mathbb{Z}_p$ appearing in [35].

**Proposition 1.3.4.** Let $R$ be the ring of integers of a local field with residue field $R/\omega \cong \mathbb{F}_q$. Then $|\text{Aut}_R(M_λ)| = q^{\sum_{i=1}^{r} \lambda_i^2} \prod_{i \geq 1} (q^{-1})_{m_i(λ)}$, and in particular depends only on $q$ and $λ$, not on $R$.

**Proof.** Write $λ = (t_1[e_1], \ldots, t_r[e_r])$ where $t_i$ ranges through the distinct parts of $λ$, $e_i = m_i(λ)$, and $t_i[e_i]$ denotes $e_i$ copies of $t_i$. Then the endomorphisms of $M_λ$ are given by block matrices

$$
\begin{pmatrix}
A_{1,1} & A_{1,2} & \cdots & A_{1,\ell(λ)} \\
A_{2,1} & A_{2,2} & \cdots & A_{2,\ell(λ)} \\
\vdots & \vdots & \ddots & \vdots \\
A_{\ell(λ),1} & \cdots & A_{\ell(λ),\ell(λ)-1} & A_{\ell(λ),\ell(λ)}
\end{pmatrix}
$$

(1.9)

where

$$A_{i,j} \in \begin{cases} 
M_{e_i \times e_j}(\omega^{t_i-t_j} R/\omega^{t_j}) & i < j \\
M_{e_i \times e_j}(R/\omega^{t_j}) & i \geq j
\end{cases}. \quad (1.10)
$$

It is easy to check that the set of such matrices is closed under multiplication. Because $M_λ$ is finite, an endomorphism is an automorphism if and only if it is surjective, and by right-exactness of the tensor product this is true if and only if the corresponding map $M_λ \otimes_R R/\omega \to M_λ \otimes_R R/\omega$ is surjective. This is just a map of vector spaces, so it suffices to check the vanishing of its determinant. By the above description its determinant is just $\prod_{i=1}^{r} \det(A_{i,i}) \pmod{ω}$. Hence the automorphisms are the endomorphisms for which $A_{i,i}$ is invertible for each $1 \leq i \leq t$.

Since $|R/\omega| = q$, $|ω^i R/ω^j| = q^{j-i}$ for $i \leq j$. Hence for $i = j$, the number of $A_{i,i}$ is $(q^{-1})_{e_i} q^{\ell t_i}$, and for $i \neq j$, the number of $A_{i,j}$ is $q^{e_i e_j \min(t_i,t_j)}$. Hence

$$|\text{Aut}_R(M_λ)| = q^{\sum_{i=1}^{r} \lambda_i^2} \prod_{i=1}^{r} (q^{-1})_{e_i} \left( \prod_{i \neq j} q^{e_i e_j \min(t_i,t_j)} \right). \quad (1.11)
$$

This is equal to $q^{\sum_{i=1}^{r} \lambda_i^2} \prod_{i \geq 1} (q^{-1})_{m_i(λ)}$. □

**Notation 1.3.5.** In view of Proposition 1.3.4, for any prime power $q$ we define $|\text{Aut}_q(λ)| := q^{\sum_{i=1}^{r} \lambda_i^2} \prod_{i \geq 1} (q^{-1})_{m_i(λ)}$. We may formally extend $|\text{Aut}_q(λ)|$ to values of $q$ which are not prime powers.
It is thus reasonable to abstract away from the specific choice of $R$ and consider probability measures living on integer partitions and given in terms of the size $q$ of the residue field.

**Notation 1.3.6.** For all real $q > 1$, we define $(q^{-1})_{n} := \prod_{i=1}^{n}(1-q^{-i})$, and $(q^{-1})_{\infty} := \prod_{i\geq 0}(1-q^{-i})$. Furthermore, for $q > 1$ and $0 \leq u < q$ let $(u; q^{-1})_{n} := \prod_{i=0}^{n}(1-uq^{-i})$ and define $(u; q^{-1})_{\infty}$ similarly. We note that the index $i$ starts from 0 rather than 1 in $(u; q^{-1})_{n}$, so $(q^{-1})_{n} = (q^{-1}; q^{-1})_{n-1}$.

**Remark 1.3.7.** The most useful interpretation of $(q^{-1})_{n}$, for us, is that it is equal to $|\text{GL}_{n}(\mathbb{F}_{q})|/|\text{M}_{n}(\mathbb{F}_{q})|$. This is easy to see as follows: to choose an element of $\text{GL}_{n}(\mathbb{F}_{q})$, there are $q^{n}-1$ choices for the first column (we cannot choose all zeros), then $q^{n}-q$ choices for the second since it has to be linearly independent, and in general $q^{n}-q^{i-1}$ for the $i^{th}$ column. Dividing by $|\text{M}_{n}(\mathbb{F}_{q})| = q^{n^{2}}$ yields $(q^{-1})_{n}$.

**Remark 1.3.8.** Note that in much of the random matrices over finite fields literature such as [24, 25], what we denote by $(u; q^{-1})_{n}$ is instead denoted $(u; q)_{n}$. However, in classical partition theory the notation above is typically used, e.g. in [3].

In keeping with the shift in focus from abelian groups and $R$-modules to integer partitions, we define the following.

**Definition 1.3.9.** Let $S$ be a DVR with uniformizer $\omega$ and $A \in M_{n}(S)$ be nonsingular. Then we define the cokernel partition $\lambda(A)$ of $A$ to be the partition such that $\text{coker}(A) \cong \bigoplus_{i \geq 1} S/\omega^{\lambda(A)_{i}}$.

**Definition 1.3.10.** For $q > 1$, we define the Cohen-Lenstra measure $\mu_{q}$ on the set of integer partitions $\mathcal{P}$ by

$$\mu_{q}(\lambda) = \frac{(q^{-1})_{\infty}}{|\text{Aut}_{q}(\lambda)|},$$

(1.12)

For $q = p$ this is the Cohen-Lenstra measure discussed in Section 1.1 (viewed as a measure on cokernel partitions rather than the $p$-groups arising as cokernels themselves), which was the one originally studied by Cohen and Lenstra. It is not obvious that it is indeed a probability measure, i.e. that $\sum_{\lambda \in \mathcal{P}} \frac{1}{|\text{Aut}_{q}(\lambda)|} = \frac{1}{(q^{-1})_{\infty}}$, but this will follow from showing that a more general measure is a probability measure in Lemma 3.1.9. $\mu_{q}$ is not always referred to as the Cohen-Lenstra measure in the literature, for instance in [24], since it was discovered in the context of random matrices over finite fields independently of number-theoretic motivation. A discussion of these parallel histories may be found in [24] or [34].
Chapter 2

Random matrices over integers of local fields and analogies with classical random matrix theory

We examine the analogy between eigenvalues of random matrices over $\mathbb{R}$ or $\mathbb{C}$ and cokernels of random matrices over the ring of integers of a local field, beginning with a very classical question about eigenvalues which predates random matrix theory. The following section is mostly condensed from [27].

2.1 Existence questions and Horn’s conjecture

The following are two fundamental questions on how eigenvalues (resp. cokernels) behave with respect to matrix addition (resp. multiplication).

**Question 2.1.1.** Given $n \times n$ Hermitian matrices $A$ and $B$ with eigenvalues $\alpha_1 > \alpha_2 > \ldots > \alpha_n$ and $\beta_1 > \beta_2 > \ldots > \beta_n$ respectively, what are the possible $n$-tuples of eigenvalues $\gamma_1 > \gamma_2 > \ldots > \gamma_n$ of the sum $A + B$?

**Question 2.1.2.** Given a DVR $S$ and nonsingular matrices $A, B \in M_n(S)$ with cokernel partitions $\lambda, \mu$ respectively, what are the possible cokernel partitions $\nu$ of the product $AB$?

We begin with Question 2.1.1. The most obvious condition $\gamma = (\gamma_1, \ldots, \gamma_n)$ must satisfy is $\sum_{i=1}^n \gamma_i = \sum_{i=1}^n \alpha_i + \sum_{i=1}^n \beta_i$, since the trace is the sum of the eigenvalues. Weyl [45] gave more
necessary conditions on \( \gamma \) in the form of inequalities which now bear his name, the most famous being the Cauchy interlacing property: If \( A, B \) are Hermitian and \( B \) has rank 1, then \( \alpha_i \geq \gamma_{i+1} \) and \( \gamma_i \geq \alpha_{i+1} \) for all \( 1 \leq i \leq n - 1 \).

After many more partial results, Horn conjectured that the trivial condition
\[
\sum_i \alpha_i + \sum_i \beta_i = \sum_i \gamma_i,
\]
along with a certain list of inequalities on the \( \alpha_i, \beta_i \) and \( \gamma_i \) which he defined inductively, yielded necessary and sufficient conditions for them to be the eigenvalues of Hermitian matrices \( A, B \) and \( C = A + B \) respectively [31]. Each inequality had the form
\[
\sum_{k \in K} \gamma_k \leq \sum_{i \in I} \alpha_i + \sum_{j \in J} \beta_j
\]
for triples of sets \( I, J, K \in \{1, \ldots, n\} \) all of the same cardinality \( r \). For the exact definition of which such triples Horn’s list consisted of, see [27]; we shall just refer to the set of these triples as \( H_n \).

The answer to Question 2.1.2 surprisingly, is almost exactly the same as the answer to Question 2.1.1

**Theorem 2.1.3.** Let \( S \) be a DVR. Then \( \lambda, \mu, \nu \) occur as the cokernel partitions of some \( A, B, C \in M_n(S) \) with \( A \cdot B = C \) if and only if \( |\nu| = |\lambda| + |\mu| \) and the inequality
\[
\sum_{k \in K} \nu_k \leq \sum_{i \in I} \lambda_i + \sum_{j \in J} \mu_j
\]
holds for every \( (I, J, K) \in H_n \).

In addition to Horn’s inductive description of \( H_n \), there are several nontrivial alternative characterizations. First recall the bijection between sets \( I = \{i_1, \ldots, i_r\} \) of cardinality \( r \) and partitions of length at most \( r \) given by
\[
I = \{i_1, \ldots, i_r\} \leftrightarrow \lambda_I := (i_r - r, i_{r-1} - (r - 1), \ldots, i_1 - 1)
\]
where we choose labels so \( i_r > i_{r-1} > \ldots > i_1 \).

**Theorem 2.1.4.** For a triple \( (I, J, K) \) as above, the following are equivalent:

1. \((I, J, K) \in H_n\).

2. There exist Hermitian matrices \( A, B, C \) such that \( \lambda_I, \lambda_J \) and \( \lambda_K \) are the eigenvalues of \( A, B \) and \( C \) respectively, and \( A + B = C \).

This result is intriguing because the inequalities given by triples \((I, J, K) \in H_n\) serve to characterize the real eigenvalues of a sum of Hermitian matrices, but the inequalities themselves
come from triples of Hermitian matrices with integer eigenvalues, which are of course highly constrained. To actually find every triple in $H_n$ via the second condition of Theorem 2.1.4 would still be difficult, however.

### 2.2 Distributions of eigenvalues and cokernel partitions

The previous discussion concerned the extreme case of the possible cokernel partitions of a product of matrices, but it is just as natural to ask the probabilistic version of this question. Here we return to the local field setting.

**Question 2.2.1.** Let $\lambda, \mu$ be two partitions of length at most $n$. If $A$ and $B$ are chosen from $M_n(R)$ with respect to the additive Haar measure, conditional on $\text{coker}(A)$ and $\text{coker}(B)$ having type $\lambda$ and $\mu$ respectively, what is the probability distribution of $\text{coker}(AB)$?

Thankfully, as with the extremal question, guidance comes from the answer in classical random matrix theory to the analogous question.

**Question 2.2.2.** Let $\alpha_1 > \alpha_2 > \ldots > \alpha_n$ and $\beta_1 > \beta_2 > \ldots > \beta_n$ be real numbers. If $A$ and $B$ are chosen from the $n \times n$ GOE, GUE or GSE conditional on having $\alpha$ and $\beta$ as their respective eigenvalues, what is the distribution of the eigenvalues of $A + B$?

If random matrices $A, B$ have eigenvalue distributions $\mu, \nu$, the eigenvalue distribution of $A + B$ is sometimes referred to as the additive convolution of $\mu$ and $\nu$, and for $AB$ there is a similar notion of multiplicative convolution. When studying the limit as matrix size goes to $\infty$, these are closely related to free probability, see e.g. [39]. For finite matrices, there is a related theory of finite free probability recently developed in [38]. For the classical ensembles of Question 2.2.2 the answer is classically known, and the following exposition of it largely follows [29].

We now return to Questions 2.2.1 and 2.2.2. At this point it is necessary to introduce certain symmetric functions associated to partitions, which will be useful later as well as in this section. The reader is warned in advance that the definitions of Jack and multivariate Bessel functions below are not at all enlightening without more context; they are introduced here for completeness and so as to highlight the similarity of the answers to the aforementioned questions, which both come from Macdonald polynomials.
Notation 2.2.3. The Macdonald polynomial $P_\lambda(x_1, \ldots, x_n; q, t)$ is a symmetric polynomial in the $n$ variables $x_1, \ldots, x_n$ associated to a partition $\lambda$ of length $\leq n$. Often we will write $P_\lambda(x; q, t)$ with $x$ denoting the $n$ variables.

The standard reference for these and other symmetric polynomials is [36]. Macdonald polynomials are usually defined as eigenfunctions of a certain differential operator on the algebra $\mathbb{Q}(q,t)[x_1, \ldots, x_n]^{S_n}$ of symmetric polynomials, and span the $\mathbb{Q}(q,t)$-vector space of such polynomials. Because of this last property, any product $P_\lambda P_\mu$ is expressible as a linear combination

$$P_\lambda(x; q, t) P_\mu(x; q, t) = \sum_{\nu \in \mathcal{P}} m^\nu_{\lambda, \mu}(q, t) P_\nu(x; q, t).$$

(2.3)

In particular, this is true with all $x_i$ set to 0. Hence, defining a normalized Macdonald polynomial similarly to Definition 2.2.6 by

$$\hat{P}_\lambda(x; q, t) = \frac{P_\lambda(x; q, t)}{P_\lambda(0; q, t)},$$

(2.4)

we have that

$$\hat{P}_\lambda(x; q, t) \hat{P}_\mu(x; q, t) = \frac{1}{P_\lambda(0; q, t) P_\mu(0; q, t)} \sum_{\nu \in \mathcal{P}} \left( m^\nu_{\lambda, \mu}(q, t) P_\nu(0; q, t) \right) \hat{P}_\nu(x; q, t),$$

(2.5)

i.e. products of the $\hat{P}$ satisfy a similar relation with structure coefficients

$$\hat{m}^\nu_{\lambda, \mu}(q, t) := \frac{P_\nu(0; q, t)}{P_\lambda(0; q, t) P_\mu(0; q, t)} m^\nu_{\lambda, \mu}(q, t).$$

(2.6)

Remark 2.2.4. Given a discrete set $\Omega = \{\omega_1, \ldots, \}$, probability measures on $\Omega$ correspond to formal sums $\sum_{\omega \in \Omega} a_\omega \omega_i$ with all $a_i$ nonnegative and $\sum_i a_i = 1$. By (2.3) with all $x_i$ set to 0 it follows that $\sum_{\nu \in \mathcal{P}} \hat{m}^\nu_{\lambda, \mu} = 1$. Hence, if for given real values of $q$ and $t$ we have that $\hat{m}^\nu_{\lambda, \mu}$ is nonnegative\footnote{The nonnegativity of the coefficients $\hat{m}^\nu_{\lambda, \mu}$ for $0 < q, t < 1$ is an open conjecture, and a short discussion of current work on it may be found in [29].} for each $\nu$, then the expansion $\sum_{\nu \in \mathcal{P}} \hat{m}^\nu_{\lambda, \mu} \hat{P}_\nu$ defines a probability measure on $\mathcal{P}$ given by $\Pr(\nu) = \hat{m}^\nu_{\lambda, \mu}$. In such a situation, we say that $\sum_{\nu \in \mathcal{P}} \hat{m}^\nu_{\lambda, \mu} \hat{P}_\nu$ represents the probability measure. We may similarly represent any probability measure on the set of partitions of length at most $n$ by a linear combination of $\hat{P}_\nu$ with nonnegative coefficients summing to 1. A single polynomial $\hat{P}_\lambda$ represents a point mass on that partition, and the product of two polynomials corresponds to a kind of convolution of the measures. Some similarity with Question 2.2.1 and Question 2.2.2 is now apparent, as in these cases one is in some sense looking at how matrix multiplication or addition mixes the cokernel partitions/eigenvalues of a pair of random matrices.
constrained so that the distributions of their cokernel partitions/eigenvalues are point masses on a specified partition or tuple of real numbers.

To make this analogy concrete in the case of Question 2.2.2 requires working with certain limiting degenerations of Macdonald polynomials.

**Definition 2.2.5.** For \( \theta > 0 \), the Jack polynomial \( J_\lambda \) is given by

\[
J_\lambda(x_1, \ldots, x_n; \theta) := \lim_{q \to 1} P_\lambda(x_1, \ldots, x_n; q, q^\theta).
\] (2.7)

The functions actually needed to answer Question 2.2.2 are then derived from these.

**Definition 2.2.6.** Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \) be a decreasing \( n \)-tuple of distinct real numbers, and for every \( \epsilon > 0 \) let \( \lambda(\epsilon) = (\lfloor \alpha_1 \epsilon \rfloor, \ldots, \lfloor \alpha_n \epsilon \rfloor) \) and \( x_i(\epsilon) = e^{\epsilon z_i} \). Then the multivariate Bessel function \( B_\alpha \) is a function of \( n \) arguments \( z_1, \ldots, z_n \) and one parameter \( \theta \) given by

\[
B_\alpha(z_1, \ldots, z_n; \theta) := \lim_{\epsilon \to 0} \epsilon^{\frac{N(N-1)}{2}} \frac{\theta}{N^2} J_{\lambda(\epsilon)}(x_1(\epsilon), \ldots, x_n(\epsilon); \theta).
\] (2.8)

We further define the normalized multivariate Bessel function

\[
\hat{B}_\alpha(z; \theta) := \frac{B_\alpha(z; \theta)}{B_\alpha(0, \ldots, 0; \theta)}
\] (2.9)

We refer to [29] for details on these functions. The multivariate Bessel functions satisfy a version of (2.3) with the sum replaced by an integral: For any \( \alpha, \beta \) as in Definition 2.2.6, we have

\[
\hat{B}_\alpha(z; \theta) \cdot \hat{B}_\beta(z; \theta) = \int_{\gamma} b_{\alpha,\beta}^\gamma(\theta) \hat{B}_\gamma(z; \theta) d\gamma
\] (2.10)

for some function \( b_{\alpha,\beta}^\gamma(\theta) \) of \( \gamma \) and \( \theta \), where the integral is over the space in \( \mathbb{R}^n \) of all \( n \)-tuples \( \gamma \) as in Definition 2.2.6. As in the Macdonald case, the normalization of \( \hat{B} \) ensures that \( b_{\alpha,\beta}^\gamma(\theta) \) integrates to 1, so (again assuming nonnegativity, see previous footnote) \( b_{\alpha,\beta}^\gamma(\theta) d\gamma \) defines a probability measure on the set of decreasing \( n \)-tuples \( \gamma \).

**Proposition 2.2.7.** Let \( \alpha, \beta \) be decreasing \( n \)-tuples of distinct real numbers. If \( A, B \) are drawn randomly from the GOE conditional on having eigenvalues \( \alpha \) and \( \beta \), then the distribution of the eigenvalues \( \gamma \) of \( A + B \) is given by the probability measure \( d\mu \) is the Lebesgue measure on \( \mathbb{R}^n \). The same claim holds for the GUE and GSE with \( \theta = 1 \) and \( \theta = 2 \) respectively.
This answers Question 2.2.2; the above and related results may be found in [29]. The answer to Question 2.2.1 has two main parts: the first is expressing the desired probabilities in terms of counting submodules via Lemma 2.2.9. The second is relating these counting problems to the Hall-Littlewood polynomials, another specialization of Macdonald polynomials, at which point the similarity to Proposition 2.2.7 becomes apparent.

**Notation 2.2.8.** Let \( \lambda \) be a partition of length at most \( n \). We denote by \( \omega^n \lambda \) the \( n \times n \) diagonal matrix with \( \omega^n \)th entry \( \omega^n \lambda \) (where \( \lambda \) is padded with zeros as necessary to obtain a decreasing \( n \)-tuple).

**Lemma 2.2.9.** Let \( \lambda, \mu \) be two partitions of length \( \leq n \) and \( R, \omega, q \) as in the previous section. For any partition \( \alpha \), let \( N_\alpha \) be the number of distinct \( R \)-submodules \( N \subset R^n \) such that \( R^n/N \sim M_\alpha \). Finally, let \( g^\nu_\lambda \mu \) be the number of submodules \( N \subset M_\nu \) such that \( N \sim M_\mu \) and \( M_\nu/N \sim M_\lambda \). Then if \( A \) and \( B \) are chosen from \( M_n(R) \) with additive Haar measure, we have

\[
\Pr(\text{coker}(AB) \cong M_\nu | \text{coker}(A) \cong M_\lambda, \text{coker}(B) \cong M_\mu) = \frac{N_\nu}{N_\lambda \cdot N_\mu} g^\nu_\lambda \mu
\]  

(2.11)

for all partitions \( \nu \) of length \( \leq n \).

**Proof.** Let \( G = \text{GL}_n(R) \). By Smith normal form (Proposition [1.1.6]), cokernels are in bijection with double cosets of \( G \setminus M_n(R)/G \):

\[
\{ A \in M_n(R) : \text{coker}(A) \cong M_\lambda \} = G \omega^n \lambda G.
\]  

(2.12)

Since multiplication by \( G \) preserves the additive Haar measure, integrating a function of \( A \in G \omega^\mu G \) with the respect to the additive Haar measure, conditioned to live on \( G \omega^\mu G \) and normalized to 1, is the same as integrating the same function of \( g \omega^\mu h \) over \((g, h) \in G \times G \) with the (multiplicative) Haar probability measure on \( G \). Letting \( c_\nu(A) \) be the indicator function \( 1_{A \in G \omega^\nu G} \) (note it is invariant under left- and right-multiplication of the argument by \( G \)), we have

\[
\Pr(\lambda(AB) = \nu | \lambda(A) = \lambda, \lambda(B) = \mu) = \int_{(g,h,g',h') \in G^4} c_\nu(g \omega^\lambda h g' \omega^\mu h').
\]  

(2.13)

Choose representatives \( x_i \in M_n(R) \) so that \( G \omega^n \lambda G = \bigsqcup x_i G \), and representatives \( y_j \) so \( G \omega^\mu G = \bigsqcup y_j G \). These representatives \( x_i \) are in bijection with the submodules \( V \subset R^n \) such that \( R^n/V \cong M_\lambda \) given by their image as a map \( R^n \to R^n \), so there are \( N_\mu \) of them and similarly
are \(N_\lambda\) of the representatives \(y_j\). Thus

\[
\int_{(g,h,g',h')\in G^4} c_\nu(g^\lambda h g' h') = \frac{1}{N_\lambda} \sum_{i} \int_{(k,g',h')\in G^3} c_\nu(x_i k g' h')
\]

(2.14)

\[
= \frac{1}{N_\lambda} \sum_{i} \int_{(k',h')\in G^2} c_\nu(x_i k' h')
\]

(2.15)

\[
= \frac{1}{N_\lambda N_\mu} \sum_{i,j} \int_{h''\in G} c_\nu(x_i y_j h'')
\]

(2.16)

\[
= \frac{1}{N_\lambda N_\mu} \sum_{i,j} c_\nu(x_i y_j)
\]

(2.17)

here using the facts that the product of Haar-distributed elements is Haar-distributed, and that \(c_\nu\) is a function on double cosets.

Hence it suffices to show that

\[
|\{(i,j) : R^n/x_i y_j R^n = M_\nu\}| = N_\nu \cdot g'_{\mu
\}
\]

(2.18)

Fix a submodule \(V_\nu \subset R^n\) with \(R^n/V_\nu \cong M_\nu\). The submodules of \(R^n/V_\nu\) of type \(\mu\) with quotient of type \(\lambda\) are in bijection with the submodules \(V_{\lambda,\mu} \subset R^n\) such that (1) \(V_{\lambda,\mu} \supset V_\nu\), (2) \(V_{\lambda,\mu}/V_\nu \cong M_\mu\), and (3) \(R^n/V_{\lambda,\mu} \cong M_\lambda\). Each such module \(V_{\lambda,\mu}\) is the image \(x_i R^n\) of a unique \(x_i\), since these parametrize submodules of \(R^n\) with quotient \(M_\lambda\). Furthermore, since \(x_i R^n/V_\nu \cong M_\mu\), then \(x_i^{-1} V_\nu \subset R^n\) and \(R^n/x_i^{-1} V_\nu \cong M_\mu\). Hence \(x_i^{-1} V_\nu = y_j R^n\) for a unique \(x_i\).

It follows that \(V_\nu = x_i y_j R^n\).

Hence for each submodule \(V_\nu\), the submodules \(V_{\lambda,\mu}\) defined above are in bijection with pairs \((i,j)\) such that \(x_i y_j R^n = V_\nu\). The claim follows immediately. \(\square\)

**Definition 2.2.10.** The Hall-Littlewood polynomial is a symmetric polynomial in \(n\) variables associated to a partition \(\lambda\) of length \(\leq n\) and given by \(H_\lambda(x_1, \ldots, x_n; t) = P_\lambda(x_1, \ldots, x_n; t, q = 0)\).

Alternatively, it is given by the explicit formula

\[
H_\lambda = \frac{1}{v_\lambda(t)} \sum_{\sigma \in S_n} \sigma \left( x_1^{\lambda_1} \cdots x_n^{\lambda_n} \prod_{1 \leq i < j \leq n} \frac{x_i - tx_j}{x_i - x_j} \right)
\]

(2.19)

where \(\sigma\) acts by permuting the variables and \(v_\lambda(t) = \prod_{i \geq 0} \prod_{j=1}^{\nu_i(\lambda)} \frac{1 - t^{1-i}}{1-t^{1-i}}\).

It is not immediately clear that (2.19) actually yields a polynomial, but this is true since the Vandermonde determinant divides any alternating polynomial. The division by \(v_\lambda(t)\) has the effect of clearing common factors of the coefficients of monomial terms in the expansion of \(H_\lambda\), so in fact the GCD of these coefficients is 1.
For reasons that will soon become clear, it makes more sense to work not in the ring of symmetric polynomials but in the ring of symmetric functions.

**Definition 2.2.11.** For every $n \geq 1$, let $\Lambda_n = \mathbb{Z}[x_1, \ldots, x_n]^S$ be the ring of symmetric polynomials in $n$ variables with integer coefficients, and $\Lambda_n^k$ be the sub-$\mathbb{Z}$-module of $n^{\text{th}}$ degree polynomials. Then for each $m > n$, we have a map $\rho_{m,n}: \Lambda_m^k \to \Lambda_n^k$ given by setting $x_{n+1}, \ldots, x_m$ to 0. Let $\Lambda^k$ be the inverse limit of $\Lambda_n^k$ with respect to the maps $\rho_{m,n}$. The ring of symmetric functions is

$$\Lambda = \bigoplus_{k \geq 0} \Lambda^k$$

with the natural ring structure.

**Remark 2.2.12.** The reason $\Lambda$ is constructed by taking inverse limits for the module of symmetric polynomials of each degree and then taking a direct sum is to disallow ‘symmetric functions’ with monomials of arbitrarily high degree, such as the geometric series expansion of $\prod_{i \geq 1} \frac{1}{1-x_i}$, which would be part of $\Lambda$ if the inverse limit were defined using the rings $\Lambda_n$.

For a given $\lambda$ of length $\leq n$, one can check from the explicit formula of Definition 2.2.10 that $H_\lambda(x_1, \ldots, x_n, 0; t) = H_\lambda(x_1, \ldots, x_n; t)$. Hence there exists an element of $\Lambda$, denoted $H_\lambda(x_1, \ldots; t)$, which specializes to $H_\lambda(x_1, \ldots, x_n; t)$ upon setting $x_{n+1}, x_{n+2}, \ldots$ to 0. We refer to $H_\lambda(x_1, \ldots; t)$ as the Hall-Littlewood function. The following useful property of Hall-Littlewood symmetric functions, which connects them to the Cohen-Lenstra measure, comes from [36, III.2, Example 2].

**Proposition 2.2.13.** For any $\lambda \in \mathcal{P}$ and any $q > 1$, specializing $t = q^{-1}$ and $x_i = q^{-1}$ yields

$$H_\lambda(q^{-1}, q^{-2}, \ldots; q^{-1}) = \frac{q^{n(\lambda)}}{\left|\text{Aut}_q(\lambda)\right|}$$

where $M_\lambda$ is an $R$-module of type $\lambda$.

Because the above specialization involves setting infinitely many variables to nonzero values, it requires working with Hall-Littlewood functions rather than Hall-Littlewood polynomials.

**Definition 2.2.14.** Given $R, q$ as in the previous section, the associated Hall algebra $H(R)$ is the $\mathbb{Z}$-algebra whose underlying $\mathbb{Z}$-module is free with generators $u_\lambda$ for every partition $\lambda$, and whose multiplication is given by

$$u_\lambda \cdot u_\mu = \sum_{\nu \in \mathcal{P}} g_{\lambda\mu}^\nu u_\nu$$

where $g_{\lambda\mu}^\nu$ is defined as in Lemma 2.2.9.
The identity of the Hall algebra is $u()$. For associativity of its multiplication it is easy to check that the coefficient of $u_\alpha$ in the expansion of $u_\lambda u_\mu u_\nu$ (multiplied in either order) is the number of chains of $R$-modules $0 \subset N_1 \subset N_2 \subset M_\alpha$ with $N_1 \cong M_\lambda, N_2/N_1 \cong M_\nu$, and $M_\alpha/N_2 \cong u_\mu$.

One of the historical motivations for the theory of Hall-Littlewood functions was that their multiplicative structure mimics that of the Hall algebra.

**Definition 2.2.15.** For any partition $\lambda$, we let $n(\lambda) = \sum_{i \geq 1} (i - 1) \lambda_i = \sum_{i \geq 1} \left( \frac{\lambda_i}{2} \right)$ (it is a straightforward calculation that the latter two are the same).

**Proposition 2.2.16.** There is a ring isomorphism $\psi : H(R) \otimes \mathbb{Z} \mathbb{Q} \to \Lambda$ defined by $\psi(u_\lambda) = q^{-n(\lambda)} P_\lambda(x; q^{-1})$.

Finally we are in a position to answer Question 2.2.1. Similarly to our normalizations for the Macdonald and multivariate Bessel functions, we define the normalized Hall-Littlewood function by $\hat{H}_\lambda(x_1, \ldots; q^{-1}) = H_\lambda(x_1, \ldots; q^{-1}) / \prod (q^{i-1}, q^{2i-2}, \ldots; q^{-1})$. We define the structure coefficients $\hat{c}^{\nu}_{\lambda \mu}$ as before by

$$\hat{H}_\lambda \cdot \hat{H}_\mu = \sum_{\nu \in P} \hat{c}^{\nu}_{\lambda \mu} \hat{H}_\nu.$$  \hspace{1cm} (2.23)

Note that for the denominator in the definition of $\hat{H}$ we have not set all variables to 0 as before, but to powers of $q$; as mentioned in the discussion on Macdonald polynomials, provided that nonnegativity of structure coefficients holds, any choice of values for the variables will yield a probability measure. This nonnegativity is assured by Proposition 2.2.16 which relates the non-normalized Hall-Littlewood polynomials to the Hall algebra (which has nonnegative structure coefficients), and Proposition 2.2.13 which ensures that the normalizing factors $H_\lambda(q^{-1}, q^{-2}, \ldots; q^{-1})$ are positive.

**Theorem 2.2.17.** Let $R$ be the ring of integers of a local field, with residue field of size $q$, $n \in \mathbb{N}$ and $\lambda, \mu, \nu$ partitions of length $\leq n$. Then if $A$ and $B$ are independent random elements of $M_n(R)$ distributed according to the additive Haar measure, we have

$$\Pr(\lambda(AB) = \nu | \lambda(A) = \lambda, \lambda(B) = \mu) = \frac{(q^{-1})_{n-\ell(\lambda)} (q^{-1})_{n-\ell(\mu)} \hat{c}^{\nu}_{\lambda \mu}}{(q^{-1})_{n-\ell(\nu)} (q^{-1})_n}.$$  \hspace{1cm} (2.24)

In particular, let $\Pr_n$ be the probability measure on partitions assigning to a partition $\nu$ the probability given by the RHS of the above equation. Then $\lim_{n \to \infty} \Pr_n(\nu) = \hat{c}^{\nu}_{\lambda \mu}$, so $\Pr_n$ converges pointwise to the measure which is represented by the product $\hat{H}_\lambda(x; q^{-1}) \cdot \hat{H}_\mu(x; q^{-1})$ in the sense of Remark 2.2.4.
Proof. It suffices by Lemma 2.2.9 to show that
\[ \frac{N_\nu}{N_\lambda \cdot N_\mu} g_{\lambda \mu}^\nu = \frac{(q^{-1})_{n-\ell(\lambda)} (q^{-1})_{n-\ell(\mu)}^\nu}{(q^{-1})_{n-\ell(\nu)} (q^{-1})_n} \mathcal{C}_{\lambda \mu}^\nu. \]  \hfill (2.25)

It follows from Proposition 2.2.16 and the definition of the normalized Hall-Littlewood functions that
\[ g_{\lambda \mu}^\nu = q^{\kappa(\nu)(n-\lambda) - n(\mu)} H_\lambda(q^{-1}, q^{-2}, \ldots; q^{-1}) H_\mu(q^{-1}, q^{-2}, \ldots; q^{-1}) \mathcal{C}_{\lambda \mu}^\nu. \]  \hfill (2.26)

By Proposition 2.2.13 this is equal to \[ \frac{|\text{Aut}_q(\nu)|}{|\text{Aut}_q(\lambda)| \cdot |\text{Aut}_q(\mu)|} \mathcal{C}_{\lambda \mu}^\nu. \] Hence
\[ \text{Pr}(\text{coker}(AB) \cong M_\nu) = \frac{N_\nu \cdot |\text{Aut}_q(\nu)|}{(N_\lambda \cdot |\text{Aut}_q(\lambda)|) \cdot (N_\mu \cdot |\text{Aut}_q(\mu)|)} \mathcal{C}_{\lambda \mu}^\nu. \]  \hfill (2.27)

We compute \( N_\alpha \) for general partitions \( \alpha \); the result was known going back at least to [10], but it is worth seeing the computation in detail.

Any surjection \( R^n \rightarrow M_\alpha \) has kernel a submodule of \( R^n \) with quotient isomorphic to \( M_\alpha \), and any two such surjections are related by composition with an automorphism of \( M_\alpha \). Hence
\[ N_\alpha = \frac{|\{\phi : R^n \rightarrow M_\alpha\}|}{|\text{Aut}(M_\alpha)|}, \] where we compute the number of surjections. A map \( (R/\omega)^n \rightarrow M_\alpha/\omega M_\alpha \) is determined by where it sends the standard basis vectors, so there are \( |M_\alpha|^n = q^{n|\alpha|} \) such maps. Each one is surjective if and only if the corresponding map of vector spaces \( (R/\omega)^n \rightarrow M_\alpha/\omega M_\alpha \) is surjective: clearly surjectivity of the former implies the latter, and viewing elements of \( R \) as power series in \( \omega \) by Lemma 1.2.8 the reverse implication follows. Hence the proportion of the maps which are surjective is exactly the proportion of elements of \( M_{\ell(\alpha) \times n}(\mathbb{F}_q) \) with rank \( \ell(\alpha) \).

Each full-rank element is just an \( \ell(\alpha) \)-tuple of linearly independent elements of \( \mathbb{F}_q^n \). To choose such a tuple, there are \( q^n - 1 \) choices for the first vector (since it must be nonzero), then \( q^n - q \) choices for the second since it cannot be a multiple of the first, etc., yielding
\[ N_\alpha \cdot |\text{Aut}(M_\alpha)| = |\{\phi : R^n \rightarrow M_\alpha\}| = q^{n|\alpha|} \frac{1}{q^{n\ell(\alpha)}} (q^n - 1) \cdots (q^n - q^{\ell(\alpha) - 1}) = q^{n|\alpha|} \frac{(q^{-1})_n}{(q^{-1})_{\ell(\alpha)}}. \]  \hfill (2.28)

If \( g_{\lambda \mu}^\nu = 0 \) then \( \mathcal{C}_{\lambda \mu}^\nu = 0 \) as well by Proposition 2.2.16, so assume this is not the case. Then there is some \( N \cong M_\alpha \) with \( M_\nu/N \cong M_\lambda \), so \( q^{\kappa(\nu)} = |M_\nu| = |M_\lambda| \cdot |M_\mu| = q^{\ell(\alpha) + |\mu|} \), so \( |\lambda| + |\mu| = |\nu| \).

Hence the \( q^{n|\alpha|} \) factors (for \( \alpha = \lambda, \mu, \nu \) appearing when (2.28) is substituted into (2.27) cancel one another, and we are left with \( \frac{(q^{-1})_{n-\ell(\lambda)} (q^{-1})_{n-\ell(\mu)}}{(q^{-1})_{n-\ell(\nu)} (q^{-1})_n} \mathcal{C}_{\lambda \mu}^\nu \), showing (2.24).

The second part of the theorem follows since \( \frac{(q^{-1})_{n-\ell(\lambda)} (q^{-1})_{n-\ell(\mu)}}{(q^{-1})_{n-\ell(\nu)} (q^{-1})_n} \rightarrow 1 \) as \( n \rightarrow \infty \). \hfill \( \square \)

This shows that, in the limit, the way that multiplying two random matrices mix their cokernels is described by the multiplication of corresponding Hall-Littlewood polynomials. One
interesting contrast between Theorem 2.2.17 and Proposition 2.2.7 is that in the latter, the measure given by the eigenvalues of \( A + B \) is exactly described by products of multivariate Bessel functions, while in Theorem 2.2.17 the corresponding statement is true only asymptotically.

**Remark 2.2.18.** It is very easy to show by the above argument that if \( A \) is a random matrix with Haar distribution conditioned on having cokernel partition \( \lambda \), then \( \text{coker}(A^2) \) has the same distribution as the one computed in Theorem 2.2.17. A very natural question is to compute the distribution of \( \text{coker}(A^n) \), or the joint distribution of \( \text{coker}(A), \text{coker}(A^2), \ldots, \text{coker}(A^n) \). However, it is no longer true that \( \text{coker}(A^n) \) has the same distribution as \( \text{coker}(A_1 \cdot A_2 \cdots A_n) \) with the \( A_i \) iid with the same distribution as \( A \). Consequently, the simple method used to compute the distribution in Theorem 2.2.17 seems unusable without serious modification, but the approach of Section 3.3 is somewhat motivated by this problem.
Chapter 3

Random matrices over finite fields and integers of local fields

3.1 Random matrices over finite fields

As with $p$-adic random matrix theory, random matrix theory over finite fields came later than classical random matrix theory and has some analogies with the latter. After Wigner’s original Gaussian unitary, orthogonal, and symplectic ensembles, Dyson [14] shifted focus to what he called the circular unitary ensemble (CUE), the local eigenvalue statistics of which reflect those of the GUE. This CUE is none other than the unitary group $U(n)$ with Haar measure, which is finite because $U(n)$ is compact, and hence may be normalized to a probability measure. This ensemble, and the related ones obtained by putting a Haar probability measure on any compact classical group, are interesting partly for their importance in number theory alluded to in the Introduction: conjecturally, the low-lying zeros of $L$-functions chosen randomly from any reasonably-defined family have the same distribution as the eigenvalues near 1 of matrices drawn Haar-randomly from one of the compact classical groups. [33] and [11] are good surveys, and a more detailed version of the previous discussion can be found in [7].

Because every matrix in $U(n)$ is conjugate by a matrix in $U(n)$ to a diagonal matrix, the study of the eigenvalues of a random matrix in $U(n)$ is the same as the study of the conjugacy class of a random element in this group. Random matrix theory over finite fields is, analogously, largely concerned with data coming from the conjugacy class of matrices chosen uniformly randomly from a group of Lie type over $\mathbb{F}_q$. It thus draws much more from finite group theory, and
some interest in studying it comes from computational group theory and analysis of certain algorithms, see [24 2.2]. One of its most surprising connections is a probabilistic proof and interpretation of the Rogers-Ramanujan identities [23]. What concerns the present work most directly, however, is that the Cohen-Lenstra distribution appears in this context as well, a fact only noticed long after the Cohen-Lenstra heuristics were formulated. In this section we will show how to extract random partitions from the rational canonical form of a random matrix over a finite field, and that the induced probability measure on such partitions is given by a generalization of the Cohen-Lenstra measure. The definitions, results and proofs of this section are generally modifications of the ones in [24]; the alteration which was least obvious to the author is that $n$ must be chosen differently in Definition 3.1.6 than in [24], but once this change is made the rest of the arguments follow with some minor differences.

The first task is to parametrize orbits by means of rational canonical form, which associates integer partitions to irreducible factors of the characteristic polynomial of a matrix.

Recall that the companion matrix of a polynomial $f(x) = x^n + a_{n-1}x^{n-1} + \ldots + a_0$ is

$$C(f) = \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 \\ 0 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \\ -a_0 & -a_1 & -a_2 & \cdots & -a_{n-1} \end{pmatrix}. $$

The characteristic polynomial of this matrix is $f(x)$.

**Proposition 3.1.1** (Rational canonical form). *Let $K$ be a field and $A \in M_n(K)$, with characteristic polynomial $f(x) = f_1^{e_1} \cdots f_r^{e_r}$ where the $f_i$ are distinct irreducible factors of degrees $d_i$. Then there is a matrix $P \in \text{GL}_n(K)$ such that*

$$PAP^{-1} = \begin{pmatrix} A_1 & 0 & \cdots & 0 \\ 0 & A_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & A_r \end{pmatrix}$$

(3.1)
where

\[
A_i = \begin{pmatrix}
C(f_i^{(f_1)}) & 0 & \cdots & 0 \\
0 & C(f_i^{(f_2)}) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & C(f_i^{(f_j)})
\end{pmatrix}
\]  

(3.2)

for a partition \(\lambda(f) = (\lambda_1^{(f)}, \ldots, \lambda_j^{(f)})\) of \(e_i\). Furthermore, \(A\) is conjugate to a unique matrix of the above form.

Proof. Apply the structure theorem to the PID \(K[x]\) acting on the module \(K^n\) where \(x\) acts by \(A\), then choose an appropriate basis. \(\square\)

Notation 3.1.2. Given a matrix \(A \in M_n(\mathbb{F}_q)\) and a monic irreducible nonconstant polynomial \(f\) dividing its characteristic polynomial, we will refer to the partition given by the blocks corresponding to \(f\) in the rational canonical of \(A\) as in Proposition 3.1.1 by \(\lambda(f)(A)\). We will sometimes write \(\lambda(f)\) when \(A\) is clear.

There are several different versions of rational canonical form listed in the literature corresponding to different choices of basis for the summands in the structure theorem; the above convention is used in [21] but not in the original [4] or [34]. In any case, this yields that the conjugacy class of a matrix is determined by a finite set of irreducible polynomials with a partition associated to each one, subject to the condition

\[
\sum_i \deg(f_i)|\lambda(f_i)| = n
\]

(3.3)

where \(n\) is the matrix size and the sum is over irreducible polynomials. Conversely, any such set of irreducible polynomials over \(F\) with associated partitions determines a unique conjugacy class. Fixing a polynomial \(f \in K[x]\), we may thus associate to any matrix in \(M_n(K)\) the corresponding corresponding partition \(\lambda\) (possibly the empty partition) from Proposition 3.1.1. Hence given a random matrix ensemble, we obtain a measure on the set of integer partitions—which, if preferred, may be thought of as a partition-valued random variable.

If \(K\) is a field such as \(\mathbb{R}\) or \(\mathbb{Q}_p\), then any individual polynomial \(f\) will occur as a factor of the characteristic polynomial of a generic matrix with probability 0, so we obtain an extremely uninteresting measure on partitions which assigns probability 1 to the empty partition. However, if \(K\) is a finite field, then for any reasonable random matrix ensemble over \(K\) each irreducible polynomial occurs often enough as a factor of the characteristic polynomial that we obtain a
nontrivial measure on partitions. In the case of $M_n(\mathbb{F}_q)$, this measure turns out to be the Cohen-Lenstra measure.

The main piece of machinery in the proof is that of cycle indices and their generating functions, used in [42] and [24]. The following definition is general, but for the moment we will only use the case $S = M_n(\mathbb{F}_q)$.

**Definition 3.1.3.** Given a subset $S \subseteq M_n(\mathbb{F}_q)$, define its cycle index to be

$$Z_S := \frac{1}{|S|} \sum_{A \in S} \prod_{f : |\lambda(f)(A)| > 0} x_{f,\lambda(f)},$$

(3.4)

where the $x_{f,\lambda(f)}$ are formal variables associated to each pair of an irreducible monic nonconstant polynomial and a partition.

Common choices of $S$ in the literature are $\text{GL}_n(\mathbb{F}_q)$ [24], or another group of Lie type over $\mathbb{F}_q$ such as $\text{U}_n(\mathbb{F}_q)$, $\text{O}_n(\mathbb{F}_q)$, or $\text{Sp}_{2n}(\mathbb{F}_q)$ [25]. As mentioned at the beginning of this section, we are interested in the case of $M_n(\mathbb{F}_q)$.

**Remark 3.1.4.** Cycle indices provide an algebraic way to extract a measure on partitions from a measure on the set $S$. Recall from Remark 2.2.4 that given a discrete set $\Omega = \{\omega_1, \ldots\}$, probability measures on $\Omega$ correspond to formal sums $\sum_{\omega \in \Omega} a_i \omega_i$ with all $a_i$ nonnegative and $\sum_i a_i = 1$. We have already used this correspondence in Section 2.2 to represent measures on $\mathcal{P}$, with the normalized Hall-Littlewood polynomial $\hat{H}_\lambda$ playing the role of the formal symbol corresponding to $\lambda$.

Since $\prod_{f : |\lambda(f)(A)| > 0} x_{f,\lambda(f)}$ depends only on the conjugacy class of $A$, the cycle index $Z_S = \frac{1}{|S|} \sum_{A \in S} \prod_{f : |\lambda(f)(A)| > 0} x_{f,\lambda(f)}$ thus represents the measure on conjugacy classes of $G$ which weights each one according to its size, where we identify a product of $x_{f,\lambda(f)}$ with a conjugacy class via Proposition 3.1.1. Fix $n$ and an irreducible monic nonconstant polynomial $f$, and set all $x_{h,\lambda(h)}$ to 1 for all polynomials $h \neq f$. Then $Z_G$ becomes an element of $\bigoplus_{\lambda \in \mathcal{P}} \mathbb{R} x_{f,\lambda}$ with all coefficients nonnegative and summing to 1, defining a probability measure on $\mathcal{P}$ which is easily seen to be the measure on partitions described after Proposition 3.1.1. It is clear that if the coefficient of $x_{f,\lambda}$ converges to a fixed value for each $x_{f,\lambda}$, this is equivalent to the corresponding measures converging pointwise\footnote{By a sequence of measures $(\mu_n)_{n \geq 1}$ on $\mathcal{P}$ converging pointwise to $\mu$, we mean that $\mu_n(\{\lambda\}) \to \mu(\{\lambda\})$ for each $\lambda \in \mathcal{P}$.} to the measure defined by the limits of each coefficient for each $x_{f,\lambda}$. In general, these limits of coefficients may not define a measure (e.g. they may all be 0), but they will define probability measures in the cases considered here.
Remark 3.1.5. The normalization of our cycle indices differs from that in [24] or [42], which always divide by $\frac{1}{|GL_n(F_q)|}$ instead of $\frac{1}{|S|}$, where in our case $S = M_n(F_q)$. The former has the advantage that the factor divides out in orbit-stabilizer arguments (since we care about the action of $GL_n(F_q)$, regardless of $S$), but our convention has the advantage that $Z_S$ represents a probability measure on the set of orbits, in the sense of the previous remark.

It is also possible to represent more complicated measures through series of cycle indices.

Definition 3.1.6. Fix a monic irreducible nonconstant polynomial $f$, and let $0 < u < 1$. We define $\mu_{u,q,f}$ to be the probability measure on $P$ giving the distribution of partitions chosen by the following procedure:

1. Choose a nonnegative integer $n$ with probability $(u; q^{-1})_\infty \frac{u^n}{(q^{-1})_n}$, where $(u; q^{-1})_\infty$ is as in Notation 1.3.6.

2. If $n = 0$, take the empty partition. Otherwise, choose a uniformly random element $A$ from $M_n(F_q)$ and take the partition $\lambda^{(f)}(A)$ defined in Proposition 3.1.1.

We defer the proof that the measure on $Z_{\geq 0}$ defined in Step 1 above is actually a probability measure until Lemma 3.1.9.

As per Remark 3.1.4, $\mu_{u,q,f}$ is represented by setting $x_{h,\lambda} = 1$ for all $\lambda \in P, h \neq f$ in the generating function-like expression

$$ (u; q^{-1})_\infty \sum_{n \geq 0} \frac{u^n}{(q^{-1})_n} Z_{M_n(F_q)} $$

where by convention $Z_{M_0(F_q)} = 1$.

In Theorem 3.1.10 we will use nice factorization properties of (3.5) show that $\mu_{q,u,f}$ yields a generalization of the Cohen-Lenstra measure. The following key lemma makes the connection between orbits of $M_n(F_q)$ under conjugation by $GL_n(F_q)$ and automorphisms of $R$-modules, which is key to the appearance of a Cohen-Lenstra-like measure.

Lemma 3.1.7. Let $C$ be an orbit in $M_n(F_q)$ determined by polynomials $\{f_1, \ldots, f_m\}$ and associated partitions $\lambda^{(f_i)}, 1 \leq i \leq m$ as in Proposition 3.1.1. Then the size of the stabilizer of an element $A$ of $C$ is

$$ \prod_{i=1}^m |\text{Aut}_{q^{\deg(f_i)}}(\lambda^{(f_i)})| $$

(3.6)
Proof. By the definition of the polynomials \( \{f_1, \ldots, f_m\} \) and associated partitions from Proposition [3.1.1], we have that, viewing \( M := \mathbb{F}_q^n \) as an \( \mathbb{F}_q[x] \)-module with \( x \) acting by \( A \), then \( M \cong \bigoplus_{i=1}^m \bigoplus_{j \geq 1} \mathbb{F}_q[x]/(f_i(x)^{\lambda_j^{(f_i)})} \) as \( \mathbb{F}_q[x] \)-modules. Any element \( g \in \text{GL}_n(\mathbb{F}_q) \) acts on \( \mathbb{F}_q^n \), and if \( g \) stabilizes \( A \) under conjugation then it commutes with \( A \), hence its action on \( \mathbb{F}_q^n \) commutes with that of \( A \) and it yields an \( \mathbb{F}_q[x] \)-module isomorphism. Clearly, distinct matrices \( g, g' \) yield distinct isomorphisms. Conversely, any \( \mathbb{F}_q[x] \)-module isomorphism is determined by its action on the standard basis of \( \mathbb{F}_q^n \), hence given by an invertible matrix, and this matrix commutes with \( A \). Hence

\[
|\text{Stab}(A)| = \left| \text{Aut}_{\mathbb{F}_q[x]} \left( \bigoplus_{i=1}^m \bigoplus_{j \geq 1} \mathbb{F}_q[x]/(f_i(x)^{\lambda_j^{(f_i)})} \right) \right|. \tag{3.7}
\]

We have

\[
\text{Aut} \left( \bigoplus_{i=1}^m \bigoplus_{j \geq 1} \mathbb{F}_q[x]/(f_i(x)^{\lambda_j^{(f_i)})} \right) = \prod_{i=1}^m \text{Aut} \left( \bigoplus_{j \geq 1} \mathbb{F}_q[x]/(f_i(x)^{\lambda_j^{(f_i)})} \right) \tag{3.8}
\]

because the there are no nontrivial maps between the summands corresponding to each \( i \). Given any \( h \) not a multiple of \( f_i \), the action of \( h(x) \) on \( \bigoplus_{j \geq 1} \mathbb{F}_q[x]/(f_i(x)^{\lambda_j^{(f_i)})} \) is invertible. Hence \( \bigoplus_{j \geq 1} \mathbb{F}_q[x]/(f_i(x)^{\lambda_j^{(f_i)})} \) naturally has the structure of a module over the localization \( \mathbb{F}_q[x]_{f_i(x)} \), and the automorphisms are the same. Since \( \mathbb{F}_q[x]_{f_i(x)} \) is a local ring with maximal ideal \( f_i(x) \), the size of its residue field is \( q^{\deg(f_i)} \), so

\[
\left| \text{Aut}_{\mathbb{F}_q[x]} \left( \bigoplus_{j \geq 1} \mathbb{F}_q[x]/(f_i(x)^{\lambda_j^{(f_i)})} \right) \right| = \left| \text{Aut}_{q^{\deg(f_i)}(\lambda_j^{(f_i)})} \right|. \tag{3.9}
\]

Combining this with (3.7) and (3.8) completes the proof. \( \square \)

We now define the generalized Cohen-Lenstra measure alluded to earlier.

**Definition 3.1.8.** For \( 0 < u \leq 1 \) and \( q > 1 \), define the \( u \)-measure \( \mu_{u,q} \) on the set of all partitions \( \mathcal{P} \) by

\[
\mu_{u,q}(\lambda) = \left( \prod_{i \geq 1} (1 - uq^{-i}) \right)^{\frac{|\lambda|}{\left| \text{Aut}_q(\lambda) \right|}}. \tag{3.10}
\]

When \( u = 1 \), this is just the measure \( \mu_q \) of Definition [1.3.10]. Note that the index of the product starts at 1 rather than 0 in the case of \( (u,q)_\infty \). We verify that the measures we have defined are in fact probability measures; aside from being necessary for the discussion, the algebraic fact that these measures have total mass 1 will be used in the proof of Theorem [3.1.10] to come. It is worth noting as an aside that the measure \( \mu_{u,q} \) has many surprising properties and connections not touched upon in this thesis, for which a good source is [20].
Lemma 3.1.9. For $q > 1$ and $0 < u < q$, $\mu_{u,q}$ is a probability measure on $\mathcal{P}$. Additionally, for $0 < u < 1$, $q$ any prime power and $f$ any monic irreducible nonconstant polynomial, $\mu_{u,q,f}$ is a probability measure.

Proof. It is clear that the formula in Definition 3.1.8 is nonnegative, so we must show the total mass is 1, i.e.

$$\sum_{n \geq 0} \sum_{\lambda \vdash n} \frac{u^n}{|\text{Aut}_q(\lambda)|} = \prod_{i \geq 1} \frac{1}{1 - uq^{-i}}.$$  \hspace{1cm} (3.11)

Since $|\text{Aut}_q(\lambda)|$ is the size of the stabilizer of a nilpotent matrix with rational canonical form corresponding to $\lambda$ by Lemma 3.1.7, the number of such matrices is $\frac{|\text{GL}_n(\mathbb{F}_q)|}{|\text{Aut}_q(\lambda)|}$ by the orbit-stabilizer theorem. By the Fine-Herstein theorem [17], the number of nilpotent matrices over in $M_n(\mathbb{F}_q)$ is $q^n(n-1)$. Hence for each $n$,

$$\sum_{\lambda \vdash n} \frac{1}{|\text{Aut}_q(\lambda)|} = \frac{q^n(n-1)}{|\text{GL}_n(\mathbb{F}_q)|} = \frac{q^{n^2}(q^{-1})_n}{q^n \cdot (q^{-1})_n}.$$  \hspace{1cm} (3.12)

Euler’s identity [3, Eq. (2.2.5)] states that, for complex numbers $t, z$ with $|t| < 1$ and $|z| < 1$,

$$1 + \sum_{n=1}^{\infty} \frac{t^n}{(1-z) \cdots (1-z^n)} = \frac{1}{\prod_{i \geq 0} (1 - tz^i)}.$$  \hspace{1cm} (3.13)

Plugging in (3.12) to the LHS of (3.11) and applying Euler’s identity with $t = \frac{u}{q}$ and $z = \frac{1}{q}$ yields

$$\sum_{n \geq 0} \frac{u^n}{q^n \cdot (q^{-1})_n} = \sum_{n \geq 0} \left(\frac{u}{q}\right)^n \frac{1}{(1-q^{-1}) \cdots (1-q^{-n})} = \frac{1}{\prod_{i \geq 0} (1 - \frac{u}{q} \cdot \frac{1}{q^i})}.$$  \hspace{1cm} (3.14)

Hence $\mu_{u,q}$ is a probability measure.

To show $\mu_{u,q,f}$ is a probability measure we need only show that the measure on $\mathbb{Z}_{\geq 0}$ used to define it is a probability measure. That is exactly the identity

$$\sum_{n \geq 0} \frac{u^n}{(q^{-1})_n} = \frac{1}{(u; q^{-1})_\infty} = \frac{1}{\prod_{i \geq 0} (1 - uq^{-i})}.$$  \hspace{1cm} (3.15)

which is Euler’s identity for $t = u$ and $z = q^{-1}$. \hfill $\Box$

The parameter $u$ determines how much the measure is weighted toward small partitions, as the power $u^{\lambda}$ becomes smaller for large $|\lambda|$ (and shrinks faster for small $u$); the meaning of $u$ will become more clear in Theorem 3.1.10 which finally shows that the limiting measure on partitions obtained from $M_n(\mathbb{F}_q)$ is the $u$-deformed Cohen-Lenstra measure of Definition 3.1.8.
Applying this to (3.21) and following back our chain of equalities, we have

\[ \Pr(\lambda(g_i)(A) \in S_i \text{ for all } 1 \leq i \leq r) = \prod_{1 \leq i \leq r} \Pr(\lambda(g_i)(A) \in S_i). \]  

(3.16)

**Proof.** Let \( \text{Orbit}(M_n(\mathbb{F}_q)) \) denote the set of orbits of \( M_n(\mathbb{F}_q) \) under conjugation by \( \text{GL}_n(\mathbb{F}_q) \). Applying Lemma 3.1.7, Remark 1.3.7 and the orbit-stabilizer theorem, we have

\[
Z_{M_n(\mathbb{F}_q)} = \frac{[\text{GL}_n(\mathbb{F}_q)]}{[M_n(\mathbb{F}_q)]} \cdot \frac{1}{[\text{GL}_n(\mathbb{F}_q)]} \sum_{A \in M_n(\mathbb{F}_q)} \prod_{f_i | \lambda(f) > 0} x_{f_i, \lambda(f)} \tag{3.17}
\]

\[
= (q^{-1})_n \sum_{C \in \text{Orbit}(M_n(\mathbb{F}_q))} \frac{1}{|\text{Stab}(C)|} \prod_{f_i | \lambda(f) > 0} x_{f_i, \lambda(f)} \tag{3.18}
\]

\[
= (q^{-1})_n \sum_{\lambda \in \lambda(1), \ldots, \lambda(m)} \prod_{i=1}^{m} |\text{Aut}_{q^{\deg(h_i)}}(\lambda(f_i))| x_{f_i, \lambda(f_i)} \tag{3.19}
\]

where the sum is over all sets of monic irreducible nonconstant polynomials and corresponding partitions which determine an orbit. Applying this to the expression in (3.5) we have

\[
(u; q^{-1})_\infty \sum_{n \geq 0} \frac{u^n}{(q^{-1})_n} Z_{M_n(\mathbb{F}_q)} = (u; q^{-1})_\infty \prod_{h} \left( 1 + \sum_{n \geq 1} \sum_{\lambda} x_{h, \lambda} \frac{u^{n \deg(h)}}{|\text{Aut}_{q^{\deg(h)}}(\lambda)|} \right) \tag{3.20}
\]

where the product is over all nonconstant monic irreducible \( h \). This is equal to

\[
(u; q^{-1})_\infty \prod_{h} \left( \frac{1}{\prod_{i \geq 1} (1 - u^{\deg(h)} q^{-i \deg(h)})} \sum_{\lambda \in \mathcal{P}} \mu_{u^{\deg(h)}, q^{\deg(h)}}(\lambda) x_{h, \lambda} \right) \tag{3.21}
\]

by Definition 3.1.8 where again the product is over all nonconstant monic irreducible \( h \), and we take \( x_{h,()} \) to be 1. Setting \( x_{h, \lambda} = 1 \) for \( h \neq f \), (3.21) represents the measure \( \mu_{u, q, f} \), which by Lemma 3.1.9 is indeed a probability measure; hence (3.21) is equal to 1 if all \( x_{h, \lambda} \) are set to 1. Again by Lemma 3.1.9 \( \mu_{u^{\deg(h)}, q^{\deg(h)}} \) is a probability measure for each \( h \), therefore setting each \( x_{h, \lambda} \) to 1 in (3.21) yields\(^2\)

\[
(u; q^{-1})_\infty \prod_{h} \frac{1}{\prod_{i \geq 1} (1 - u^{\deg(h)} q^{-i \deg(h)})} = 1. \tag{3.22}
\]

Applying this to (3.21) and following back our chain of equalities, we have

\[
(u; q^{-1})_\infty \sum_{n \geq 0} \frac{u^n}{(q^{-1})_n} Z_{M_n(\mathbb{F}_q)} = \prod_{h} \left( \sum_{\lambda \in \mathcal{P}} \mu_{u^{\deg(h)}, q^{\deg(h)}}(\lambda) x_{h, \lambda} \right). \tag{3.23}
\]

\(^2\) [3.22] also has a simple independent proof, which is used in the original version of this argument [24].
Setting $x_{h,\lambda} = 1$ for $h \neq f$, the LHS represents $\mu_{u^{\deg(f)}, q^{\deg(f)}}$ and the RHS represents $\mu_{u,q,f}$, so the two measures are equal.

Independence of the random partitions (3.16) follows immediately from the factorization in (3.23). Taking (3.23) and setting $x_{h,\lambda} = 1$ for $h \not\in \{g_1, \ldots, g_r\}$, and $x_{g_i,\lambda} = 1_{\{\lambda \in S_i\}}$ for $1 \leq i \leq r$ yields the LHS of (3.16). Each term $\Pr(\lambda(g_i)(A) \in S_i)$ in the RHS of (3.16) is given by setting $x_{h,\lambda} = 1$ for $h \neq g_i$ and $x_{g_i,\lambda} = 1_{\{\lambda \in S_i\}}$ in (3.21), and clearly taking the product of these yields the same expression as the one in the previous sentence. If one of the $S_i$ is infinite then we must justify interchanging order of summation here, but this does not pose an issue since all terms are nonnegative.

Definition 3.1.6 defines a measure on $\bigsqcup_{n \geq 0} M_n(\mathbb{F}_q)$ (where we formally take $M_0(\mathbb{F}_q)$ to have one element) by choosing $n$ as stated and then choosing a uniformly random matrix, but not taking any associated partitions. It is clear that while this measure is not well-defined if $u = 1$, as $u$ approaches 1 it becomes more and more probable to choose a large matrix size $n$. Hence it makes sense that the limit $u \to 1$ should be similar to the large $n$ limit. Corollary 3.1.13 shows that this limit is indeed the usual Cohen-Lenstra measure (with $u = 1$).

Remark 3.1.11. The reason that using the parameter $u$ rather than simply taking an $n \to \infty$ limit is useful is because for finite $n$, the random partitions $\lambda(f)$ have the restriction $|\lambda(f)| \cdot \deg(f) \leq n$, which complicates their distribution; however, if the size of the matrix is also randomly distributed as in Theorem 3.1.10 these partitions may be arbitrarily large. The idea of randomizing on the dimension to obtain tractable formulas and then derandomizing through some limiting procedure occurs across many contexts: and others use a technique of “poissonization” and “depoissonization,” in which dimensions are chosen according to a Poisson distribution, to study asymptotic behavior of Plancherel measures for the symmetric group. Our parameter $u$ is the exact same construction, but for distribution different from the Poisson.

Another example of this auxiliary randomization is the grand canonical ensemble of statistical mechanics; this observation was brought to the author’s attention by [24, p. 67], which gives references to the statistical mechanics literature for the interested reader.

Lemma 3.1.12. Let $[u^n]S$ denote the coefficient of the $u^n$ term in a power series $S \in \mathbb{R}[u]$. If $f(u)$ is a function with Taylor series $f(u) = \sum_{n=0}^{\infty} a_n u^n$ converging at $u = 1$, then

$$\lim_{n \to \infty} [u^n] \frac{f(u)}{1 - u} = f(1).$$

(3.24)
Proof. Observe that \([u^n] f(u) = \sum_{i=0}^{n} a_i.\]

Corollary 3.1.13. For each \(n\), let \(A_n\) be a random matrix in \(M_n(\mathbb{F}_q)\) with uniform distribution. If \(f_1, \ldots, f_r \in \mathbb{F}_q[z]\) are monic irreducible nonconstant polynomials, the distribution of the \(r\)-tuple of random partitions \((\lambda(f_1)(A_n), \ldots, \lambda(f_r)(A_n))\) converges pointwise to the product measure \(\prod_{1 \leq i \leq r} \mu_{1,q^\deg(f_i)}\) on \(\mathcal{P}^r\) as \(n \to \infty\). In particular, the distribution of an individual random partition \(\lambda(f_i)(A_n)\) converges to the Cohen-Lenstra measure \(\mu_{1,q^\deg(f_i)}\).

Proof. Setting \(x_{h,\lambda} = 1\) for \(h \notin \{f_1, \ldots, f_r\}\) in (3.23), dividing by \(\prod_{i \geq 1}(1-uq^{-i})\), and expanding yields

\[
(1-u) \left( \sum_{n \geq 0} \frac{u^n}{(q-1)_n} Z_{M_n(\mathbb{F}_q)} \right) = \frac{1}{\prod_{i \geq 1}(1-uq^{-i})} \sum_{1 \leq i \leq r} \left( \prod_{1 \leq i \leq r} \mu_{u^\deg(f_i), q^\deg(f_i)}(\lambda^i) x_{f_i, \lambda^i} \right).
\] (3.25)

The RHS is an infinite sum over all \((\lambda^1, \ldots, \lambda^r) \in \mathcal{P}^r\) of terms of the form \(\left( \prod_{1 \leq i \leq r} x_{f_i, \lambda^i} \right) \phi_{\lambda^1, \ldots, \lambda^r}(u)\) where

\[
\phi_{\lambda^1, \ldots, \lambda^r}(u) := \frac{1}{\prod_{i \geq 1}(1-uq^{-i})} \prod_{1 \leq i \leq r} \mu_{u^\deg(f_i), q^\deg(f_i)}(\lambda^i)
\] (3.26)

is a function of \(u\) (dependent on \(q\), but since \(q\) is fixed we suppress this dependence). \(\phi_{\lambda^1, \ldots, \lambda^r}(u)\) may be expressed as a power series in \(\mathbb{R}[u]\) which converges at \(u = 1\), since \(\frac{1}{\prod_{i \geq 1}(1-uq^{-i})}\) and each \(\mu_{u^\deg(f_i), q^\deg(f_i)}(\lambda^i)\) may each be expressed as a power series converging at \(u = 1\), and \(\phi_{\lambda^1, \ldots, \lambda^r}\) is a (finite) product of these. Setting \(u = 1\) for each such coefficient yields \(\phi_{\lambda^1, \ldots, \lambda^r}(1) = \frac{1}{(q^{-1})_\infty} \prod_{1 \leq i \leq r} \mu_{1,q^\deg(f_i)}(\lambda^i)\).

Equating coefficients of \(\prod_{1 \leq i \leq r} x_{f_i, \lambda^i}\) on both sides of (3.25) and recalling the definition of \(Z_{M_n(\mathbb{F}_q)}\), we see that for each \((\lambda^1, \ldots, \lambda^r) \in \mathcal{P}^r\),

\[
\phi_{\lambda^1, \ldots, \lambda^r}(u) = (1-u) \sum_{n \geq 0} \frac{u^n}{(q-1)_n} \Pr(\lambda^{(f_i)}(A_n) = \lambda^i) \quad \text{for all } i.
\] (3.27)

Hence, applying Lemma 3.1.12 to \(\phi_{\lambda^1, \ldots, \lambda^r}\) and using the computation of \(\phi_{\lambda^1, \ldots, \lambda^r}(1)\) in the previous paragraph, we have that

\[
\frac{1}{(q^{-1})_\infty} \lim_{n \to \infty} \Pr(\lambda^{(f_i)}(A_n) = \lambda^i) = \frac{1}{(q-1)_n} \Pr(\lambda^{(f_i)}(A_n) = \lambda^i) \quad \text{for all } i
\] (3.28)

\[
\lim_{n \to \infty} \frac{1}{n^n} \phi_{\lambda^1, \ldots, \lambda^r}(u) = \phi_{\lambda^1, \ldots, \lambda^r}(1)
\] (3.29)

\[
\phi_{\lambda^1, \ldots, \lambda^r}(1) = \frac{1}{(q^{-1})_\infty} \prod_{1 \leq i \leq r} \mu_{1,q^\deg(f_i)}(\lambda^i).
\] (3.30)
Hence
\[
\lim_{n \to \infty} \Pr(\lambda^{(f_i)}(A_n) = \lambda^i) = \prod_{1 \le i \le r} \mu_{1,q^\deg(f_i)}(\lambda^i),
\]
finishing the proof.

With some analytic work one can recover convergence of the measures on possibly infinite sets as well, but this is not necessary for our discussion. The fact that Theorems 1.1.2 and 3.1.10 both recover versions of the Cohen-Lenstra measure is quite surprising, and relies crucially on fact from Proposition 1.3.4 that the |Aut_R(M_\lambda)| depends only on the size of the residue field of R. As mentioned in Section 1.1, the Cohen-Lenstra measure typically comes from some form of orbit-stabilizer counting, which is apparent in the cycle index manipulations used for Corollary 3.1.13 and also in the original proof of Theorem 1.1.2 given in [19].

3.2 Random partitions, primes, and random matrices over \( \mathbb{F}_q[T] \)

Though Theorem 3.1.10 and Corollary 3.1.13 are ostensibly about random matrices over finite fields, it is worth putting it in the context of random matrices over PIDs, of which one commonly studied case is over \( \mathbb{Z} \). [44] [50]. The cokernel of a nonsingular matrix over a PID is a direct sum of \( p \)-torsion parts for each prime \( p \) in the PID, and each one is uniquely specified by a partition.

Given \( A \in M_n(\mathbb{F}_q) \), \( A - T \cdot \text{Id} \) defines a linear map \( \mathbb{F}_q[T]^n \to \mathbb{F}_q[T]^n \), the cokernel of which is a torsion \( \mathbb{F}_q[T] \)-module. The isomorphism type of this module carries the same data as the conjugacy class of \( A \); in Lemma 3.1.7 we used the fact that the automorphisms of this module correspond to the matrices commuting with \( A \), and this orbit-stabilizer argument underpins most of the previous section. Changing perspective away from orbits under conjugation, the results of this section are thus concerned with limiting the distribution of cokernels of those elements of \( M_n(\mathbb{F}_q[T]) \) which are given by \( A - T \cdot \text{Id} \) where \( A \in M_n(\mathbb{F}_q) \) is chosen uniformly randomly.

In Corollary 3.1.13 we showed that the random partitions corresponding to each prime in \( \mathbb{F}_q[T] \), i.e. each monic irreducible nonconstant polynomial, are independent of one another and have distribution \( \mu_{1,\deg(f)} \) dependent only on the degree of the polynomial.

There exists similar results for random matrices over \( \mathbb{Z} \). Namely, if one chooses a random element \( A \in M_n(\mathbb{Z}) \) with iid entries chosen uniformly from \( \{-m, -m+1, \ldots, m\} \), then one can study the limit of the distribution of coker(\( A \)) as \( m \to \infty \), and then the limit of this as \( n \to \infty \). [44] show essentially that, for fixed finite collections of rational primes \( p_i \), this distribution is
given by a product of Cohen-Lenstra measures $\mu_{1,p}$; we will not show the details but they are similar to Theorem 3.2.2 below. Hence both the integer matrix case and the finite field case discussed in this section yield independent, Cohen-Lenstra-distributed random partitions for each prime. It is worth noting that these Cohen-Lenstra measures are different for different primes: in the finite field case we just showed that $\mu_{u,q,f} = \mu_{\nu^{\deg(f)}q^{\deg f}}$ is dependent on the degree of $f$, and in the integral case, the measure corresponding to a rational prime $p$ is $\mu_{1,p}$ in our notation. Though [44] studies the distribution on the cokernels themselves, as we have seen in this section it is convenient to ‘localize’ by restricting to studying the distribution of the partition associated to a given prime.

Additionally, Section 1.1 mentioned the universality results of [49], which show in the $p$-adic case that many different distributions of matrix entries still yield Cohen-Lenstra-distributed cokernels in the limit. It seems reasonable to suppose that such universality results exist for random matrices over $\mathbb{F}_q[T]$, and many different distributions on matrix entries would still yield random partitions distributed as in Corollary 3.1.13 in the limit $n \to \infty$. Theorem 3.2.2 shows that this is indeed the case for a natural choice of distribution on $M_n(\mathbb{F}_q[T])$.

Previously we used $\lambda(f)(A)$ to denote the partition corresponding to the blocks associated to $f$ in the rational canonical form of $A$. In light of the previous discussion this is just the partition with parts corresponding to summands $\mathbb{F}_q[T]/(f(T)^{\lambda_i})$ in the decomposition of $\text{coker}(A - T \cdot \text{Id})$.

**Notation 3.2.1.** Fix some $g(T) \in \mathbb{F}_q[T]$. For each $B \in M_n(\mathbb{F}_q[T]/g(T))$ we denote by $\nu(f)(B)$ the partition with parts corresponding to summands $\mathbb{F}_q[T]/(f(T)^{\lambda_i})$ in the decomposition of $\text{coker}(B)$, so that the $f$-torsion part of $\text{coker}(B)$ is $\bigoplus_i \mathbb{F}_q[T]/(f(T)^{\nu_i(f)})$. Note that with this notation, $\lambda(f)(A) = \nu(f)(A - T \cdot \text{Id})$ for $A \in M_n(\mathbb{F}_q)$.

**Theorem 3.2.2.** Let $A_{n,d}$ be a random matrix in $M_n(\mathbb{F}_q[T])$ with iid entries, each one distributed uniformly randomly among elements of $\mathbb{F}_q[T]$ of degree $\leq d$ (where we take this to include the zero polynomial). Let $f_1, \ldots, f_r \in \mathbb{F}_q[T]$ be a collection of distinct monic irreducible nonconstant polynomials. Then as $n,d \to \infty$, the distribution of the $r$-tuple of random partitions $(\nu(f_1)(A_{n,d}), \ldots, \nu(f_r)(A_{n,d}))$ converges pointwise to the product measure $\prod_{1 \leq i \leq r} \mu_{q^{\deg(f_i)}}$ on $\mathcal{P}_r$.

The theorem and proof follow similar lines to [44, Theorem 3.2] for the case of integer matrices.
Proof. We must show for any $\lambda_1, \ldots, \lambda_r \in \mathcal{P}$ that

$$\lim_{n,d \to \infty} \Pr(\nu(f_i)(A_{n,d}) = \lambda^i \text{ for all } 1 \leq i \leq r) = \prod_{1 \leq i \leq r} \mu_{1,d \deg(f_i)}(\lambda^i). \quad (3.33)$$

Let $g = \prod_{1 \leq i \leq r} f_i^{\lambda_i + 1}$ ($\lambda_i$ is just the first part of $\lambda^i$). Suppose $B \in M_n(\mathbb{F}_q[T])$ is any fixed matrix with $\nu(f_i)(B) = \lambda^i$ for all $1 \leq i \leq r$, and $S$ is diagonal matrix which is $B$ in Smith normal form. The image $B'$ of $B$ in $M_n(\mathbb{F}_q[T]/(g))$ also has a unique Smith normal form, and since the image $S'$ of $S$ in $M_n(\mathbb{F}_q[T]/(g))$ is still in Smith normal form, $S'$ is the Smith normal form of $B'$. For each $i$, the $f_i$-torsion part of $\text{coker}(B)$ is $\prod_j \mathbb{F}_q[T]/(f_i^{\lambda_j})$, and since we chose $g$ to be divisible by a higher power of $f_i$, we have that $\text{coker}(B')$ has the same $f_i$-torsion part as $\text{coker}(B)$. Hence $\nu(f_i)(B) = \nu(f_i)(B')$ for each $i$. For $d > \deg g$, we have that $A_{n,d} \pmod{g}$ is uniformly distributed in $M_n(\mathbb{F}_q[T]/(g))$, so

$$\lim_{n,d \to \infty} \Pr(\nu(f_i)(A_{n,d}) = \lambda^i \text{ for all } 1 \leq i \leq r) = \lim_{n \to \infty} \Pr(\nu(f_i)(B_n) = \lambda^i \text{ for all } 1 \leq i \leq r) \quad (3.34)$$

where $B_n$ is taken uniformly randomly from $M_n(\mathbb{F}_q[T]/(g))$. This is a finite set, so the above is equal to

$$\lim_{n \to \infty} \frac{|\{A \in M_n(\mathbb{F}_q[T]/(g)) : \nu(f_i)(A) = \lambda^i \text{ for all } 1 \leq i \leq r \}|}{|M_n(\mathbb{F}_q[T]/(g))|}. \quad (3.35)$$

We claim there is a bijection between

$$\{A \in M_n(\mathbb{F}_q[T]/(g)) : \nu(f_i)(A) = \lambda^i \text{ for all } 1 \leq i \leq r \}$$

and

$$\prod_{1 \leq i \leq r} \{A_i \in M_n(\mathbb{F}_q[T]/(f_i^{\lambda_i + 1})) : \nu(f_i)(A_i) = \lambda^i \}$$

given by $A \mapsto (A \pmod{f_1^{\lambda_1 + 1}}, \ldots, A \pmod{f_r^{\lambda_r + 1}})$. This follows upon noting that $\nu(f_i)(A \pmod{g}) = \lambda^i$ if and only if $\nu(f_i)(A \pmod{f_i^{\lambda_i + 1}}) = \lambda^i$, by the reasoning at the beginning of this proof, and applying the Chinese remainder theorem. Since the Chinese remainder theorem also gives a bijection $M_n(\mathbb{F}_q[T]/(g)) \to \prod_{1 \leq i \leq r} M_n(\mathbb{F}_q[T]/(f_i^{\lambda_i + 1}))$, we have that

$$\frac{|\{A \in M_n(\mathbb{F}_q[T]/(g)) : \nu(f_i)(A) = \lambda^i \text{ for all } 1 \leq i \leq r \}|}{|M_n(\mathbb{F}_q[T]/(g))|} = \prod_{1 \leq i \leq r} \frac{|\{A_i \in M_n(\mathbb{F}_q[T]/(f_i^{\lambda_i + 1})) : \nu(f_i)(A_i) = \lambda^i \}|}{|M_n(\mathbb{F}_q[T]/(f_i^{\lambda_i + 1}))|}.$$

Hence it suffices to prove

$$\lim_{n \to \infty} \frac{|\{A_i \in M_n(\mathbb{F}_q[T]/(f_i^{\lambda_i + 1})) : \nu(f_i)(A_i) = \lambda^i \}|}{|M_n(\mathbb{F}_q[T]/(f_i^{\lambda_i + 1}))|} = \mu_{1,d \deg(f_i)}(\lambda). \quad (3.36)$$
In the beginning we reduced a probability over $M_n(\mathbb{F}_q[T])$ to one over the finite set $M_n(\mathbb{F}_q[T]/(f_i^{\lambda_i+1}))$; we now reverse this process to get a probability over a complete DVR with finite residue field, which we know how to manipulate. Specifically, if $\mathbb{F}_q[T]/(f_i^{\lambda_i+1})$ is the localization at the ideal $(f_i^{\lambda_i+1})$ and $\mathbb{F}_q[T][\hat{f}_i^{\lambda_i+1}]$ its completion, then it is a DVR with residue field isomorphic to $\mathbb{F}_q[T]/(f_i^{\lambda_i+1}) \cong \mathbb{F}_{q^{\deg(f_i)}}$. Since the Haar measure on $\mathbb{F}_q[T][\hat{f}_i^{\lambda_i+1}]$ projects to the uniform measure on finite quotients, for a random in $M_n(\mathbb{F}_q[T][\hat{f}_i^{\lambda_i+1}])$ with Haar measure we have

$$\left| \left\{ A_i \in M_n(\mathbb{F}_q[T]/(f_i^{\lambda_i+1})) : \nu(f_i)(A_i) = \lambda_i \right\} \right| = \frac{\Pr(\lambda_i(A) = \lambda_i)}{|M_n(\mathbb{F}_q[T]/(f_i^{\lambda_i+1}))|}. \tag{3.37}$$

In Section 3.3 we will prove the analogue of Theorem 1.1.2 for rings of integers of arbitrary local fields (Theorem 3.3.4), from which it immediately follows that

$$\lim_{n \to \infty} \Pr(\lambda_i(A) = \lambda_i) = \mu_{1,q^{\deg(f_i)}}(\lambda_i), \tag{3.38}$$

completing the proof.

Between Theorem 3.2.2 and Corollary 3.1.13 we now have two cases of a distribution on $M_n(\mathbb{F}_q[T])$ producing cokernels which are distributed according to a product of measures $\mu_{1,q^{\deg(f_i)}}$ in the limit. Given that strong universality results have already been shown in classical random matrix theory (see for instance [12]) and over $\mathbb{Z}$ and $\mathbb{Z}_p$ [37, 49, 50], this suggests the following.

**Problem 3.2.3.** Prove a natural universality result for random matrices over $\mathbb{F}_q[T]$ which includes both Theorem 3.2.2 and Corollary 3.1.13 as special cases.

The author is not aware of any substantial body of literature on random matrices over $\mathbb{F}_q[T]$, except implicitly in work on random matrices over $\mathbb{F}_q$ and over arbitrary PIDs, so this represents a gap worth filling. It remains to be seen whether the parameter $u$ generalizes well to these settings.

### 3.3 Markov chains, filtered vector spaces, and a new plane partition

Recall that one of our original goals was to study the relation between random matrix theory over finite fields, which concerns distribution of orbits under $\text{GL}_n$, and random matrix theory over $\mathbb{F}_q[T]$. It is also possible to simply compute (3.36) directly as in [16].
local fields, which concerns distribution of cokernels/Smith normal forms. The Smith normal form of $A \in M_n(R)$ roughly gives the data of how much applying $A$ to elements in $R^n$ raises their valuation, while the partition $\lambda(x)$ of $A \pmod{\omega}$ gives the data of how many times $A$ must be applied to vectors in $\mathbb{F}_q^n$ to raise their valuation by at least 1 (equivalently, annihilate them modulo $\omega$). These are very dual questions, and this parallel may be thought of as the basis for this section. This analogy is furthered by the fact that both occurrences of the Cohen-Lenstra measure discussed above are related to certain Markov chains. In the finite field case, we have the following.

**Proposition 3.3.1** ([24]). Fix $u, q$ as before, and define a Markov chain on $\mathbb{Z}_{\geq 0} \cup \{\infty\}$ by

$$
\Pr(X_{n+1} = b | X_n = a) = \frac{u^b(q^{-1})_a(u; q^{-1})_a}{q^{b^2}(q^{-1})_{a-b}(q^{-1})_b(u; q^{-1})_b}.
$$

(3.39)

Then the random partition $\lambda = (X_1, X_2, \ldots)'$ (note we are taking the conjugate) is distributed according to $\mu_{u,q}$.

This may be proven by explicit computation using the formula for $\mu_{u,q}$, see [24]. While this proof does not seem to give much insight into why the parts of $\lambda'$ should be given by a Markov chain, it is still quite surprising that they are at all, since naively one would expect that each of $\lambda_1', \ldots, \lambda_r'$ should affect the conditional distribution of $\lambda_{r+1}'$. This Markov chain is quite combinatorially interesting and is used to give a probabilistic proof of the Rogers-Ramanujan identities in [23], suggesting it is a natural object to attempt to generalize to the local field setting.

In this section we will define and study the distribution of the filtered vector spaces and plane partition mentioned in the Introduction, which brings together the finite field theory of the previous section and the local field theory of the previous chapters; however, before doing this, we return to cokernels. We have already seen that the limiting distribution of $\text{coker}(A)$, for $A \in M_n(R)$ chosen with Haar measure, is $\mu_{1,q}$ where $q = |R/\omega|$. Proposition 3.3.1 shows in particular that the conjugate of the cokernel partition of $A$ has distribution given by a Markov chain. This result was shown in slightly different form in [15], using a delicate inductive argument and the noncommutative $q$-binomial theorem. It also follows from Theorem 1.1.2 (generalized to rings of integers of arbitrary local fields) and Proposition 3.3.1 though this yields no insight.

We give a new simpler and direct proof, which gives the $u = 1$ case of the formula in (3.39) a clear interpretation in terms of linear algebra over $R$ and $\mathbb{F}_q$. This proof is a special case of the method used to prove Theorem 3.3.11, but it is instructive to see this simpler case first. The
main idea of this proof is that (1) the data of a matrix’s cokernel is equivalent to that of the kernels of the reduction of the matrix modulo all powers of $\omega$, and (2) as per Lemma 1.2.10 the Haar measure is given by choosing coefficients of the ‘power series in $\omega$’ independently, and this independence yields the Markov property. The main idea may also be viewed as a probabilistic Hensel’s lemma, where instead of showing that there exists a lift which is a solution, one looks at the probability that a random lift is a solution. It is worth noting that this same idea of reduction modulo various powers of the uniformizer and independence of series coefficients was used to compute the Cohen-Lenstra measure and a related symplectic version in [2], but in such a way that the Markov chain was not readily apparent.

Recall that the $q$-binomial coefficient is given by

$$\binom{a}{b}_q := \frac{\prod_{i=1}^n (q^i - 1)}{\prod_{i=1}^{a-b} (q^i - 1) \cdot \prod_{i=1}^b (q^i - 1)} \quad (3.40)$$

(we could also write this as $\frac{[q^a]}{[q^b]}$, but the above expression reads better since all $(q^i - 1)$ terms are positive for $q > 1$).

Recall the well-known result that $\binom{a}{b}_q$ gives the number of $b$-dimensional subspaces of $\mathbb{F}_q^n$, a nice way to see this is that there are $(q^n - 1) \cdots (q^a - q^{a-b} - 1)$ choices of an ordered set of $n$ linearly independent vectors in $\mathbb{F}_q^n$, and for each subspace there are $|\text{GL}_b(\mathbb{F}_q)|$ such choices of vectors since $\text{GL}_b(\mathbb{F}_q)$ acts transitively on them, so the total is

$$\frac{(q^n - 1) \cdots (q^a - q^{a-b} - 1)}{|\text{GL}_b(\mathbb{F}_q)|} = \binom{a}{b}_q. \quad (3.41)$$

**Notation 3.3.2.** For the remainder of this section $\varphi_j$ will denote the quotient map $R^n \to (R/\omega^j)^n$, or by abuse of notation the map $(R/\omega^j)^n \to (R/\omega^j)^n$ for $i > j$. Additionally, $V$ will denote $(R/\omega)^n \cong \mathbb{F}_q^n$. If $A \in M_n(R)$ is some matrix, then $A_r \in M_n(R/\omega^r)$ will denote the matrix with each entry of $A$ taken modulo $\omega^r$. We will often consider the map $A_r : (R/\omega^r)^n \to (R/\omega^r)^n$, and sometimes slightly abuse notation and consider $A_r$ as a map $R^n \to (R/\omega^r)^n$ by implicitly precomposing with the quotient $R^n \to (R/\omega^r)^n$. When speaking of $\ker A_r$ we mean as a map $(R/\omega^r)^n \to (R/\omega^r)^n$.

**Notation 3.3.3.** For $x = (x_1, \ldots, x_n) \in R^n$, let $\text{val}(x) = \min_{1 \leq i \leq n} \text{val}(x_i)$. Equivalently, $\text{val}(x)$ is the largest integer $m$ such that there exists $x' \in R^m$ with $x = \omega^m x'$.

**Theorem 3.3.4.** Let $X \in M_n(R)$ be distributed with respect to the Haar probability measure, and let $V_i(X) := \{\varphi_i(v) : \text{val}(Xv) \geq \text{val}(v) + i\} \subset (R/\omega)^n$; because $X$ is random, $V_i(X)$ is a random subspace. Then $\mathbb{F}_q^n = V_0(X) \supset V_1(X) \supset \ldots$, and the distribution of the spaces $V_1(X), V_2(X), \ldots$
is given by a Markov chain with the following transition probabilities, where \( W_r, W_{r+1} \subseteq \mathbb{F}_q^n \) are arbitrary subspaces and \( a = \dim W_r, b = \dim W_{r+1} \):

\[
\Pr(V_{r+1}(X) = W_{r+1} | V_r(X) = W_r) = \begin{cases} 
\frac{[q]}{[b]_q} \frac{|\GL_{a-b}(\mathbb{F}_q)|}{|\GL_{a-b}(\mathbb{F}_q)|} & \text{if } W_{r+1} \subset W_r \\
0 & \text{if } W_{r+1} \not\subset W_r
\end{cases}
\]

(3.42)

Letting \( \lambda'_i(X) := \dim_{\mathbb{F}_q} V_i(X) \), and defining the partition \( \lambda(X) \) by defining its conjugate partition \( \lambda(X)' = (\lambda'_1(X), \lambda'_2(X), \ldots) \), we have that \( \lambda(X) \) is the cokernel partition of \( X \). Furthermore, the integers \( \lambda'_i(X) \) are given by a Markov chain with transition probabilities

\[
\Pr(\lambda_{r+1}(X)' = b | \lambda_r(X)' = a) = \left[ \frac{a}{b} \right]^2 \frac{|\GL_{a-b}(\mathbb{F}_q)|}{|\GL_{a-b}(\mathbb{F}_q)|},
\]

(3.43)

which (after simplifying) are the same transition probabilities as given by setting \( u = 1 \) in (3.39).

Note that it follows immediately that, in the limit \( n \to \infty \), the cokernel partition of \( X \) is distributed according to \( \mu_{1,q} \).

**Proof.** First suppose \( A \in M_n(R) \) is a fixed nonsingular matrix, and \( \lambda \) is its cokernel partition; we show why this is equal to the conjugate of the partition \( (\dim V_1(A), \dim V_2(A), \ldots) \) defined in the statement. The parts \( \lambda'_i \) of the conjugate partition give the number of parts of \( \lambda \) of size \( \geq i \), or in other words the number of summands of \( \ker(A) \cong \bigoplus_j R/\omega^j \) with \( j \geq i \). The matrix \( A_r \in M_n(R/\omega^r) \) is a map \( (R/\omega^r)^n \to (R/\omega^r)^n \), which now likely has nontrivial kernel. In the case \( r = 1 \) we just have \( A_1 \in M_n(\mathbb{F}_q) \), and the kernel is some subspace of \( \mathbb{F}_q^n \). If \( r = 2 \), then recalling the natural map \( (R/\omega)^n \to \omega(R/\omega^2)^n \), it is easy to see that \( \ker(A_1) \) includes the image of \( \ker(A_1) \) under this map. However, \( \ker(A_2) \) will also include elements of \( (R/\omega^2)^n \) with valuation 0, namely those vectors \( v \) for which \( \val(v) = 0 \) and \( \val(Av) \geq 2 \). Looking at the Smith normal form of \( A \), there is a natural choice of such a vector for each invariant factor \( \omega^{\lambda_i} \) with \( \lambda_i \geq 2 \), and their R-span is the submodule \( \{ v \in R^n : \val(Av) \geq \val(v) + 2 \} \). Projecting to \( \mathbb{F}_q^n \cong (R/\omega)^n \), the dimension of the resulting vector space is exactly \( \lambda'_2 \). In general, recalling \( V_i(A) = \{ \varphi_1(v) : \val(Av) \geq \val(v) + i \} \subseteq (R/\omega)^n \), we have that

\[
\dim_{\mathbb{F}_q} V_i(A) = \lambda'_i.
\]

(3.44)

Furthermore, clearly \( \mathbb{F}_q^n = V_0(A) \supset V_1(A) \supset V_2(A) \supset \ldots \). It follows from Smith normal form that \( V_{\lambda_{i+1}} = 0 \), so we have a filtration \( \mathbb{F}_q^n = V_0(A) \supset V_1(A) \supset \ldots \supset V_{\lambda_{i}}(A) \supset 0 \) and \( \lambda' = (\lambda'_1, \ldots, \lambda'_{\lambda_1}) \) is just giving the dimensions of the subspaces in this filtration. The relation
Corollary 1.2.11 implies that accounting for that case in (3.42), and it suffices to compute the latter.

Let \( A \) be a fixed matrix with \( V_r(A) = W_r \), and \( X \) be a random element of \( M_n(R) \), distributed according to the Haar measure conditioned on \( V_r(X) = W_r \). For a subspace \( W_{r+1} \), we will compute

\[
\Pr(V_{r+1}(X) = W_{r+1} | X_r = A_r)
\]

and show that this depends only on \( W_r \) and not on \( A \), from which it will follow immediately that

\[
\Pr(V_{r+1}(X) = W_{r+1} | X_r = A_r) = \Pr(V_{r+1}(X) = W_{r+1} | V_r(X) = W_r).
\]

If \( C \) is a fixed matrix with \( C_r = A_r \), then \( C = A + \omega^r B \) for some \( B \in M_n(R) \). Furthermore, Corollary [1.2.1] implies that \( X \) is equal in distribution to \( A + \omega^r Y \) where \( A \) is the fixed matrix above and \( Y \) is a random matrix with Haar distribution. Hence

\[
\Pr(V_{r+1}(X) = W_{r+1} | X_r = A_r) = \Pr(V_{r+1}(A + \omega^r Y) = W_{r+1})
\]

and it suffices to compute the latter.

Let \( B \) again be any fixed matrix. Choose a basis \( v_1, \ldots, v_a \) for \( W_r \) and choose a lift \( \tilde{v}_i \in (R/\omega^{r+1})^n \) of each basis element such that \( A_{r+1} \tilde{v}_i = 0 \). Let \( \tilde{W}_r \) be the \( R/\omega^{r+1} \)-module spanned by the \( \tilde{v}_i \). Any element of \( (R/\omega^{r+1})^n \) which is annihilated by \( (A + \omega^r B)_{r+1} \) must also, after reducing modulo \( \omega^r \), be annihilated by \( (A + \omega^r B)_r = A_r \), hence it must be of the form \( x + \omega y \) for some \( x \in \tilde{W}_r \) and \( y \) arbitrary. To find \( V_{r+1}(A + \omega^r B) \) it suffices to find all \( x \in \tilde{W}_r \) for which there exists some \( y \) such that \( (A + \omega^r B)_{r+1} \) annihilates \( x + \omega y \). But we have

\[
(A + \omega^r B)_{r+1}(x + \omega y) = \omega A_{r+1} y + \omega^r B_{r+1} x
\]

because \( A_{r+1} \) annihilates \( x \). There exists a \( y \) for which this is 0 exactly when \( \omega^r B_{r+1} x \in \omega A_{r+1} (R/\omega^{r+1})^n \), or equivalently, exactly when \( \omega^r B_{r+1} x \in \omega A_{r+1} (R/\omega^{r+1})^n \cap \omega^r (R/\omega^{r+1})^n \).

This \( R \)-module

\[
U_{r+1} := \omega A_{r+1} (R/\omega^{r+1})^n \cap \omega^r (R/\omega^{r+1})^n
\]

naturally has the structure of an \( R/\omega \cong \mathbb{F}_q \)-vector space. We have that

\[
V_{r+1}(A + \omega^r B) = \{ \varphi_1(x) : x \in \tilde{W}_r \text{ s.t. } \omega^r B_{r+1} x \in U_{r+1} \}.
\]

Note that \( \omega^r B_{r+1} x \) depends only on \( \varphi_1(x) \), so the map \( \omega^r B_{r+1} \) on \( \tilde{W}_r \) factors through a map \( \phi_B \) on \( \varphi_1(\tilde{W}_r) = W_r \). We have been considering a fixed matrix \( B \) for concreteness, but now note that
if $Y$ is Haar-distributed, then $\phi_Y$ will be a uniformly random map $W_r \to \omega^r(R/\omega^{r+1})^n \cong \mathbb{F}_q^n$. It follows that the induced map $\phi'_Y : W_r \to \mathbb{F}_q^n/U_{r+1}$, given a choice of bases for $W_r$ and $\mathbb{F}_q^n/U_{r+1}$, is uniformly randomly distributed in $M_{(n-\dim U_{r+1})\times \lambda'_i(A)}$. Hence by (3.50), $V_{r+1}(A + \omega^r Y) = \ker \phi'_Y$ is the kernel of a uniformly random element of $M_{(n-\dim U_{r+1})\times \lambda'_i(A)}$, so it suffices to compute $\dim \mathbb{F}_q U_{r+1}$.

Note that $U_{r+1}$ is defined solely in terms of $A$. If $\omega A$ were in Smith normal form, then it is clear that for each $i$ such that $\lambda_i \leq r - 1$, the corresponding invariant factor is $\omega^\lambda_i$ and consequently $(\omega A)\omega^{r-\lambda_i}e_i \in U_{r+1}$; furthermore, these elements of $U_{r+1}$ form a basis. For $A$ not in Smith normal form, let $D = Q(\omega A)T$ be in Smith normal form for $Q, T \in \text{GL}_n(R)$; then the above argument shows that $\{T^{-1}e_i : \lambda_i \leq r - 1\}$ is a basis for $U_{r+1}$. Hence

$$\dim \mathbb{F}_q U_{r+1} = n - \lambda'_i(A). \quad (3.51)$$

Hence $\phi'_Y$ is a uniformly random element of $M_{\lambda'_i(A) \times \lambda'_i(A)}(\mathbb{F}_q)$. Following our string of equivalent probabilities, we have

$$\Pr(V_{r+1}(X) = W_{r+1}|V_r(X) = W_r) = \Pr(\ker \phi'_Y = W_{r+1}) \quad (3.52)$$

where $\phi'_Y$ is a uniformly random map $W_r \to \mathbb{F}_q^n$. Any such map factors uniquely through an injection $W_r/W_{r+1} \hookrightarrow \mathbb{F}_q^n$, hence

$$\Pr(\ker \phi'_Y = W_{r+1}) = \frac{|\{\text{injections } W_r/W_{r+1} \to \mathbb{F}_q^n\}|}{|M_\lambda(\mathbb{F}_q)|}. \quad (3.53)$$

Such an injection is uniquely specified by a pair of a $(a-b)$-dimensional subspace of $\mathbb{F}_q^n$ (representing its image) and an element of $\text{GL}_{a-b}(\mathbb{F}_q)$ representing the map onto the image. Hence this is equal to

$$\left[ \begin{array}{c} a \\ a-b \end{array} \right] \frac{|\text{GL}_{a-b}(\mathbb{F}_q)|}{|M_\lambda(\mathbb{F}_q)|}. \quad (3.54)$$

Because there are $\binom{n}{b} \mathbb{F}_q$ subspaces of $W_r$ with dimension $b$, the probability that $V_{r+1}(X)$ is any subspace of dimension $b$, not necessarily $W_{r+1}$, is

$$\Pr(\lambda'_{r+1}(X) = b|\lambda'_r = a) = \left[ \begin{array}{c} a \\ b \end{array} \right] \frac{|\text{GL}_{a-b}(\mathbb{F}_q)|}{|M_\lambda(\mathbb{F}_q)|}. \quad (3.55)$$

It is a quick calculation to show this is the same probability as in (3.39) when $u = 1$. □
cokernel partition \( \lambda(A) \) as the dimension of the space of elements of \( R^n \) of valuation zero which are brought up to valuation \( \geq i \) when hit by \( A \). If \( \lambda'_r(A) \) is known, then asking the distribution of \( \lambda'_{r+1}(A) \) is simply asking how many of these elements were actually brought up to valuation \( \geq r + 1 \) when hit by \( A \). Quite naturally, this is determined by the coefficients of \( \omega^{r+1} \) in the power series representation of the entries of \( A \). Since these coefficients are uniformly random in \( R/\omega \cong \mathbb{F}_q \) by Lemma 1.2.10 independent of the coefficients of \( 1, \omega, \ldots, \omega^r \), the distribution of \( \lambda'_{r+1}(A) \) should depend only on that of \( \lambda'_r(A) \). We now generalize this idea, starting with defining the plane partition alluded to earlier.

**Definition 3.3.5.** A plane partition is an array of nonnegative integers \( n_{i,j} \) indexed by pairs \( (i, j) \in \mathbb{N}^2 \), such that rows and columns are weakly decreasing \( (n_{i,j} \geq n_{i+1,j} \text{ and } \geq n_{i,j+1}) \), and such that only finitely many \( n_{i,j} \) are nonzero.

Each row and column of a plane partition is a usual integer partition, hence the name. Plane partitions are widely-studied in combinatorics, see e.g. [41]. Probability measures on plane partitions have been studied as well, for which a good quick survey with citations to the original literature is [3, Section 6.2].

**Definition 3.3.6.** For any matrix \( A \in M_n(R) \) and any pair \( i, j \in \mathbb{N} \), we define a subspace \( V_{i,j}(A) \subset \mathbb{F}_q^n \) by

\[
V_{i,j}(A) := \varphi_1(\ker(\com{A_i}{\im(A_j^{-1})}))
\]

where by convention we take \( A_i^0 \) to be the identity matrix. Equivalently, \( V_{i,j}(A) = A_j^{-1}\varphi_1(\ker(A_i^1)) \).

We then define \( T_{i,j}(A) = \dim_{\mathbb{F}_q} V_{i,j}(A) \), and define \( T(A) \) to be the array of nonnegative integers with \( (i, j)^{th} \) entry \( T_{i,j}(A) \). When we speak of rows and columns of \( T(A) \), we are considering the following orientation (indexed by the same convention as matrix entries)

\[
\begin{align*}
T_{1,1} & \quad T_{1,2} & \quad T_{1,3} \\
T_{2,1} & \quad T_{2,2} & \quad T_{2,3} & \ldots \\
T_{3,1} & \quad T_{3,2} & \quad T_{3,3} \\
& \quad \vdots & \quad \ddots
\end{align*}
\]

We often write \( T_{i,j} \) or \( V_{i,j} \) without \( A \) when \( A \) is clear from context.

The most important basic properties of the spaces \( V_{i,j}(A) \) and the array \( T(A) \) are collected below.

**Lemma 3.3.7.** Let \( A \in M_n(R) \) be nonsingular.
1. $V_{i+1,j}(A)$ and $V_{i,j+1}(A)$ are contained in $V_{i,j}(A)$ for all $i,j \in \mathbb{N}$.

2. $(T_{i,1}(A))_{i \geq 1} = \lambda^{(x)}(A_1)'$, where $\lambda^{(x)}(A_1)$ is the partition of rational canonical form blocks associated to $f(x) = x$ as in Proposition 3.1.1.

3. $(T_{1,j}(A))_{j \geq 1} = \lambda(A)'$ where $\lambda(A)$ is the cokernel partition.

4. $T(A)$ is a plane partition.

Proof. (1) Since $\text{Im}A_i^j \subset \text{Im}A_i^{j-1}$, it follows that $V_{i,j+1} \subset V_{i,j}$. Similarly, since for any $v$ if $A_{i+1}\varphi_{i+1}(v) = 0$ then $A_i\varphi_i(v) = 0$, it follows that $V_{i+1,j} \subset V_{i,j}$.

(2) We may assume $A_1$ is in rational canonical form, and consider the nilpotent blocks associated to $f(x) = x$. For each nilpotent block of size $\geq j$ there is an element of $\text{Im}(A_i^{j-1})$ annihilated by $A_1$, and these form a basis for $\ker(A_1|_{\text{Im}(A_i^{j-1})})$. Hence $T_{1,j}$ counts the number of blocks of size $\geq j$, which is $(\lambda^{(x)})'_j$.

(3) If $A$ is in Smith normal form, then $T_{i,1}$ counts the number of zeros on the diagonal of $A_i$, which is the number of parts of $\lambda(A)$ greater than $i$, i.e. $\lambda_i(A)'$. The claim follows for $A$ not in Smith normal form since multiplication by invertible matrices does not change $T_{i,1}(A)$.

(4) From (2) and (3) it follows that the first row and column have only finitely many nonzero entries, and by (1) all rows and columns are weakly decreasing, hence only finitely many $T_{i,j}(A)$ are nonzero.

Definition 3.3.8. A filtration of a vector space $V$ is a sequence of subspaces $V = V_1 \supset V_2 \supset \ldots$, which in this thesis we will take to stabilize at the zero vector space. A map between filtered vector spaces $V$ and $W$ is a linear map $\phi : V \to W$ such that $\phi(V_i) \subset W_i$ for each $i$. We refer to the data of a vector space and a filtration on it as a filtered vector space.

Remark 3.3.9. Given a filtered vector space $V = V_1 \supset V_2 \supset \ldots \supset V_n = 0$, it is a common and natural construction to take the associated graded vector space $\bigoplus_{i=1}^{n-1} V_i/V_{i+1}$. Taking the $V_i = V_{i,1}(A)$ (resp. $V_{1,i}(A)$) for each $i$, the dimension of the $j^{th}$ component of the associated graded vector space is just the multiplicity $m_j(\lambda(A))$ (resp. $m_j(\lambda^{(x)}(A_1))$) by part (3) (resp. (2)) of Lemma 3.3.7.

Definition 3.3.10. Define $V(A)$ to be the data of every $V_{i,j}(A)$ for $i,j \in \mathbb{N}$. Denote by $V_i(A)$ the filtered vector space $V_{i,1}(A)$ with the filtration $V_{i,1}(A) \supset V_{i,2}(A) \supset \ldots$. Note that we have inclusions of filtered vector spaces (injective maps which respect the filtration in the sense of
Definition 3.3.8: \( V_1(A) \leftrightarrow V_2(A) \leftrightarrow \ldots \), so \( V(A) \) may be viewed as yielding a filtration of filtered vector spaces.

\( V(A) \) is a vector-space analogue of \( T(A) \), but carries strictly more data by specifying subspaces rather than just their dimensions. The Markov chain of Theorem 3.3.4 gave the transition dynamics of the first column of \( V(A) \) (drawn in the same orientation as the plane partition in (3.57)), neglecting all other columns. In general, it is natural to ask, if one fixes the first \( r \) rows of \( V(A) \), what is the distribution of the next row. For general \( r \) this seems much harder, but for the second row it is possible to obtain an explicit answer, which we do now.

**Theorem 3.3.11.** Let \( \Lambda \subset F_q^n \) be a filtered vector space with filtration \( \Lambda = \Lambda_1 \supset \Lambda_2 \supset \ldots \), and \( W \subset \Lambda \) be another filtered vector space with filtration \( W = W_1 \supset W_2 \supset \ldots \) such that \( W_i \subset \Lambda_i \) for each \( i \) (i.e. the inclusion \( W \hookrightarrow \Lambda \) is a map of filtered vector spaces). If \( X \) is a random matrix in \( M_n(R) \) distributed with respect to Haar measure, then

\[
\Pr(V_{2,m}(X) = W_m|V_1(X) = \Lambda \text{ and } V_{2,j}(X) = W_j \text{ for } 1 \leq j \leq m-1) \tag{3.58}
\]

depends only on \( W_{m-1} \), \( W_m \) and \( \Lambda_m \), and is given by

\[
q^{-\mu_m \cdot \lambda_m} \frac{(q^{-1})^{\lambda_m}}{(q^{-1})^{\lambda_m - (d_m - \mu_m)}} \tag{3.59}
\]

where \( \lambda_i = \dim \Lambda_i \), \( \mu_i = \dim W_i \), and \( d_i = \dim W_{i-1} \cap \Lambda_i \) for each \( i \), with \( d_1 \) taken to be \( \lambda_1 \).

Hence

\[
\Pr(V_2(X) = W|V_1(X) = \Lambda) = \prod_{m \geq 1} q^{-\mu_m \cdot \lambda_m} \frac{(q^{-1})^{\lambda_m}}{(q^{-1})^{\lambda_m - (d_m - \mu_m)}} \tag{3.60}
\]

where the equalities \( V_2(X) = W \) and \( V_1(X) = \Lambda \) are of filtered vector spaces.

**Proof.** The argument is similar to the proof of Theorem 3.3.4. We first claim there must exist \( A \in M_n(R) \) with \( V_{1,j}(A) = W_{1,j} \) for all \( j \) and \( V_{2,j}(A) = W_{2,j} \) for \( 1 \leq j \leq m-1 \). The fact that there exists an \( A_1 \in M_n(F_q) \) with \( V_{1,j}(A) = W_{1,j} \) follows by choosing the appropriate rational canonical form blocks; it would be possible to make a similar explicit choice of \( A_2 \) so that \( V_{2,j}(A) = W_{2,j} \) for \( 1 \leq j \leq m-1 \), but we simply induct on the theorem. The proof of Theorem 3.3.4 yields that there exists \( A \) (which in fact occurs with nonzero (Haar-)probability!) such that \( V_{2,1}(A) = W_{2,1} \), which provides the base case. From here, assuming that (3.58) has been proven for \( m-1 \), we have that there exists \( A \) with \( V_{1,j}(A) = W_{1,j} \) for all \( j \) and \( V_{2,j}(A) = W_{2,j} \) for \( 1 \leq j \leq m-1 \), since if \( X \) is random with the appropriate conditioning this occurs with nonzero probability.
Take $A$ as in the previous paragraph, and let

\[ S = \{ B \in M_n(R) : B_1 = A_1 \text{ and } B_2v = A_2v \text{ for all } v \in \ker A_2^{m-1} \}. \tag{3.61} \]

We will compute

\[ \Pr(V_{2,m}(X) = W_m | X \in S) \tag{3.62} \]

and show it depends only on $\Lambda_m$, $W_{m-1}$, and $W_m$, not on $A$, and hence is equal to the LHS of \eqref{3.58}. Let $B \in S$ be a fixed matrix, and let

\[ U_m(A) = \ker A_1^m \cap A_1^{-1}(\varphi_1(\ker A_2^{m-1})) \tag{3.63} \]

(here $A_1$ may not be invertible but $A_1^{-1}$ simply denotes the preimage under $A_1$). Clearly $\varphi_1(\ker B_2^m) \subset \ker B_1^m = \ker A_1^m$, and since $B_2 \ker B_2^m = \ker B_2^{m-1}$ we have

\[ \varphi_1(\ker B_2^m) \subset \varphi_1(B_2^{-1}(\ker B_2^{m-1})) \subset B_1^{-1}(\varphi_1(\ker B_2^{m-1})) = A_1^{-1}(\varphi_1(\ker A_2^{m-1})). \tag{3.64} \]

Hence

\[ \varphi_1(\ker B_2^m) \subset U_m(A) \tag{3.65} \]

for all $B \in S$. We now claim there exists $M \in M_n(R)$ such that (1) $\omega M_2(\ker A_2^{m-1}) = 0$ and (2) $\varphi_1(\ker(A + \omega M)^m) = U_m(A)$. Clearly $(A + \omega M)_1 = A_1$, and since $\omega M_2(\ker A_2^{m-1}) = 0$ we have that $(A + \omega M)_2v = A_2v$ for all $v \in \ker A_2^{m-1}$, hence $A + \omega M \in S$. Hence the previous argument yields $\varphi_1(\ker(A + \omega M)_2^m) \subset U_m(A)$, so it remains to show we can choose $M$ such that the reverse inclusion holds. Fix a basis for $U_m(A) \cap \varphi_1(\ker A_2^{m-1})$, and extend by elements $v_1, \ldots, v_t \in U_m(A) \setminus \ker A_1^{m-1}$ to a basis for all of $U_m(A)$. For each $1 \leq i \leq t$, choose a lift $\tilde{v}_i \in (R/\omega^2)^n$ such that $\varphi_1(\tilde{v}_i) = v_i$, and consider $A_2\tilde{v}_i$. Because $v_i \in U_m(A) \subset A_1^{-1}(\varphi_1(\ker A_2^{m-1}))$, there exists some $\tilde{u}_i \in (R/\omega^2)^n$ with $\varphi_1(\tilde{u}_i) = A_1v_i$ and $\tilde{u}_i \in \ker A_2^{m-1}$. Hence $x_i := \tilde{u}_i - A_2\tilde{v}_i \in \omega(R/\omega^2)^n$. Define $M$ by specifying the image of each basis element: let $M$ annihilate $U_m(A) \cap \ker A_1^{m-1}$, and let $\omega M\tilde{v}_i = x_i$. Then

\[ (A + \omega M)_2\tilde{v}_i = A_2\tilde{v}_i + x_i = \tilde{u}_i \in \ker A_2^{m-1}, \tag{3.66} \]

so $\tilde{v}_i \in \ker A_2^m$. Hence $\{v_1, \ldots, v_t\} \in \varphi_1(\ker(A + \omega M)_2^m)$. We also have that

\[ U_m(A) \cap \varphi_1(\ker A_2^{m-1}) \subset \varphi_1(\ker A_2^{m-1}) \subset \varphi_1(\ker(A + \omega M)_2^m), \tag{3.67} \]

because $\omega M$ annihilates $\ker A_2^{m-1}$. Therefore $U_m(A) \subset \varphi_1(\ker(A + \omega M)_2^m)$, so the two are equal.
Let \( \hat{A} = A + \omega M \), and let \( Q = \{ B \in M_n(R) : (\omega B)_2 \ker \hat{A}^{m-1}_2 = 0 \} \). Then if \( Y \) is distributed with Haar measure conditional on \( Y \in Q \), and \( X \) is distributed with Haar measure conditional on \( X \in S \), we have that \( X \) and \( \hat{A} + \omega Y \) are equal in distribution. Hence

\[
\Pr(V_{2,m}(X) = W_m|X \in S) = \Pr(V_{2,m}(\hat{A} + \omega Y) = W_m|Y \in Q)
\]

(3.68)

and we may compute the latter. If \( B \in Q \), then \( \hat{A} + \omega B \in S \), hence by (3.65) \( \varphi_1(\ker(\hat{A} + \omega B)_2^{m}) \subset U_m(A) \). To find \( V_{2,m}(\hat{A} + \omega B) \) it suffices to discover how much the reverse inclusion holds, i.e. which \( v \in U_m(A) \) have a lift \( \tilde{v} \) which lies in \( \ker(\hat{A} + \omega B)_2^{m} \).

Let \( v \in U_m(A) \). Since \( U_m(A) = \varphi_1(\ker \hat{A}^{m}_2) \), there exists a lift \( \tilde{v} \in (R/\omega^2)^n \) with \( \varphi_1(\tilde{v}) = v \) and \( \tilde{v} \in \ker \hat{A}^{m}_2 \). Hence any lift of \( v \) is of the form \( \tilde{v} + \omega u \) for some \( u \), so \( v \in \varphi_1(\ker(\hat{A} + \omega B)_2^{m}) \) if and only if there exists \( u \) such that \( (\hat{A} + \omega B)_2^{m}(\tilde{v} + \omega u) = 0 \). Because \( \tilde{v} \in \ker \hat{A}^{m}_2 \) and \( \omega^2 = 0 \), this is equal to

\[
\omega \hat{A}^{m}_2 u + \sum_{i=0}^{m-1} \omega \hat{A}^i B \hat{A}^{m-1-i} \tilde{v}.
\]

(3.69)

However, because \( \tilde{v} \in \ker \hat{A}^{m}_2 \), \( A_2^j \tilde{v} \in \ker \hat{A}^{m-1}_2 \) for all \( j \geq 1 \), hence since \( B \in Q \), all terms of the sum but one vanish and

\[
\sum_{i=0}^{m-1} \omega \hat{A}^i B \hat{A}^{m-1-i} \tilde{v} = \omega \hat{A}^{m-1} B \tilde{v}.
\]

(3.70)

Therefore \( v \in \varphi_1(\ker(\hat{A} + \omega B)_2^{m}) \) if and only if

\[
\omega \hat{A}^{m-1} B \tilde{v} \in \text{Im}(\omega \hat{A}^{m}_2)
\]

(3.71)

since \( u \) is arbitrary. Note that this condition depends only on \( v \), not on \( \tilde{v} \). Finally, this condition is equivalent to

\[
(\omega B)^2 \tilde{v} \in (\ker(\omega \hat{A})_2^{m-1} + \text{Im}(\omega \hat{A}^2)) \cap \omega(R/\omega^2)^n.
\]

(3.72)

Since \((\omega B)^2 \tilde{v}\) depends only on \( v \), not on \( \tilde{v} \), and \( \omega(R/\omega^2)^n \cong (R/\omega)^n \), we may view \((\omega B)^2 \) as a map of vector spaces. Hence \( \omega(R/\omega^2)^n/(\ker(\omega \hat{A})_2^{m-1} + \text{Im}(\omega \hat{A}^2)) \cap \omega(R/\omega^2)^n \) has the structure of an \( \mathbb{F}_q \)-vector space, and we will denote it by \( H \). Let \( \phi_B : U_m(A) \rightarrow H \) be the map given by composing this quotient with \((\omega B)^2 \). Then by (3.72), we have that for \( v \in U_m(A), v \in \varphi_1(\ker(\hat{A} + \omega B)_2^{m}) \) if and only if \( \phi_B(v) = 0 \).

However, recall that we do not care about \( \varphi_1(\ker(\hat{A} + \omega B)_2^{m}) \), but rather \( V_{2,m}(\hat{A} + \omega B) = A_1^{m-1} \varphi_1(\ker(\hat{A} + \omega B)_2^{m}) \subset A_1^{m-1} U_m(A) \). Furthermore, \( A_1^{m-1} U_m(A) \) is isomorphic to \( U_m(A)/(\ker A_1^{m-1} \cap U_m(A)) \) by the map \( A_1^{m-1} \). Since \( B \in Q \), \((\omega B)^2 \) annihilates \( \varphi_1(\ker A_2^{m-1}) \), hence it annihilates \( \ker A_1^{m-1} \cap U_m(A) \). Therefore \( \phi_B \) factors through \( U_m(A)/(\ker A_1^{m-1} \cap U_m(A)) \), which is isomorphic to \( \Lambda_m \cap W_{m-1} \).
Consider the map \( \phi_B' : \Lambda_m \cap W_{m-1} \to H \) given by factoring \( \phi_B \) through \( \Lambda_m \cap W_{m-1} \) as in the previous paragraph. We then have by (3.72) and the last few paragraphs that

\[
V_{2,m}(\hat{A} + \omega B) = \ker \phi_B'.
\]

If \( Y \) is distributed as before, with the Haar measure conditioned on \( Y \in Q \), then \( \phi_Y' \) is uniformly distributed among maps \( \Lambda_m \cap W_{m-1} \to H \). Hence to find the distribution of \( V_{2,m}(\hat{A} + \omega B) \) we must compute \( \dim \mathbb{F}_q H \).

Let us compute \( \dim \mathbb{F}_q (\ker(\omega \hat{A})^{m-1} \cap \text{Im}(\omega \hat{A}_2)) \cap \omega(R/\omega^2)^n \). This space is isomorphic to \( \text{Im}A_1 + \ker A_1^{m-1} \), so it suffices to compute the dimensions of these two spaces and their intersection. We have

\[
\dim \text{Im}A_1 = n - \lambda_1\quad (3.74)
\]
\[
\dim \ker A_1^{m-1} = \lambda_1 + \ldots + \lambda_{m-1}\quad (3.75)
\]
\[
\dim \text{Im}A_1 \cap \ker A_1^{m-1} = \dim \ker A_1^{m} - \dim \ker A_1 = (\lambda_1 + \ldots + \lambda_m) - \lambda_1,\quad (3.76)
\]

so \( \dim \text{Im}A_1 + \ker A_1^{m-1} = n - \lambda_m \). Hence \( \dim H = n - (n - \lambda_m) = \lambda_m \).

Since \( \phi_Y' \) is uniformly distributed among maps \( \Lambda_m \cap W_{m-1} \to H \), we have

\[
\Pr(V_{2,m}(\hat{A} + \omega Y) = W_m|Y \in Q) = \frac{|\{(\text{linear maps } \phi : \Lambda_m \cap W_{m-1} \to H \text{ with } \ker \phi = W_m\}|}{q^{d_m \lambda_m}}.
\]

(3.77)

A map \( \phi \) with the appropriate kernel factors uniquely through an injective map \( \Lambda_m \cap W_{m-1}/W_m \to H \). Since \( \dim \Lambda_m \cap W_{m-1}/W_m \leq \dim \Lambda_m = \lambda_m \), the number of such injections is

\[
(q^{\lambda_m} - 1) \ldots (q^{\lambda_m} - q^{(d_m - \mu_m) - 1}) = q^{(d_m - \mu_m) \lambda_m} \frac{(q^{-1})^{\lambda_m}}{(q^{-1})^{\lambda_m -(d_m - \mu_m)}}.
\]

(3.78)

Hence we finally have

\[
\Pr(V_{2,m}(\hat{A} + \omega Y) = W_m|Y \in Q) = q^{-\mu_m \lambda_m} \frac{(q^{-1})^{\lambda_m}}{(q^{-1})^{\lambda_m -(d_m - \mu_m)}},
\]

(3.79)

and this is equal to (3.58). From this (3.60) follows immediately by taking a product of the probabilities in (3.58).

Setting \( m = 1 \), the formula of Theorem 3.3.11 is exactly the same as the one in Theorem 3.3.4 as it should be. The following example specializes Theorem 3.3.11 to what is in some sense the simplest nontrivial case.
Example 3.3.12. Consider the case where $\Lambda_1$ is one-dimensional and $\Lambda_1 = \Lambda_2 = \ldots = \Lambda_t \supset \Lambda_{t+1} = 0$. Then the possible filtered vector spaces $V_2(X)$ are completely determined by the number of nonzero vector spaces in the filtration $V_{2,1}(X) \supset V_{2,2}(X) \supset \ldots$, and we refer to this number as $N_2(X)$. Then by Theorem 3.3.4 and Theorem 3.3.11, we have

$$\Pr(N_2(X) = r | V_1(X) = \Lambda) = \begin{cases} 
(1 - 1/q) \frac{1}{q^r} & 0 \leq r \leq t - 1 \\
\frac{1}{q^t} & r = t \\
0 & r > t
\end{cases}. \quad (3.80)$$

As a sanity check, the sum of these probabilities is

$$(1 - 1/q) + \frac{1}{q}(1 - 1/q) + \ldots + \frac{1}{q^{t-1}}(1 - 1/q) + \frac{1}{q^t} = 1. \quad (3.81)$$

This defines a Markov chain on $\mathbb{Z}_{\geq 0}$, which may be used to define a measure on partitions by generating their parts as in Proposition 3.3.1, though it is a much simpler measure.

As mentioned, it seems difficult to extend Theorem 3.3.11 to compute the distribution of $V_{r+1,m}$ for $r > 1$ given the same data $(X_r$ and $\ker X_{r+1}^m)$, and we sketch why. The same method of proof carries over, but in place of $U_m(A)$ we have

$$\varphi_1(A_r^{-1} \varphi_r(\ker A_{r+1}^m)) \quad (3.82)$$

and in place of $\text{Im} A_1 + \ker A_1^m$ we obtain

$$(\text{Im} A_r + \ker A_r^m) \cap \omega^{r-1}(R/\omega)^n. \quad (3.83)$$

Computing the dimension of either such space in general is difficult because we are no longer able to reduce to a problem about vector spaces over finite fields, and though for specific $A$ it is doable, a general computation has proven elusive. It also appears that, unless there is some significant cancellation, the answers will depend on rows other than the $r^{th}$ row, and we may hence lose the desired Markov property. It is possible that a modified definition of $V(A)$ would overcome these difficulties, or that the Markov property on rows is not the right analogue to look for. Nonetheless, the author believes that even if the definition must be modified, the ideas and techniques used in Theorem 3.3.11 may well prove useful. We conclude with two directions for future work.

Problem 3.3.13. Compute the limiting $n \to \infty$ distribution of the plane partition $T(X)$, and/or $V(X)$, for $X \in M_n(R)$ with Haar measure.
Theorem 3.3.11 represents partial progress toward this goal. Abstracting away from the random matrix models, Theorem 3.3.11 suggests a natural decreasing Markov chain on filtered vector spaces which generalizes the Markov chain on \( \mathbb{N} \) studied in [21, 23, 22]. Since this Markov chain has some interesting algebraic combinatorics associated with it as mentioned earlier, we suggest the following.

**Problem 3.3.14.** Define a Markov chain \((X_n)_{n \geq 1}\) on the set of all filtered \( \mathbb{F}_q \)-vector spaces as in Theorem 3.3.11, i.e. if \( W \subset \Lambda \) are two filtered vector spaces and there is an injection of filtered vector spaces, then

\[
\Pr(X_{n+1} = W | X_n = \Lambda) = \prod_{m \geq 1} q^{-\mu_m \cdot \lambda_m} \frac{(q^{-1})^{\lambda_m}}{(q^{-1})^{\lambda_m - (d_m - \mu_m)}},
\]

where the dimensions \( \lambda_m, \mu_m, d_m \) are as in Theorem 3.3.11. Study to what extent the properties of the Markov chain in [23] generalize to this one and whether additional interesting combinatorial structure arises. See whether there is a random matrix interpretation of this Markov chain, by modifying the definition of \( V(A) \) if necessary.
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