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This thesis treats the concept of essential dimension for an algebraic group, especially for finite group schemes. Even though this concept addresses natural questions in Galois theory that go back at least from Klein it has been first introduced in [BR97] for finite groups and generalized later in [Rei00] to algebraic groups. Here we describe the basic problem behind the theory, in the hope that it will clarify the abstract development.

Let $k$ be a fixed field from now on and fix a finite group $G$. We are interested in describing the Galois extensions of $k$ with Galois group $G$.

Fix a Galois extension $L/K$ with Galois group $G$. If $K'$ is a subfield of $K$ we will say that $L/K$ is defined over $K'$ if there is an extension $L'/K'$ with Galois group $G$ such that $L = L'K$.

A measure of the “complexity” of the extension $L/K$ can be the minimum “size” of a subfield over which is defined. We will choose as “size” the transcendence degree over $k$ and we will call such minimum essential dimension of the extension $L/K$:

$$\text{ed}_k(L/K) = \min\{\text{trdeg}_k K' \mid L/K \text{ is defined over } K'\}.$$ 

Moreover we can define the essential dimension of $G$ as the supremum of the essential dimension for $L/K$ varying among all Galois extensions of Galois group $G$.

This definition has as goal to answer a classical question: how many “parameters” are needed to describe a Galois extension of group $G$. For instance take $G = C_2$, the cyclic group of order 2. Then it is know from elementary Galois
theory that all extension of group $C_2$ are quadratic extensions. So $L = K(\sqrt{u})$ for some $u \in K$ and we can take $K' = k(u)$, $L' = k(\sqrt{u})$. Then $L'/K'$ is still a Galois extension of order 2 and $L = KL'$. Moreover $\text{trdeg}_k k(u) \leq 1$. Thus for every quadratic extensions $L/K$ we have $\text{ed}_k(L/K) \leq 1$. On the other hand it is easy to see that the extension $k(\sqrt{t})/k(t)$, where $t$ is an indeterminate, cannot come from an algebraic extension. So we have

$$\text{ed}_k(C_2) = 1.$$ 

This is essentially a way to formalize the fact that quadratic extensions “depend only on one parameter”, namely the element of which we take the square root. With substantially the same reasoning one could show that if the base field $k$ contains all the $n$-th roots of unity we have $\text{ed}_k(C_n) = 1$ (and in fact every cyclic Galois extension can then be reduced to the prototypical $k(\sqrt[n]{t})/k(t)$ where $t$ is a parameter).

Care should be given to the fact that, while the minimum trascendence degree is surely well defined, there may not exist in fact a minimal field of definition for $L/K$. In fact consider our previous example of $k(\sqrt{t})/k(t)$. Take as $K_n = k(t^{2n+1})$ and $L_n = k(t^{n+1/2})$. Then $L/K$ is surely defined over $K_n$ for each $n$ but not on their intersection $\bigcap_n K_n = k$.

This thesis will not try to follow this direct approach, which proves itself inconvenient when trying to do computations of essential dimension that aren’t trivial from the classical Galois theory. In fact a big part of it is devoted on the development of the main technical tools that we will need in order to study a more generalized notion of essential dimension, in which a Galois extension is replaced by a $G$-torsor, where $G$ is an algebraic group over a field.

It is divided mainly in three chapters. In the first we develop the theory of Galois descent, a very special case of the faithfully flat descent, which allows to describe the relations between algebraic objects defined over a field and over its separable closure.

In the second chapter we will develop the elementary theory of algebraic groups (here meaning affine group schemes of finite type over a field) concentrating on the parts of interest for our aim: action of algebraic groups over varieties and representations.

In the third the definition of essential dimension for a functor is given. This is a strong generalization from the example above and it is due to A. Merkurjev, allowing to define essential dimension not only for Galois extensions but also for other kinds of objects like projective cubics and quadratic forms. In this chapter we will prove the main theorems relating essential dimension to a particular kind of torsors which arise often from faithful representations. In particular we will develop in detail the relations between essential dimension and versal torsors. We will also include an original result bounding the essential dimension of particular groups of multiplicative type, generalizing a result of Ledet in [Led02].
Notation and conventions

If $F$ is a field we will denote its separable closure by $F^s$ and its algebraic closure by $F^a$. With $\Gamma_F$ we will usually indicate the absolute Galois group of $F$, that is the Galois group of $F^s$ over $F$. The letter $k$ will usually denote the ground field.

When talking of Galois extensions we will usually allow for infinite Galois extensions, when not explicitly excluded. The action of profinite groups is always intended as a continuous action. In particular Galois cohomology for infinite extensions is, as usual, defined using continuous cochains.

When $G$ is some sort of group acting on an object $X$ we will denote with $X^G$ the fixed points of $G$.

With an algebraic group over a field $k$ we will intend an affine group scheme of finite type over $k$. 
The two twisted forms of $G_{m,C}$ with the action of the Galois group defining them.
Let $R \to S$ be an extension of rings. Descent theory is about the additional data required to push some kind of “structure” over $S$ to a structure over $R$. Here we will be interested exclusively in descent along Galois extensions (finite or infinite). In this case the “descent data” will be an appropriate action of the Galois group on our structure.

For a general reference about Galois theory take [Lan02] chapter VI.

All the proofs here are simplification of a more general paradigm of fpqc descent. For more about fpqc descent see for instance [Vis07].

1.1 Descent of vector spaces

From now on let $L/k$ be a fixed Galois extension with Galois group $\Gamma$. If $V$ is a vector space over $L$ a \textbf{semilinear} action of $\Gamma$ is a continuous action of $\Gamma$ on $V$ by group homomorphism such that

$$\gamma(\lambda v) = \gamma(\lambda)\gamma(v)$$

for each $\gamma \in \Gamma$, $\lambda \in L$, $v \in V$. Vector spaces over $L$ with semilinear $\Gamma$-actions form a category with arrows $\Gamma$-equivariant linear maps.

If $V$ is a vector space with a semilinear Galois action we will denote by $V^\Gamma := \{ v \in V \mid \gamma v = v \ \forall \gamma \in \Gamma \}$ the set of fixed points of $\Gamma$. It is a $k$-subspace of $V$.

Now let $W$ be a vector space over $k$. Then $W \otimes_k L$ is a vector space over $L$. Moreover it has a natural semilinear $\Gamma$-action given by

$$\gamma(w \otimes \lambda) = w \otimes \gamma(\lambda).$$

Our task in this section is to prove that all semilinear actions arise in this way. In fact we will prove the following theorem:

**Theorem 1.1.** Let $L/k$ be a Galois extension of Galois group $\Gamma$. There is an equivalence of categories between vector spaces over $k$ and vector spaces over $L$ with a semilinear action of $\Gamma$ realized by the following functors:

$$V \mapsto V^\Gamma, \ W \mapsto W \otimes_k L$$

The proof of the theorem passes through the following technical lemmas.

**Lemma 1.2.** Let $L/k$ be a finite Galois extension and let $V$ be a vector space over $L$. Then the map $V \otimes_k L \to \bigoplus_{\gamma \in \Gamma} V \cdot e_\gamma$ (where the right hand side is simply the direct sum of a family of copies of $V$ indexed by $\Gamma$ and the $e_\gamma$ are simply to remind the labeling of the addend) given by

$$v \otimes \lambda \to \sum_{\gamma \in \Gamma} \gamma(\lambda)v \cdot e_\gamma$$

is an isomorphism of vector spaces over $L$. In particular we have $\sum_i v_i \otimes \lambda_i = \sum_j w_j \otimes \mu_j$ if and only if

$$\sum_i \gamma \lambda_i v_i = \sum_j \gamma \mu_j w_j$$
for each $\gamma \in \Gamma$.

**Proof.** First we note that if the thesis is true for a family $\{V_i\}_{i \in I}$ it is true for their direct sum. So it is sufficient to prove it in the case $V = L$. In that case by the primitive element theorem (see [Lan02], theorem V.4.6) we have that $L = k(u)$, that is $L = k[t]/(f(t))$. But, since the extension is Galois, we have that

$$f(t) = \prod_{\gamma \in \Gamma} (t - \gamma u).$$

So, by Chinese remainder theorem,

$$L \otimes_k L = L \otimes_k k[t]/(f(t)) = L[t]/(f(t)) = L[t]/ \prod_{\gamma \in \Gamma} (t - \gamma u) = \bigoplus_{\gamma \in \Gamma} L[t]/(t - \gamma u).$$

And this is exactly the isomorphism described in the lemma. \hfill \square

**Lemma 1.3.** Let $\sum_i v_i \otimes \lambda_i \in V \otimes_k L$. Suppose that

$$\sum_i \gamma(v_i) \otimes \lambda_i = \sum_i v_i \otimes \lambda_i$$

for each $\gamma \in \Gamma$. Then $\sum_i v_i \otimes \lambda_i \in V^\Gamma \otimes L$.

**Proof.** In fact $V^\Gamma$ is the kernel of the map

$$V \to \bigoplus_{\gamma \in \Gamma} V \cdot e_{\gamma} \quad v \mapsto \sum_{\gamma \in \Gamma} (v - \gamma v) \cdot e_{\gamma}.$$

So by the flatness of $L$ over $k$ we have that $V^\Gamma \otimes_k L$ is the kernel of the map

$$v \otimes \lambda \mapsto \sum_{\gamma \in \Gamma} (v - \gamma v) \otimes \lambda \cdot e_{\gamma}.$$

But this is exactly the thesis. \hfill \square

The key step in the proof of the theorem is the following proposition.

**Proposition 1.4** (Speiser). Let $L/k$ a Galois extension of Galois group $\Gamma$. Let $V$ a vector space over $L$ with a semilinear action of $\Gamma$. Then the natural map

$$V^\Gamma \otimes_k L \to V \quad v \otimes \lambda \mapsto \lambda v$$

is an $L$-linear isomorphism.

**Proof.** First note that we may reduce to the case in which $L/k$ is finite. In fact suppose that the thesis is true for every finite extension. Now take an element $\sum_i v_i \otimes \lambda_i$ in the kernel. But the $\lambda_i$ are in a finite number, so they are contained in a finite Galois extension $E/k$. Let $\Gamma'$ the Galois group of $E/k$ and $\Gamma''$ the Galois group of $L/E$. But then $\sum_i v_i \otimes \lambda_i$ are in the kernel of the map

$$V^\Gamma \otimes_k E = (V^{\Gamma''})^{\Gamma'} \otimes_k E \to V^{\Gamma''}.$$
So by the result on the finite extension \( E/k \) we have that \( \sum_i v_i \otimes \lambda_i = 0 \). In a similar way if we take \( v \in V \) its stabilizer is an open subgroup of \( \Gamma \) since the action is continuous and so we can find a finite Galois extension \( E/k \) such that \( v \in V'' \) where \( \Gamma'' \) is the Galois group of \( L/E \). But then \( v \) is in the image of the map \( V^\Gamma \otimes_k E \to V'' \).

Now we need to do the case of finite extensions. All we need to show is that the map is injective and surjective.

**Injectivity**
Suppose that \( \sum_i v_i \otimes \lambda_i \) is an element in the kernel, that is such \( \sum_i \lambda_i v_i = 0 \). Then applying \( \gamma \in \Gamma \) we have that

\[
\sum_i \gamma(\lambda_i)v_i = 0
\]

for each \( \gamma \in \Gamma \). But then the image of \( \sum_i v_i \otimes \lambda_i \) in \( V \otimes_k L \) is 0 under the isomorphism of the lemma 1.2. So it is in the kernel of the map \( V^\Gamma \otimes_k L \to V \otimes_k L \). But this map is injective since it is a change of basis of an injective map. That is

\[
\sum_i v_i \otimes \lambda_i = 0
\]

in \( V^\Gamma \otimes_k L \).

**Surjectivity**
Take \( v \in V \). Now because of the isomorphism of lemma 1.2 we may find \( \sum_i v_i \otimes \lambda_i \in V \otimes_k L \) such that

\[
\sum_i \gamma(\lambda_i)v_i = \gamma(v)
\]

for each \( \gamma \in \Gamma \). We want to show that \( \sum_i v_i \otimes \lambda_i \) is in \( V^\Gamma \otimes L \). In light of the criterion of lemma 1.3 we need to show that

\[
\sum_i \gamma v_i \otimes \lambda_i = \sum_i v_i \otimes \lambda_i
\]

for each \( \gamma \in \Gamma \). But, using equality test in lemma 1.2 all we need to show is that

\[
\sum_i (\delta \lambda_i)(\gamma v_i) = \sum_i (\delta \lambda_i)v_i
\]

for each \( \gamma, \delta \in \Gamma \). Now for the definition of \( v_i, \lambda_i \) the right end side is just \( \delta v \), while collecting a \( \gamma \) on the left hand side we get that it is \( \gamma \gamma^{-1} \delta v = \delta v \). So the thesis is proved.

All we need to complete the proof of the theorem is to prove that the natural inclusion \( W \to (W \otimes_k L)^\Gamma \) is an isomorphism. But now this is easy, in fact it is sufficient to check if it is an isomorphism after tensoring with \( L \). But now this is

\[
W \otimes_k L \to (W \otimes_k L)^\Gamma \otimes_k L = W \otimes_k L
\]
thanks to the previous proposition.

It is really important that descent preserves tensor products, i.e. that if $V, W$ are vector spaces over $L$ with a semilinear $\Gamma$-action

$$(V \otimes_L W)^\Gamma = V^\Gamma \otimes_k W^\Gamma$$

wher $V \otimes_L W$ has the natural action given by $\gamma(v \otimes w) = \gamma v \otimes \gamma w$. To see this observe that a standard reasoning with the universal property of tensor product guarantees that

$$(V^\Gamma \otimes_k L) \otimes_L (W^\Gamma \otimes_k L) = (V^\Gamma \otimes_k W^\Gamma) \otimes_k L.$$

Taking $(-)^\Gamma$ of both sides and recalling the descent theorem 1.1 allows us to conclude.

**Remark 1.5.** This is particularly important since most algebraic structure of interest are determined by maps between tensor products. This allows us to extend our descent theorem to other algebraic categories. For instance below we work out explicitly the case of algebras.\(^{1}\) Note that all equational requirements (like associativity) are preserved by descent.

**Theorem 1.6.** Let $L/k$ a Galois extension of Galois group $\Gamma$. The functors $B \to B \otimes_k L$ and $A \to A^\Gamma$ determine an equivalence of categories between algebras over $k$ and algebras over $L$ with a semilinear $\Gamma$-action by algebra automorphism.

**Proof.** If $B$ is an algebra over $k$ it is clear that $B \otimes_k L$ is an algebra over $L$ and the natural action $\gamma(x \otimes \lambda) = x \otimes \gamma(\lambda)$ is through algebra automorphisms. Then all we need to prove is that if $A$ is an algebra over $L$ with a semilinear action by algebra automorphisms then $A^\Gamma$ inherits a structure of algebra over $k$. But a structure of algebra over $L$ on a vector space $A$ is given by two maps

$$\mu : A \otimes_L A \to A \quad \eta : L \to A$$

that corresponds to $\mu(a \otimes b) = ab$, $\eta(1) = 1$. The condition that $\Gamma$ acts by algebra automorphisms consists exactly in requiring that these maps are $\Gamma$-equivariant. So they descend to maps

$$\mu^\Gamma : (A \otimes_L A)^\Gamma = A^\Gamma \otimes_k A^\Gamma \to A^\Gamma \quad \eta^\Gamma : L^\Gamma = k \to A^\Gamma.$$

These maps satisfy all commutative diagrams required by the algebra axioms since $\mu$ and $\eta$ satisfy them and descent is an equivalence of categories. Then then give a natural algebra structure on $A^\Gamma$. Then descent theory guarantees that these two functors give an equivalence of categories. \(\Box\)

The same theorem, with essentially the same proof, holds in many other situations. In particular we will use it freely in the case of Hopf algebras.

---

\(^{1}\)For algebra over $k$ we intend a commutative algebra with unity over $k$, that is a commutative ring with unity $A$ together with a ring homomorphism $k \to A$. 
1.2 Galois cohomology

Now we are interested to classify all the forms over \( k \) that may come out from a given form over \( L \). In some sense we already did it: these corresponds to the semilinear \( \Gamma \)-actions. However it may be given a more explicit classification. To do so we will need Galois cohomology. In the following we will give a minimal introduction, for a more comprehensive treatment see [Mil08] chapter II.

Let \( G \) a finite group. A \( G \)-module is a module over the ring \( \mathbb{Z}[G] \), that is an abelian group \( M \) with a left action of \( G \) by group automorphisms. Then we can define the \( i \)-th cohomology group of \( G \) with coefficients in \( M \) as

\[
H^i(G, M) := \text{Ext}^i_{\mathbb{Z}}(\mathbb{Z}[G], M)
\]

where \( \mathbb{Z} \) has the trivial \( G \)-action. That is it is the \( i \)-th derived functor of \( \text{Hom}_{\mathbb{Z}[G]}(\mathbb{Z}, M) = M^G \). From general abstract nonsense we have that if

\[
0 \to M' \to M \to M'' \to 0
\]

is an exact sequence of \( G \)-modules, we have a long exact sequence

\[
\cdots \to H^i(G, M') \to H^i(G, M) \to H^{i+1}(G, M') \to \cdots.
\]

We can give a more explicit formula for the cohomology groups by using a particular projective resolution of \( \mathbb{Z} \) as a \( \mathbb{Z}[G] \)-module.

Consider

\[
\cdots \xrightarrow{\delta_{n-1}} \mathbb{Z}[G^n] \xrightarrow{\delta_n} \mathbb{Z}[G] \xrightarrow{\varepsilon} \mathbb{Z} \to 0
\]

where \( \delta_n \) is defined over the basis elements as

\[
\delta_n(g_0, \ldots, g_n) = g_0(g_1, \ldots, g_n) - \sum_{j=0}^{n-1} (-1)^j(g_0, \ldots, g_j, g_{j+1}, \ldots, g_n) + (-1)^n(g_0, \ldots, g_{n-1})
\]

and where \( \varepsilon : \mathbb{Z}[G] \to \mathbb{Z} \) is the canonical augmentation map (i.e. \( \varepsilon(g) = 1 \) for each \( g \in G \)).

It is a routine check to see that this is an exact sequence and that in fact

\[
\mathbb{Z}[G^n] = \mathbb{Z}[G]^\otimes n
\]

as a \( \mathbb{Z}[G] \)-module. So it is a projective resolution and we can write

\[
H^i(G, M) = H^i(\text{Hom}_{\mathbb{Z}[G]}(\mathbb{Z}[G^\bullet], M)).
\]

We are in fact interested in the \( H^1(G, M) \). Observe that

\[
\text{Hom}_{\mathbb{Z}[G]}(\mathbb{Z}[G], M) = M
\]
as a \( \mathbb{Z}[G]\)-module, with the map \( f \mapsto f(1) \). In the same way
\[
\text{Hom}_{\mathbb{Z}[G]}(\mathbb{Z}[G^2], M) = \text{Hom}_{\text{Set}}(G, M)
\]
with the map \( f \mapsto f(\cdot, 1) \). Under this identification it is trivial to observe that the 1-cocycles are
\[
\{ f : G \to M \mid f(gh) = f(g) + gf(h) \quad \forall g, h \in G \}
\]
and that the 1-coboundaries are the maps \( g \mapsto gm - m \) for some \( m \in M \).

Define a \( G \)-group as a group \( H \) with an action of \( G \) by group automorphism.

In analogy with what we have seen we can define the first cohomology group \( H^1 \) with coefficients in \( H \) as the set of cocycles
\[
Z(G, H) = \{ f : G \to H \mid f(gh) = f(g)gf(h) \quad \forall g, h \in G \}
\]
modulo the following equivalence relation:
\[
f \sim f' \iff \exists x \in H \ f(g) = x^{-1}f'(g)x \quad \forall g \in G.
\]
In general \( H^1(G, H) \) has not the structure of a group but just the structure of a pointed set (pointed by the class of the constant map \( f(g) = e \)). However if
\[
1 \to H' \to H \to H'' \to 1
\]
is an exact sequence of \( G \)-groups there is always a short exact sequence of pointed sets
\[
1 \to H'^G \to H^G \to H''^G \to H^1(G, H') \to H^1(G, H) \to H^1(G, H'')
\]

1.3 Twisted forms of algebraic structures

Let \( V \) be a vector space over a field \( k \). An algebraic structure on \( V \) is a family of linear homomorphisms \( \{ \Phi_i : V^\otimes k_i \to V^\otimes h_i \}_{i \in I} \). The type of the algebraic structure is the triple \((I, \{k_i\}_{i \in I}, \{h_i\}_{i \in I})\). Fixed a type there is an obvious category of algebraic structure of the given type, where an arrow \((V, \{\Phi_i\}) \to (W, \{\Psi_i\})\) is a linear map \( f : V \to W \) such that for each \( i \in I \) \( f^{\otimes h_i} \Phi_i = \Psi_i f^{\otimes k_i} \).

As in remark 1.5 if \( L/k \) is a Galois extension of Galois group \( \Gamma \) to give an algebraic structure over \( k \) is the same thing to give an algebraic structure over \( L \) with a semilinear \( \Gamma \)-action that commutes with all maps \( \Phi_i \). If \((V, \{\Phi_i\})\) is an algebraic structure we will denote with \((V_L, \{(\Phi_i)_L\})\) the structure obtained by tensoring with \( L \).

Let \( V \) be an algebraic structure over \( k \) and fix a Galois extension \( L/k \) of Galois group \( \Gamma \). Another algebraic structure \( W \) over \( k \) is said to be a twisted form of \( V \) split over \( L \) if \( V_L \cong W_L \) as algebraic structures over \( L \) (that is discarding the \( \Gamma \)-action). The main result of this section is that twisted forms may be classified by an opportune cohomology group.

\[\text{In general it is not possible to define the higher cohomology group if the coefficient group is not abelian.}\]
Theorem 1.7. Let \((V, \{\Phi_i\})\) be an algebraic structure. Fix a Galois and let \(\text{Aut}(V_L)\) be the automorphism group of \(V_L\). This has a natural \(\Gamma\) action by conjugation. Then the isomorphism classes of twisted forms of \((V, \{\Phi_i\}_{i \in I})\) split by \(L\) are in a natural bijection with
\[
H^1(\Gamma, \text{Aut}(V_L)).
\]

Proof. Let \((W, \{\Psi_i\}_{i \in I})\) be a twisted form of \((V, \{\Phi_i\}_{i \in I})\) split over \(L\). This means that there is an isomorphism \(f : V \otimes L \cong W \otimes L\) such that
\[
f \otimes h_i(\Phi_i)_L = (\Psi_i)_L f \otimes k_i
\]
for each \(i \in I\). Then we can define \(\hat{f} : \Gamma \to \text{Aut}(V_L)\) as
\[
\hat{f}(\gamma) = f^{-1} \gamma f \gamma^{-1}.
\]
With a trivial computation it can be verified that \(\hat{f}\) is a cocycle and that the cohomology class of \(f\) does not depend on the choice of \(f\). So we have a well defined map from the set of isomorphism classes of twisted forms of \(V\) and \(H^1(\Gamma, \text{Aut}(V_L))\).

To prove injectivity take two twisted forms \(W_1, W_2\) and choose isomorphisms \(f_1, f_2\). Suppose that \([\hat{f}_1] = [\hat{f}_2]\)

Then we have that there exists \(g \in \text{Aut}(V_L)\) such that
\[
\hat{f}_1(\gamma) = g^{-1} \hat{f}_2(\gamma) g \gamma^{-1} \Rightarrow f_1^{-1} \gamma f_1^{-1} g \gamma^{-1} = g^{-1} f_2^{-1} \gamma f_2 \gamma^{-1} g \gamma^{-1}.
\]
Rearranging terms this means that
\[
f_2 g f_1^{-1} \gamma = \gamma f_2 g f_1^{-1}.
\]
So \(f_2 g f_1^{-1}\) is a \(\Gamma\)-invariant isomorphism between \(W_1 \otimes L\) and \(W_2 \otimes L\). So it descends to an isomorphism between \(W_1\) and \(W_2\).

Now we will prove surjectivity. Let \(\phi : \Gamma \to \text{Aut}(V_L)\) be a cocycle and define a twisted action of \(\Gamma\) on \(V_L\) by
\[
\gamma \ast v = \phi(\gamma) \gamma v
\]
Observe that this new action commutes with \((\Phi_i)_L\) for each \(i\) (since \(\phi\) has values in \(\text{Aut}(V_L)\)). So if we take \(W\) as the fixed space of this new action \(\Phi_L\) descends to an algebraic structure \(\Psi\) on \(W\) of the same type as \(\Phi\). It is clear that this is a twisted form of \(V\). Moreover, by lemma 1.1 \(V_L = W_L\), and if we take as isomorphism the identity we have that
\[
\hat{f}(\gamma) = \Gamma^{-1} \gamma \ast 1 \gamma^{-1} = \phi(\gamma) \gamma^{-1} = \varphi(\gamma).
\]
So the map is surjective too and the proof is completed. \(\square\)
1.4. AN EASY EXAMPLE

**Corollary 1.8** (Hilbert’s theorem 90). Let $L$ be a field. Then
\[ H^1(L, GL_n) = 0. \]

**Proof.** In fact we have seen that it classify the twisted forms of $n$-dimensional vector spaces. But there are only one isomorphism type of $n$-dimensional vector spaces over $L$, from which the thesis.

1.4 An easy example

Consider the following algebraic structure over $\mathbb{R}$. As a vector space take $A = \mathbb{R}[x^{±1}]$, equipped with the following maps:

\[
\mu: A \otimes_{\mathbb{R}} A \to A \quad x^i \otimes x^j \mapsto x^{i+j} \\
\eta: \mathbb{R} \to A \quad \lambda \mapsto \lambda \\
\Delta: A \to A \otimes_{\mathbb{R}} A \quad x^i \mapsto x^i \otimes x^i \\
\varepsilon: A \to \mathbb{R} \quad x^i \mapsto 1 \\
S: A \to A \quad x^i \mapsto x^{-i}
\]

This is, as we will see, the Hopf algebra associated to the group scheme $\mathbb{G}_m$. Our goal is to classify all twisted forms split over $\mathbb{C}$. First we need to compute $\text{Aut}(A_\mathbb{C})$. It is clear that an automorphism $f: A_\mathbb{C} \to A_\mathbb{C}$ is determined by the image of $x$. Now we impose that $f \otimes 2 \Delta = \Delta f$, that is
\[ f(x) \otimes f(x) = \Delta f(x). \]

Now if we write $f(x) = \sum_{n \in \mathbb{Z}} f_n x^n$ with almost every $f_n = 0$ the previous equation becomes
\[ \sum_{n, m \in \mathbb{Z}} f_n f_m x^n \otimes x^m = \sum_{k \in \mathbb{Z}} f_k x^k \otimes x^k. \]

It is clear that the only possibility is $f(x) = x^n$ for $n \in \mathbb{Z}$. Among these, the only invertible are the identity and the map determined by $\tau(x) = x^{-1}$. A simple check assures us that these are in fact both automorphism of the algebraic structure. On the other hand the Galois group $\Gamma$ of $\mathbb{C}/\mathbb{R}$ is cyclic of order two, generated by the conjugate that we will indicate with $\sigma$. Now note that $\sigma$ and $\tau$ commutes so the action of $\Gamma$ on $\text{Aut}(A_\mathbb{C})$ is trivial. So the twisted forms split over $\mathbb{C}$ are classified by
\[ H^1(\Gamma, \underline{\text{Aut}}(A_\mathbb{C})) = \text{Hom}(\Gamma, \underline{\text{Aut}}(A_\mathbb{C})). \]

This is a set of two elements. One is trivial and corresponds to $A$. The other is the one that sends $\sigma$ in $\tau$. So $B$ is composed by the polynomials $p = \sum_{n \in \mathbb{Z}} p_n x^n \in \mathbb{C}[x^{±1}]$ such that
\[ \sum_{n \in \mathbb{Z}} p_n x^n = \sum_{n \in \mathbb{Z}} \bar{p}_n x^{-n}. \]
It is a simple check that these polynomials are exactly polynomials in
\[ u = \frac{1}{2}(x + x^{-1}), \quad v = \frac{i}{2}(x - x^{-1}) \]

And that the ring \( B \) is isomorphic to the ring \( \mathbb{R}[u, v]/(u^2 + v^2 - 1) \)
the other maps are given by
\[ \Delta(u) = u \otimes u - v \otimes v, \quad \Delta(v) = u \otimes v + v \otimes u \]
\[ \varepsilon(u) = 1, \quad \varepsilon(v) = 0 \]
\[ S(u) = u, \quad S(v) = -v \]
We will see that this is the Hopf algebra corresponding to the algebraic group over \( \mathbb{R} \) given by \( S^1 \).
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In this chapter we will develop a little bit of the theory of algebraic groups over a field. We will concentrate on the properties of actions of algebraic groups on varieties. Most of the material here presented come from the standard references [Wat79] and [DG70].

2.1 Group schemes

Fix a base scheme $S$. A group scheme over $S$ is a group object in the category of schemes over $S$. That is a scheme $X$ over $S$ with a lifting of its functor of points to the category of groups. This is equivalent to the existence of three maps

$$
\mu : X \times_S X \to X \\
i : X \to X \\
e : S \to X
$$

for which the following diagrams commute

![Diagram of group scheme operations]

The group scheme is said to be abelian if the functor of points has values on the subcategory of abelian groups. This is equivalent to ask that $\mu \sigma = \mu$ where $\sigma : X \times_S X \to X \times_S X$ is the natural map that exchanges the two factors.

Note that the structure of group scheme is preserved by base change. That is if $T \to S$ is a scheme morphism and $G$ is group scheme over $S$ then $G \times_S T$ has a natural structure of group scheme over $T$. This is because for every $T$-scheme $U$ we have

$$(G \times_S T)(U) = G(U)$$

when seen as a $S$-scheme. So if $G$ has a natural lifting to the category of groups, so has $G \times_S T$. 
Remark 2.1. The structure of group scheme is completely determined by the multiplication map $\mu$. In fact a map $\mu : X \times_S X \to X$ lifts the functor of points of $X$ to a functor from $S$-schemes to magmas. But such a functor has at most one only lifting to the category of groups (essentially because if the magma structure on a set determines a group it does so uniquely). So by Yoneda’s lemma the multiplication map determines the inverse and neutral element, provided they exist.

Example 2.2. For every abstract group $G$ we can define the corresponding group scheme taking as a base scheme
\[
\coprod_{g \in G} S
\]
and defining the group operation as the map
\[
\mu : \prod_{g \in G} S \times_S \prod_{h \in G} S = \prod_{(g,h) \in G^2} S \times_S S \to \prod_{k \in G} S
\]
where $\mu$ sends to $S \times_S S$ corresponding to the pair $(g,h)$ to $S$ corresponding to $gh$ with the obvious isomorphism.

Remark 2.3. The functor that sends every abstract group $G$ to the corresponding constant group scheme over $S$ is the right adjoint of the “forgetful” functor that sends every group scheme over $S$ to the group of its $S$-points. In fact a group homomorphism $G \to H$ with $G$ constant is the same thing that choosing an $S$ point $f(g)$ for every $g \in G$ such that the multiplication map sends $(f(g),f(h))$ in $f(gh)$.

Example 2.4. An elliptic curve over a field $k$ (i.e. a complete curve of genus 1 over $k$ with a distinguished point) is in a natural way a group scheme in which the distinguished point is the identity. More generally every abelian variety is a group scheme.

Now let $k$ be a field. An algebraic group over $k$ is a affine of finite type group scheme over $k$. As usual for affine schemes we will use interchangeably their functor of points and the restriction to the category of affine schemes. To the study of algebraic groups it is very important to note that affine group schemes over a field have an interpretation as an Hopf algebra over $k$.

An Hopf algebra $A$ over a field $k$ is an algebra with three additional maps of algebras $\Delta : A \otimes_k A \to A$, $\varepsilon : A \to k$, $S : A \to A$ which satisfy the dual axioms respect to the those highlighted above:

\[
(\Delta \otimes 1_A)\Delta = (1_A \otimes \Delta)\Delta
\]
\[
(1_A \otimes \varepsilon)\Delta = (\varepsilon \otimes 1_A)\Delta = 1_A
\]
\[
\langle S,1_A \rangle \Delta = \varepsilon = \langle 1_A,S \rangle \Delta
\]

It is clear from dualizing the definitions that a structure of Hopf algebra on a commutative algebra $A$ is the same thing as a structure of group scheme on $\text{Spec } A$. 

Example 2.5. If $G$ is an abstract commutative group the group algebra $k[G]$ has a natural structure of Hopf algebra with comultiplication given by $\Delta g = g \otimes g$ for each $g \in G$.

Example 2.6. The affine line $k^1$ has a natural structure of group scheme, with multiplication $k[T] \to k[T] \otimes_k k[T]$ given by $T \mapsto T \otimes 1 + 1 \otimes T$. This corresponds to the additive group in the sense that the functor of points evaluated at every $k$-algebra $S$ is exactly the additive group of $S$. It will be denoted by $\mathbb{G}_a$.

Example 2.7. Let $V$ be a finite dimensional vector space. Then the functor $GL_V(S) = GL_S(V \otimes_k S)$ that associates to every $k$-algebra $S$ the group of $S$-linear automorphisms of $V \otimes_k S$ is representable by a scheme, and so is a group scheme. In fact suppose that $e_1, \ldots, e_n$ is a basis of $V$. Then every $f \in GL(V \otimes_k S)$ is determined by $f(e_i) = \sum_{i=1}^n \lambda_{ij} e_j$.

So giving a $S$-linear automorphism is the same thing to give a matrix $(\lambda_{ij})_{i,j}$ with determinant in $S^\times$. So $GL_V$ is represented by the localization of $k[a_{ij}]$ at $\det(a_{ij})$. We will denote $GL_k^n$ with $GL_n$.

In particular $\mathbb{G}_m = GL_1$ is a group scheme.

Example 2.8. If $G$ is a finite commutative group, its associated constant group scheme (which we will denote with $G$ as well) is affine and may be checked easily from the definition that its Hopf algebra is $k^{\oplus G}$ with comultiplication

$$\Delta : k^{\oplus G} \to k^{\oplus G} \otimes_k k^{\oplus G} = k^{\oplus G^2} \quad (\lambda_g)_{g \in G} \mapsto (\lambda_{gh})_{(g,h) \in G^2}.$$

The category of finite étale group schemes over a field has a particularly simple description.

Theorem 2.9. Let $k$ be a field. Taking the group of $k^\times$ points gives an equivalence of categories between finite étale group schemes over $k$ and finite abstract groups with a continuous action of $\Gamma_k$ (the absolute Galois group of $k$).

Proof. We need to describe a functor from finite groups with an action of $\Gamma_k$ to finite étale group schemes. Let $G$ be a such group and consider the constant group scheme over $k^\times$ corresponding to $G$. This is the spectrum of an Hopf algebra $A$ over $k^\times$. But the action of $\Gamma_k$ on $G$ yields an action of $\Gamma_k$ on $A$ that preserves the Hopf algebra structure. Then taking the fixed points $A^{\Gamma_k}$ gives an Hopf algebra over $k$. The corresponding group scheme is étale since constant group schemes are étale and étaleness may be checked on the algebraic closure. The descent theorem 1.1 ensures us that the two operation are inverse to each other. \qed
A homomorphism of group schemes is an homomorphism of schemes over $S$ such that respect the group structure. This may be taken both as to satisfy the obvious commutative diagrams or, somewhat more simply, to come from a natural transformation between the functors of points that has group homomorphisms as components.

A closed subgroup of a group scheme $G$ is a closed subscheme $H$ of $G$ such that $\mu|_{H \times_k H}, \iota|_H, e$ factor through $H$. Alternatively it is a closed subscheme such that $H(R) \subseteq G(R)$ is a subgroup for every $k$-algebra $R$. If $f : G \to H$ is an homomorphism of group schemes it is well defined the kernel of $f$ as the pullback $G \times_H \text{Spec} k$ of the neutral element $e \in H(k)$. It is clearly a closed subgroup (it is a closed subscheme since it is the base change of the closed subscheme $e$ and its functor of points is trivially a subgroup for each $R$).

### 2.2 Representations of group schemes

Let $G$ be a group scheme over a field $k$. By a representation of $G$ we mean a group scheme homomorphism from $G$ to $GL_V$ for some vector space $V$ over $k$. This amounts to the same thing as giving for all $k$-algebras $R$ a $R$-linear action of the group $G(R)$ on $V \otimes_k R$ satisfying the obvious compatibility relations.

In the case we are most interested, that of affine group schemes over $k$, there is an Hopf-algebraic interpretation. Let $A$ be an Hopf algebra over $k$ and $V$ a $k$-vector space. Then an $A$-comodule structure on $V$ is the datum of a morphism $\rho : V \to A \otimes_k V$ such that the following diagrams commute

\[
\begin{array}{ccc}
V & \xrightarrow{\rho} & A \otimes_k V \\
\rho & & \\
A \otimes_k V & \xrightarrow{\Delta \otimes 1} & A \otimes_k A \otimes_k V \\
\end{array}
\]

\[
\begin{array}{ccc}
V & \xrightarrow{\rho} & A \otimes_k V \\
\rho & & \\
k \otimes_k V & \xrightarrow{\varepsilon \otimes 1} & A \otimes_k V \\
\end{array}
\]

**Example 2.10.** $k^n$ has a natural structure of $O(GL_n) = k[a_{ij}, (\det A)^{-1}]$-comodule. In fact when $e_1, \ldots, e_n$ is the canonical basis we can describe the comultiplication as

\[
e_i \mapsto \sum_{j=1}^n a_{ij} \otimes e_j.
\]

In the same way if $V$ is a vector space over $k$ we can give $V$ a natural structure of $O(GL_V)$-comodule.

If $A \to B$ is an Hopf algebra homomorphism we can give every $A$-comodule $V$ the structure of $B$ comodule, by composing $V \to A \otimes_k V \to B \otimes_k V$. So every representation of rank $n$ of an affine group scheme $G$ gives to $k^n$ the structure of $O(G)$-comodule.

**Proposition 2.11.** The functor that sends every $G$-representation to the corresponding $O(G)$-comodule is an equivalence of categories.
Proof. It is clear that it is fully faithful (i.e. a linear map \( f : V \to W \) is \( G \)-equivariant if and only if it respects the comodule structure. All we need to prove is that it is essentially surjective. Take a \( \mathcal{O}(G) \)-comodule \( V \). We want to construct a map of functors \( G \to GL_V \). In fact take \( S \) a \( k \)-algebra and \( g \in G(S) \). This is the same thing of a ring homomorphism \( \mathcal{O}(G) \to S \). Then we may construct \( \rho f \in GL_V(S) = GL(V \otimes_k S) \) as the map 

\[
V \otimes_k S \xrightarrow{\rho \otimes 1} \mathcal{O}(G) \otimes_k V \otimes_k S \xrightarrow{g \otimes 1 \otimes 1} S \otimes_k V \otimes_k S \to V \otimes_k S
\]

where the last arrow is the map \( \lambda \otimes v \otimes \mu \mapsto v \otimes (\lambda \mu) \). It is easy to check that \( \rho f^{-1} = \rho_f^{-1} \) and thus \( f \in GL_V(S) \).

If \( V \) is an \( A \)-comodule a subcomodule of \( V \) is a vector subspace \( W \subseteq V \) such that the map \( W \to A \otimes_k V \) factors through \( A \otimes_k W \). Subcomodules for \( \mathcal{O}(G) \) correspond to subrepresentations of \( G \).

**Theorem 2.12.** Let \( V \) be a representation of an affine group scheme \( G \) over \( k \). Then for every finite subset \( \{v_1, \ldots, v_n\} \subseteq V \) there is a finite-dimensional subrepresentation \( W \subseteq V \) such that \( v_i \in W \) for all \( i \).

**Proof.** Let \( \{a_i\}_{i \in I} \) be a basis of \( \mathcal{O}(G) \) and let \( \rho : V \to \mathcal{O}(G) \otimes_k V \) be the comodule map. Then we may write

\[
\rho(v_i) = \sum_j a_j \otimes v_{ij}.
\]

With all but a finite number of \( v_{ij} \) equal to 0. If we put

\[
\Delta(a_i) = \sum_{i,j,k} r_{ijk} a_j \otimes a_k
\]

then by \((1 \otimes \rho)\rho = (\Delta \otimes 1)\rho\) we get

\[
\sum_i a_i \otimes \rho(v_{ij}) = \sum_{i,l,k} r_{ilk} a_l \otimes a_k \otimes v_{ij}.
\]

Then, comparing the coefficients of \( a_l \) we get that

\[
\rho(v_{ij}) = \sum_{ik} r_{ikl} a_k \otimes v_{ij}.
\]

So the subspace of \( V \) spanned by the \( v_i \) and the \( v_{ij} \) is a finite-dimensional subcomodule containing \( v \).

We can rephrase the previous theorem saying that every \( G \)-representation is the direct limit of its finite-dimensional subrepresentations.
2.3 Properties of algebraic groups over a field

In this section we will investigate some more geometric properties of algebraic groups. Our main result will be the theorem of Cartier, that algebraic groups over a field of characteristic 0 are reduced.

**Theorem 2.13** (Cartier). Every Hopf algebra of finite type over a field \( k \) of characteristic 0 is reduced.

**Proof.** Since \( A \) is noetherian the space \( I/I^2 \) is a finite vector space over \( k \). Let \( x_1, \ldots, x_n \) be one basis over \( k \). Consider the \( k \)-linear map \( p_i : A \to k \) sending 1 and \( I^2 \) to 0 and \( x_j \) to \( \delta_{ij} \) and define the maps \( d_i : A \to A \) as

\[
d_i = (1 \otimes p_i) \Delta,
\]

that is \( d_i(a) = \sum_j p_i(b_j) a_j \) if \( \Delta a = \sum_j a_j \otimes b_j \). Then these are derivations such that \( \varepsilon d_i(x_j) = \delta_{ij} \). In fact if \( x_j = \sum_t a_t \otimes b_t \)

\[
\varepsilon d_i(x_j) = \sum_l p_i(b_l) \varepsilon(a_l) = p_i \left( \sum_l \varepsilon(a_l) b_l \right) = p_i(x_j) = \delta_{ij}.
\]

We claim that monomials of degree \( n \) in the \( x_i \) are a basis for \( I^n/I^{n+1} \).

In fact they clearly generate and all we need is to show that they are linearly independent. But if \( (r_1, \ldots, r_l) \) is a multiindex of total degree \( n \) we have that

\[
\varepsilon d_1^{r_1} \cdots d_n^{r_n}
\]
sends \( x_1^{r_1} \cdots x_n^{r_n} \) to \( r_1! \cdots r_n! \neq 0 \) and the other monomials of degree \( n \) to 0. So by a standard reasoning they are linearly independent.

Now suppose that \( y \in A \) is nilpotent. We want to show that \( y \in \bigcap_{n \geq 0} I^n \).

If this is true then \( y = 0 \) by Krull intersection theorem. So suppose that \( y \in I^m \) but \( y \notin I^{m+1} \). Then we may write \( y = y_0 + y_1 \) where \( y_0 \) is a nonzero homogeneous polynomial of degree \( m \) in the \( x_i \) and \( y_1 \in I^{m+1} \). But then if \( y^p = 0 \) we have that \( y_1^p \in I^{m+1+p} \). But this is absurd because \( y_1^p \) is a nonzero homogeneous polynomial in the \( x_i \) of degree \( mp \).

**Remark 2.14.** If the field \( k \) is of characteristic \( p > 0 \) there are in fact nonreduced algebraic groups. For instance \( \mu_p = \text{Spec} \, k[x]/(x^p - 1) \), the group scheme of \( p \)-th roots of unit is not reduced, as \( (x - 1)^p = x^p - 1 = 0 \).

**Theorem 2.15.** Let \( G \) be a group scheme of finite type over a field \( k \) and let \( e \in G(k) \) be its neutral element. Suppose that \( \mathcal{O}_{G,e} \otimes_k \bar{k} \) is reduced. Then \( G \) is smooth over \( k \).

**Proof.** Since smoothness is invariant by base extension we may suppose that \( k \) be algebraically closed. Since reducedness may be checked on closed points to check if \( G \) is reduced all we need is to check if \( \mathcal{O}_{G,g} \) is reduced for all \( g \in G(k) \). But \( \mu_g = \mu(g, -) \) is a scheme automorphism of \( G \) which brings \( e \) to \( g \), so \( \mathcal{O}_{G,g} \) is reduced if and only if \( \mathcal{O}_{G,e} \) is. Thus \( G \) is reduced. By the generic smoothness theorem then it is smooth on a dense open set \( U \). But then the set \( \{ \mu_g(U) \} \) is a covering of \( G \) by smooth opens. Thus \( G \) is smooth.
2.4 Action of group schemes and quotients

Let $G$ a group scheme over $S$ and $X$ an $S$-scheme. Then a right action of $G$ on $X$ is a scheme morphism $X \times_S G \to X$ such that, for every $S$-scheme $T$, the map

$$X(T) \times G(T) \to X(T)$$

is a right action. We can define similarly left actions. When we will talk about an action, without specifying whether left or right, we will always mean a right action. If $G$ is an affine algebraic group over a field $k$ and $X$ is an affine scheme over a field the action axioms amounts to asking that the map

$$\mathcal{O}(X) \to \mathcal{O}(X) \otimes_k \mathcal{O}(G)$$

is a ring homomorphism giving a comodule structure to $\mathcal{O}(X)$.

If $G$ is a group scheme over $S$ acting on $X$ with the map $\rho : X \times_S G \to X$ we will call the isotropy group the group scheme $G_X$ over $X$ that makes the following square cartesian

$$\begin{array}{ccc}
G_X & \longrightarrow & X \times_S G \\
\downarrow & & \downarrow pr_1 \times \rho \\
X & \longrightarrow & X \times_S X
\end{array}$$

The important property is that for every point $x \in X(T)$ the fiber $x^*G_X$ is exactly the group scheme stabilizer of $x$, that is

$$(x^*G_X)(T') = \{ g \in G(T') \mid xg = x \}$$

for every $T$-scheme $T'$. We will denote the stabilizer $x^*G$ as $G_x$. It is a group scheme over $T$. An action is said to be free if the isotropy group scheme is trivial, i.e. for every $S$-scheme $T$ the action of $G(T)$ on $X(T)$ is free. The following is an useful criterion for freeness.

**Proposition 2.16.** Let $G$ an algebraic group over a field $k$ and $X$ a scheme of finite type over $k$ with a $G$-action.

- If the characteristic of $k$ is 0 the action is free if and only if the action of $G(k^a)$ on $X(k^a)$ is free.
- If the characteristic of $k$ is positive the action is free if and only if the action of $G(k^a)$ on $X(k^a)$ is free and for every closed point $x \in X$ the Lie algebra of $G_x$ is trivial.

*Proof.* See [DG70], corollaries III.2.5 and III.2.8. \hfill $\square$

If $G$ is a group scheme over $S$ acting on $X$ we want to define the quotient $X/G$. This is an $S$-scheme with a map $\pi : X \to X/G$ which is the coequalizer of
the two maps $X \times_S G \to X$ given by the first projection and the action. That is for every $S$-scheme $Y$ with a map $f : X \to Y$ such that $f pr_1 = f \rho$ there is exactly one map $f : X/G \to Y$ such that $f = f \pi$.

The problem of the existence of quotients in general is difficult. It is often necessary to enlarge the category of geometric objects used in order to get a meaningful quotient. Moreover the categorical quotient in general is not at all well-behaved (for instance to be a quotient map is not a property local on the base). For our applications it will be enough to use the existence of a generic quotient, that is a quotient map $U \to U/G$ where $U$ is a dense $G$-stable open subscheme of $X$ such that it is also a $G$-torsor (see section 2.6). From the fact that this notion is indeed local on the base it is clear that there exists a maximal $G$-stable open subscheme $U$ for which such a quotient map exists. The problem is in fact to find conditions for which that open is dense.

**Theorem 2.17.** Let $G$ and algebraic group over $k$ and $X$ be a scheme of finite type over $k$. Suppose that $G$ acts freely on the right on $X$ and that the projection map

$$X \times_k G \to X$$

is flat and of finite type. Then there exists a maximal dense open $G$-invariant subscheme $U \subseteq X$ and a quotient map $\pi : U \to U/G$ such that $\pi$ is a $G$-torsor (and in particular is onto, open and of finite type).

**Proof.** See [SGA3], Exposé V théorème 8.1.\hfill $\Box$

In a particular case we will be able to show that the generic quotient is in fact a quotient

**Theorem 2.18.** Let $G$ be an affine algebraic group over $k$ and let $H$ be a closed subgroup acting by right multiplication. Then there exists a scheme $G/H$ and a quotient map $G \to G/H$.

**Proof.** All we need to prove is that the maximal open $U$ of the previous theorem is all $G$. But the left multiplication by elements of $G$ are transitive $H$-equivariant morphism and so the maximal open set must be stable by it. But the only nonempty open subset of $G$ invariant by left multiplication is $G$.\hfill $\Box$

**Remark 2.19.** If $H$ is a normal subgroup $G/H$ has a natural structure of group scheme. It is true that it is an algebraic group over $k$ but to prove this we would need to use a completely different construction of the quotient. For a reference, see [Wat79], chapter 16.

---

$^1$E.g. to algebraic spaces or stacks
2.5 Groups of multiplicative type

Let \( G \) be an affine group scheme over \( k \). An element \( b \) of its Hopf algebra \( O(G) \) is said to be \textbf{group-like} if \( \Delta b = b \otimes b \). This terminology is justified by the fact that if \( \Gamma \) is a commutative group the elements of \( \Gamma \) are group-like for the natural Hopf algebra structure on \( k[\Gamma] \). Note that if \( g_1, g_2 \) are group-like elements so is \( g_1 g_2 \) and \( S(g_1) = g_1^{-1} \). In fact

\[
g_1 = (\varepsilon \otimes 1) \Delta g_1 = \varepsilon(g_1) g_1
\]

that is \( \varepsilon(g_1) = 1 \). Moreover

\[
1 = \mu(1 \otimes S) \Delta g = g S(g).
\]

So the group-like elements of \( A \) are a subgroup of the group of units \( A^\times \). This is called the character group of \( G \). It corresponds to the group of group schemes homomorphism \( G \to \mathbb{G}_m \).

An abelian group scheme \( G \) is said to be \textbf{diagonalizable} if the group-like elements spans the group algebra over \( k \). We will see that this is equivalent to being a subgroup of some \( \mathbb{G}_m \).

**Lemma 2.20.** Every subgroup of a diagonalizable algebraic group over \( k \) is diagonalizable.

**Proof.** In fact if \( A \to A/I \) is the corresponding Hopf algebra surjection, if \( A \) is spanned by group-like elements then so is \( A/I \). \( \square \)

**Proposition 2.21.** Let \( A \) be an Hopf algebra. Then the nonzero group-like elements are linearly independent.

**Proof.** Take \( g_1, \ldots, g_n \) be a maximal set of linearly independent group-like elements and take \( g \) to be a nonzero group like element. Then there is a linear dependence relation

\[
g = \sum_i \lambda_i g_i.
\]

But then applying \( \Delta \) we got

\[
g \otimes g = \sum_i \lambda_i g_i \otimes g_i.
\]

But

\[
g \otimes g = \left( \sum_i \lambda_i g_i \right) \otimes \left( \sum_j \lambda_j g_j \right) = \sum_{i,j} \lambda_i \lambda_j g_i \otimes g_j.
\]

Since \( \{g_i \otimes g_j\}_{i,j} \) are linearly indipendent we got that \( \lambda_i \lambda_j = 0 \) for all \( i \neq 0 \). Since \( g \) is nonzero there exists \( i \) such that \( \lambda_i \neq 0 \). But then \( \lambda_j = 0 \) for all \( j \neq i \). Then we have \( g = \lambda_i g_i \). Finally \( \lambda_i^2 = \lambda_i \), that is \( \lambda_i = 1 \). So \( g_1, \ldots, g_n \) are the only group like elements of \( A \). \( \square \)
So if \( G \) is a diagonalizable group scheme its Hopf algebra \( \mathcal{O}(G) \) has a basis made by group-like elements. Then

\[
\mathcal{O}(G) = k[\Lambda]
\]

where \( \Lambda \) is the commutative group of its group-like elements.

In fact from this we can give a fairly explicit description of all diagonalizable algebraic groups over \( k \).

**Theorem 2.22.** Let \( G \) be a diagonalizable group scheme of finite type over \( k \). Then \( G \) is isomorphic to a product of copies of \( \mathbb{G}_m \) and \( \mu_n \) for \( n \in \mathbb{N} \).

**Proof.** In fact if \( G \) is of finite type over \( k \), we have that \( \mathcal{O}(G) = k[\Lambda] \) is finitely generated as a \( k \)-algebra, that is that \( \Gamma \) is a finitely generated abelian group. But then from the structure theorem for finitely generated abelian groups we have

\[
\Lambda = \mathbb{Z}^r \oplus \mathbb{Z}/d_1 \oplus \cdots \oplus \mathbb{Z}/d_n.
\]

and so

\[
k[\Lambda] = k[\mathbb{Z}]^r \otimes k[\mathbb{Z}/d_1] \otimes \cdots \otimes k[\mathbb{Z}/d_n].
\]

That is

\[
G = \mathbb{G}_m^r \times \mu_{d_1} \cdots \times \mu_{d_n}.
\]

The following important proposition explains a little the name “diagonalizable”: the diagonalizable groups are exactly those for which the representations are simultaneously diagonalizable.

**Proposition 2.23.** An abelian algebraic group \( G \) is diagonalizable if and only if every representation splits as a direct sum of one-dimensional representations.

**Proof.** Suppose first that every representation splits. Then consider the regular representation \( \mathcal{O}(G) \) that has the comodule structure given by the comultiplication map

\[
\Delta : \mathcal{O}(G) \to \mathcal{O}(G) \otimes_k \mathcal{O}(G).
\]

Then, thanks to the hypothesis, there is a basis \( g_1, \ldots, g_n \) such that \( \Delta(g_i) = x_i \otimes g_i \). We see from the coassociativity that \( x_i \) are group-like elements. All we need to prove is that they span \( \mathcal{O}(G) \). But in fact, since \( (1 \otimes \varepsilon)\Delta = 1 \) we get

\[
\varepsilon(g_i)x_i = g_i.
\]

And so the \( g_i \) are contained in the span of the \( x_i \). But the \( g_i \) are a basis for \( \mathcal{O}(G) \) and so we have concluded.

Conversely suppose now \( G \) is diagonalizable and let \( g_1, \ldots, g_n \) be a basis of \( \mathcal{O}(G) \) consisting of group-like elements. Take now \( V \) an \( \mathcal{O}(G) \)-comodule and let \( \{v_i\} \) be a basis. Then

\[
\rho(v_i) = \sum_{j=1}^n g_j \otimes w_{ij}.
\]
But, using the comodule identities $\Delta \otimes 1 = (1 \otimes \rho) \rho = g_j \otimes w_{ij}$. Moreover, since $\varepsilon \otimes 1 = 1$ we get that $v_i = \sum_{j=1}^{n} \varepsilon(g_j) w_{ij} = \sum_{j=1}^{n} w_{ij}$. So the $w_{ij}$ span all $V$. But then we can extract a basis $\{w_j\}_{j}$ from the $w_{ij}$ and in this basis the group act in fact diagonally.

More generally we will consider twisted forms of diagonalizable group schemes. That is we will consider algebraic groups $G$ such that $G_k$ is diagonalizable. This are called groups of multiplicative type. The Galois group $\Gamma_k$ acts naturally on the character group of $G_k$, thus giving it the structure of a Galois module, called character module of $G$. We will denote it by $\Lambda_G$. It is clear that every group homomorphism $G \to H$ among groups of multiplicative type gives rise to a Galois module homomorphism $\Lambda_H \to \Lambda_G$ (it is nothing more that the restriction to group-like elements of the map induced on Hopf algebras $O(H_k) \to O(G_k)$) and that this correspondence is functorial. A very important fact is that this is in fact an antiequivalence of categories.

**Theorem 2.24.** The functor that sends each group of multiplicative type $G$ to its character module $\Lambda_G$ is an antiequivalence of categories.

**Proof.** In fact we can describe the weak inverse for this functor. Take a $\Gamma_k$-module $\Lambda$. Its group algebra $\overline{k}[\Lambda]$ is an Hopf algebra over $\overline{k}$ and the natural action of $\Gamma_k$ respects this structure, so $\overline{k}[\Lambda]^\Gamma_k$ is an Hopf algebra over $\overline{k}$. Then our functor is the one which sends $\Lambda \mapsto G_\Lambda = \text{Spec } \overline{k}[\Lambda]^\Gamma_k$.

It is readily verified that this is a quasi-inverse for the functor $G \mapsto \Lambda_G$. 

A group of multiplicative type is called an algebraic torus if its character module is free as a $\mathbb{Z}$-module or, that is the same thing, if it is a twisted form of some $\mathbb{G}_m$. The rank of a torus is the rank of its character group. A torus is called split if it is in fact of the form $\mathbb{G}_m$ and semisplit if its character module is a permutation module (that is there is a basis of its character module which is permuted by the Galois group).

### 2.6 Torsors

This section is somewhat more advanced than the rest of the chapter. It will relay a lot on the notion of fppf cover and fppf cohomology. A good reference for them is [Mil80], especially section III.4 which contains most of the material we will need.

Let $G$ be a group scheme over $S$. A $G$-torsor is a sort of principal bundle. One good way to think about is like a collection of sets with a freely transitive action of $G$ parametrized by some sort of space.
We will say that a \( G \)-torsor over \( S \) is a fppf sheaf \( P \) over \( S \) with a right action of \( G \) (that is a morphism of sheaves \( P \times_S G \to P \) that pointwise determines a group action) that is locally trivial. That is there exists a fppf cover \( U \to S \) such that \( P|_U \cong G|_U \) in a such way that the action becomes the right multiplication one.

If \( G \) is a group scheme over \( S \) and \( X \) is a \( S \)-scheme a \( G \)-torsor over \( X \) is the same thing that a \( (G \times_S X) \)-torsor

**Example 2.25.** If \( G \) is a finite constant group over a field \( k \) then every \( G \)-torsor is an étale \( k \)-algebra \( A \) such that its Galois group is \( G \). In fact every étale cover of \( k \) is a (direct sum of) finite separable extension of \( k \) and so for every \( G \)-torsor \( P \) is trivial over \( k^* \). Then a straightforward application of descent theory gives us the required result.

**Theorem 2.26.** Let \( G \) be an affine group scheme over a ring \( R \). Then for every \( R \)-scheme \( S \) every \( G \)-torsor over \( S \) is representable (i.e. is the functor of points of a \( S \)-scheme.

*Proof.* See [Mil80] theorem III.4.3. \( \square \)

**Theorem 2.27.** Let \( G \) be an affine group scheme over a field \( k \). For every field extension \( K/k \) the isomorphism classes of \( G \)-torsors over \( K \) are classified by \( H^1_{\text{fppf}}(K,G) \). In particular if \( G \) is reduced (and thus smooth) such torsors are classified by the Galois cohomology \( H^1(K,G) \).

*Proof.* See [Mil80] corollary III.4.7. \( \square \)

**Corollary 2.28.** Every \( GL_n \)-torsor over \( k \) is trivial.

*Proof.* It follows easily from the previous theorem and Hilbert’s theorem 90. \( \square \)

Let \( G \) be an algebraic group. If we take a fppf sheaf \( F \) over \( S \) with a \( G \)-action and a \( G \)-torsor \( T \) over \( S \) we may define the **twist** of \( F \) by \( T \) as the sheaf quotient

\[
T \times^G F = (T \times F)/G
\]

where the \( G \) action is given by \((t,f)g = (tg, g^{-1}f)\) for \( g \in G(U), t \in T(U), f \in F(U) \). This is still a fppf sheaf over \( S \), but unfortunately it is not true that if \( F \) is representable then \( T \times^G F \) is representable too.

We note that if \( T \) is the trivial torsor every section \( s \in T(S) \) yields a natural isomorphism of \( T \times^G F \) with \( F \), given by

\[
F(U) \to (T \times^G F)(U) \quad f \mapsto [s|_U, f].
\]

So if \( T \) is a general torsor there is a fppf cover \( U \to S \) such that \( (T \times^G F)|_U \cong F|_U \).

If \( G \to H \) is an algebraic group extension, then \( G \) acts on \( H \) by left multiplication. If \( T \to k \) is a \( G \)-torsor then \( T_H = T \times^G H \) has a natural structure of \( H \)-torsor. In fact the right action of \( H \) on \( H \) by multiplication gives an action on \( T_H \) and this is locally trivial since \( T \) is.
If $G \to H$ is an algebraic group extension and $F$ is a fppf sheaf on $S$ with an $H$ action then for every $G$-torsor $T$ on $S$ we have

$$T \times^G F = (T \times^G H) \times^H F$$

as can be easily checked since they are the sheafifications of isomorphic presheaves.

This produces the following very useful lemma.

**Lemma 2.29.** Let $K/k$ be a field extension and $G$ is an algebraic group over $k$ acting linearly on $A^n_k$. If $T \to K$ is a $G$-torsor then the twist of $A^n_{K}$ by $T$ is isomorphic to $A^n_{K}$.

**Proof.** Note that the fact that $G$ acts linearly can be seen as the fact that the $G$-action factors through the defining action of $GL_n$ on $A^n_k$. So if $T$ is a $G$-torsor over $K$

$$T \times^G A^n_K = (T \times^G GL_n) \times^{GL_n} A^n_K = GL_n \times^{GL_n} A^n_K = A^n_K.$$

With a similar (but simpler) reasoning we see that if the action of $G$ on $F$ is trivial $T \times^G F = F$.

### 2.7 Examples

In this section we will show that torsors over a field $k$ for some particular group schemes corresponds to genuinely interesting objects. Thus we will show that the study of the number of parameters necessary to describe a torsor is a generalization of several natural questions.

Let $G$ be a finite group. A finite étale $k$-algebra $A$ with an action of $G$ is said to be Galois if $\dim A = \#G$ and $A^G = k$. For instance every Galois extension of Galois group $G$ is a Galois algebra. We claim that $G$-torsors over $k$ are exactly Galois $k$-algebras of Galois group $G$.

**Proposition 2.30.** Let $A$ a finite $k$-algebra with an action of $G$. Then $A$ is Galois if and only if $A \otimes_k k^a$ is isomorphic to $\mathcal{O}(G_{k^a}) = \bigoplus_{g \in G} k^a \cdot e_g$ with the action given by $g(e_h) = e_{gh}$.

**Proof.** First suppose that $A \otimes_k k^a \cong \mathcal{O}(G_{k^a})$. Then $A$ is étale, since it is certainly geometrically reduced, and $\dim A = \#G$. Now if we take a basis of $A^G$ over $k$, they remains linearly independent over $k^a$ since it is just a matter of determinants. Thus

$$\dim_k A^G \leq \dim_{k^a} (A \otimes_k k^a)^G = \dim_{k^a} k^a = 1.$$

But $k \cdot 1 \subseteq A^G$ and so $A^G = k$ and $A$ is Galois.

Now suppose that $A$ is Galois over $k$. Then a trivial check shows that $A \otimes_k k^a$ is Galois over $k^a$. So it is enough to show the thesis if $k$ is algebraically closed.
Since $A$ is étale, then it is a direct product of $\#G$ copies of $k$. So $G$ acts by permutations on the factors. But $A^G = k$, so no factor is left fixed. Then the action of $G$ on the factors is free and so is transitive for cardinality reasons. But then the factors are isomorphic to $G$ as a $G$-set. Thus

$$A = \bigoplus_{g \in G} k \cdot e_g.$$ 

\[\Box\]

**Corollary 2.31.** Let $G$ be a finite constant group over $k$. A scheme with a $T \to \text{Spec} \ k$ with a right $G$-action is a $G$-torsor if and only if it is the spectrum of a Galois algebra of Galois group $G$.

For example spectra of Galois extensions are $G$-torsors.

**Proof.** It is merely a restatement of proposition 2.30. 

Let $\mu_n$ be the group scheme of $n$-th roots of unit. We want to describe the $\mu_n$ torsors over a field $k$.

Let $T \to \text{Spec} \ k$ be a $\mu_n$-torsor. Then it is affine, let $A = \mathcal{O}(T)$. Now, since $\mu_n$ is smooth, the torsor is étale-locally trivial, which means that $A \otimes_k k^s$ is isomorphic to $\mathcal{O}(\mu_n) = k^s[T]/(T^n - 1)$ as a $\mu_n$-module. That is the map

$$k^s[S]/(S^n - 1) \to k^s[S]/(S^n - 1) \otimes_k k^s[T]/(T^n - 1) \quad S \mapsto S \otimes T$$

is $\Gamma_k$-equivariant. Remember that the action of $\Gamma_k$ on $\mathcal{O}(\mu_n)$ leaves $T$ fixed. For each $\sigma \in \Gamma_k$ let $\sigma S = p_\sigma(S)$. Then the $\Gamma_k$-equivariance translates into the equality

$$p_\sigma(S) \otimes T = p_\sigma(S \otimes T).$$

Substituting $p_\sigma(S) = \sum_{i=1}^{p-1} a_{i,\sigma} S^i$ into the equality is easy to see that the previous equality implies

$$p_\sigma(S) = a_\sigma S$$

for some $a_\sigma \in k^s$. Moreover $p_\sigma p_\tau = p_{\sigma \tau}$ and $p_1(S) = S$ imply that $\sigma \mapsto a_\sigma$ is a cocycle for the first cohomology group of $k^{\times s}$. But Hilbert’s theorem 90 says that we may find $\xi \in k^{\times s}$ such that $a_\sigma = \xi/(\sigma \xi)$. This translates into

$$\sigma(\xi S) = \xi S.$$ 

Moreover $S^n = 1$, so $\xi^n \in k^s$. Then it is easy to see that

$$(k^s[S]/(S^n - 1))^\Gamma_k = k[\xi S]/((\xi S)^n - \xi^n).$$

We have proved

\footnote{In fact a finite algebra is an artinian ring, so it is a product of artinian local ring. But a reduced artinian local ring is a field, since the only prime is 0.}
**Theorem 2.32.** Let $k$ be a field. A $\mu_n$-torsor is of the form

$$k \to k[S]/(S^n - a)$$

for some $a \in k^\times$, with the action $S \mapsto S \otimes T$.

**Corollary 2.33.** Let $k$ be a field of characteristic $p$. Then the reduced $\mu_p^n$-torsors are exactly the principal completely inseparable field extensions of $k$ of rank $p^n$.

**Proof.** It is sufficient to note that the torsor $k \to k[S]/(S^p - a)$ is reduced if and only if $a$ is not a $p$-th power. \qed

### 2.8 Weil restriction

Let $R$ be a ring and $R'$ be an $R$-algebra. Then for each $R'$ scheme $X$ we can form a functor from the category of $R$-algebras to sets called **Weil restriction** of $X$ defined by

$$R_{R'/R}X(S) = X(S \otimes_R R')$$

for each $R$-algebra $S$. We want to investigate conditions on which this functor is representable by an $R$-scheme.

**Remark 2.34.** It is clear that if $X$ is a group scheme the structure of group scheme gives a lifting of $R_{R'/R}X$ to the category of groups. Thus if the Weil restriction is representable then it is in a natural way a group scheme.

**Theorem 2.35.** Let $R$ be a ring and $R'$ an $R$-algebra which is free and finite as an $R$-module. For each affine scheme $X = \text{Spec } A$ over $R'$ the Weil restriction $R_{R'/R}(X)$ is represented by an affine $R$-scheme.

**Proof.** At first suppose that $A'$ is of the form $A' = R'[\mathcal{T}]$ where $\mathcal{T}$ is a set (of arbitrary cardinality) of indeterminates. Fix a basis $\mathcal{B} = \{b_1, \ldots, b_n\}$ of $R'$ over $R$. Then we claim that $A = R[\mathcal{T} \times \mathcal{B}]$ is such that $\text{Spec } A$ is the Weil restriction of $X$. In fact for each $R$-algebra $S$ we have

$$\text{Hom}_R(A', S \otimes_R R') = \text{Hom}_R(R'[\mathcal{T}], S^\mathcal{B}) = (S^\mathcal{B})^\mathcal{T} = S^{\mathcal{B} \times \mathcal{T}}$$

$$\text{Hom}_R(A, S) = \text{Hom}_R(R[\mathcal{T} \times \mathcal{B}], S) = S^{\mathcal{T} \times \mathcal{B}}.$$

To treat the general case we can write $A'$ as $R'[\mathcal{T}]/I$ where $\mathcal{T}$ is a set of indeterminates and $I$ an ideal. Consider the natural map of $R$-algebras

$$\psi : R'[\mathcal{T}] \to R[\mathcal{T} \times \mathcal{B}]$$

which sends each element of the basis of $R'$ in the corresponding indeterminate. Then take $J$ the ideal generated by the image of $I$. Then an easy control shows that

$$A = R[\mathcal{T} \times \mathcal{B}]/J$$

describes the Weil restriction of $A'$. \qed
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Remark 2.36. For a more comprehensive treatment of Weil restriction and a more general form of the previous theorem we advise the reader to look at [BLR90], paragraph 7.6.

Proposition 2.37. If $L$ is a Galois algebra over $k$ with Galois group $\Gamma$ then $R_{L/k}(\mathbb{G}_m)$ is exactly the torus having for character module $\Lambda = \mathbb{Z}[\Gamma]$. In particular every semisplit torus can be written in this form.

Proof. In fact for every $k$-algebra $S$

$$R_{L/k}(\mathbb{G}_m)(S) = \mathbb{G}_m(S \otimes_k L) = (S \otimes_k L)^\times$$

$$Hom_k((L[\Lambda])^\Gamma, S) = Hom_\Gamma(L[\Lambda], S \otimes_k L) = (S \otimes_k L)^\times$$

In fact $L[\Lambda] = L[x_{\gamma}^{\pm 1} \mid \gamma \in \Gamma]$ and so the $\Gamma$-equivariant homomorphism from $L[\Lambda]$ are determined by the image of $x_e$, where $e \in \Gamma$ is the neutral element. Moreover the image of $x_e$ is forced to be an invertible element of $S \otimes_k L$ and can be anyone of them.

This characterization is important because it allows us to prove that every semisplit torus has trivial Galois cohomology, a fact that will be important later.

Lemma 2.38. Let $G$ be a semisplit torus over $k$. Then for each field extension $K/k$ we have

$$H^1(K, G) = 0.$$ 

Proof. Since the base change of a semisplit torus is still a semisplit torus we may suppose $k = K$. Then note that, if $G = R_{L/k}(\mathbb{G}_m)$ with $L$ étale algebra of dimension $n$

$$H^1(k, R_{L/k}(\mathbb{G}_m)) = H^1(\Gamma_k, (L \otimes \bar{k})^\times) = H^1(\Gamma_k, (\bar{k}^\times)^{\otimes n}) = H^1(\Gamma_k, \bar{k}^\times)^{\otimes n}.$$ 

But by Hilbert’s Theorem 90 we have $H^1(\Gamma_k, \bar{k}^\times) = 0$, which is the thesis. 

\qed
Chapter 3

Essential dimension of algebraic groups

\[ \mathbb{R}^2 \setminus \{0\} \]

A minimal versal torsor for \( C_4 = \langle \sigma \rangle \) over \( \mathbb{R} \).
In this chapter finally we will describe essential dimension and prove theorems about it. We will show that the essential dimension of a group is correlated with the action of the group on varieties and in particular with representations. Most of the content of the chapter come from [BF03], even if part are original work.

The idea of essential dimension has been introduced first by Buhler and Reichstein in [BR97] for finite groups and has been generalized to algebraic groups in [Rei00]. The next generalization is due to Merkurijev in an unpublished paper referenced in [BF03] and it is that definition we are going to use. In this generality essential dimension is an invariant associated to set valued functors from the field extensions of a base field $k$.

Examples of applications of this generality can be seen in [BF04] and [RV11].

3.1 Essential dimension of functors

Fix a base field $k$. We will consider functors from the category of field extensions of $k$ to sets. Let $F$ be such an object. For convenience if $a \in F(K)$ where $K$ is an extension if $K \to L$ is a morphism of field we will denote with $a_L$ the image of $a$ in $F(L)$.

**Example 3.1.** Let $\text{Et}_n$ be the functor such that $\text{Et}_n(K)$ are the isomorphism classes of étale $K$-algebras of dimension $n$ and such that on arrows $K \to L$ sends an étale $K$-algebra $A$ to its tensor product with $L$.

**Example 3.2.** Let $\text{Quad}_n$ be the functor such that $\text{Quad}_n(K)$ are isomorphism classes of $(V,q)$ where $V$ is a $K$-vector space of dimension $n$ and $q$ is a non-degenerate quadratic form on $V$. As before an arrow $K \to L$ sends $(V,q)$ to $(V \otimes_K L, q \otimes 1)$.

Now take $a \in F(K)$ where $K/k$ is a field extension. For a subextension $k \subseteq L \subseteq K$ we say that $a$ is defined over $L$ if there exists a $b \in F(L)$ such that $b_K = a$. Then the essential dimension of $a$ is the minimum of $\text{trdeg}_k L$ where $L$ is a subextension of $K/k$ where $a$ is defined. In a similar way we define the essential dimension of $F$ as the supremum of all essential dimension of its elements

$$\text{ed}_k F = \sup \{ \text{ed}_k a \mid a \in F(K), K/k \text{ extension} \} .$$

As the example in the introduction shows, we must pay attention to the fact that if certainly the minimum transcendence degree of a field of definition certainly exists thanks to the well-ordering of the natural numbers, there may not be a minimal field of definition. In fact for instance the quadratic form $q(x, y) = tx^2 + y^2$ defined over $k(t)$ is isomorphic to the forms

$$q_n(x, y) = t^{3^n} x^2 + y^2$$

that are defined on the decreasing sequence of fields $k(t^{3^n})$ but not on their intersection (which is $k$).
Example 3.3. Fix a positive integer $n$ and let $S$ be the functor such that

$$S(K) = \begin{cases} \emptyset & \text{if } \text{trdeg}_k K < n \\ \{0\} & \text{if } \text{trdeg}_k K \geq n \end{cases}$$

with the obvious arrows. Then $\text{ed}_k S = n$. So there are functors with essential dimension arbitrarily large and even infinite (letting $n$ be $\infty$).

Proposition 3.4. Let $K/k$ be a field extension and let $F$ be a functor from $k$-field extensions to sets. If we denote by $F|_K$ its restriction to the full subcategory of extensions of $K$

$$\text{ed}_k F \geq \text{ed}_K F|_K.$$ 

So in order to provide lower bounds for essential dimension we may safely enlarge the base field.

Proof. Trivial since enlarging the base field means taking the supremum on a smaller set. \qed

Proposition 3.5. Let $k$ be a field and $F,G$ be functors from the extension of $k$ to sets. Then

$$\text{ed}_k (F \amalg G) = \max(\text{ed}_k F, \text{ed}_k G)$$

$$\text{ed}_k (F \times G) \leq \text{ed}_k F + \text{ed}_k G.$$ 

Proof. The first equality is a restatement of the definitions, since

$$\text{ed}_k (F \amalg G) = \sup\{\text{ed}_k a \mid a \in F(L) \text{ or } a \in G(L)\} = \max(\text{ed}_k F, \text{ed}_k G).$$

For the second equality take $(a, b) \in (F \times G)(L) = F(L) \times G(L)$. Then we have that $a$ is defined on a subextension $L'$ of trascendence degree at most $\text{ed}_k F$ and $b$ is defined on a subextension $L''$ of trascendence degree at most $\text{ed}_k G$. Then $(a, b)$ is defined on $L'L''$, that has trascendence degree at most $\text{ed}_k F+\text{ed}_k G$. \qed

The following theorem will be our main way to give bounds on the essential dimension.

Proposition 3.6. Let $\phi : F \to G$ be a map of functors such that for every extension $K/k$ the map $\phi_K : F(K) \to G(K)$ is surjective. Then $\text{ed}_k G \leq \text{ed}_k F$.

Proof. We need to prove that for each $a \in G(K)$ $\text{ed}_k a \leq \text{ed}_k F$. Take $b \in F(K)$ such that $\phi_K(b) = a$. Then since $\text{ed}_k b \leq \text{ed}_k F$ we have that there exists a subextension $L$ and a $b' \in F(L)$ such that $b'_K = b$. Then $\phi(b')$ is an element of $G(L)$ such that

$$\phi(b')_K = \phi(b'_K) = \phi(b) = a.$$ 

Then $\text{ed}_k a \leq \text{trdeg}_k L \leq \text{ed}_k F$. \qed

For representable functors the computation of essential dimension is particularly easy
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Proposition 3.7. Let $X$ be a scheme of finite type over $k$. Then $ed_k X = \dim X$, where $X$ is identified with its functor of points.

Proof. Every point $p \in X(K)$ has a least field of definition $k(p)$. Then $ed_k p = \text{trdeg}_k k(p)$ and so

$$ed_k X = \sup_{p \in X} \text{trdeg}_k k(p) = \dim X.$$  

3.2 Essential dimension of algebraic groups

Let $G$ be an algebraic group. We are interested in the functor $G - \text{Tors}$, that associated to $K/k$ the isomorphism classes of $G$-torsors over $K$, that is the functor $H^1(-,G)$. Many functors of interest are of this form, thanks to the result of theorem 1.7. Its essential dimension will be called essential dimension of $G$ and simply denoted $ed_k(G)$.

Example 3.8. Since an étale algebra of dimension $n$ is simply a twisted form of $(k^*)^\otimes n$ there is an isomorphism of functors $Et_n = H^1(-,S_n)$. So the essential dimension of the functor of étale algebras of dimension $n$ is $ed_k S_n$.

Example 3.9. Since all nondegenerate quadratic form are isomorphic over an algebraically closed field the previously cited result allow us to state that the functor $\text{Quad}_n$ of nondegenerate quadratic forms is isomorphic to $H^1(-,O_n)$ where $O_n$ is the group scheme of matrices $A$ such that $tAA = 1^n$.

The group $\mu_n$

Consider $\mu_n$, the group scheme of $n$-th roots of unity. Then we have a short exact sequence of algebraic groups

$$1 \to \mu_n \to \mathbb{G}_m \to \mathbb{G}_m \to 1$$

where the map $\mathbb{G}_m \to \mathbb{G}_m$ amounts to raising to the $n$-th power. Taking $K$-rational points it yields the Kummer long exact sequence

$$1 \to \mu_n(K) \to K^\times \to K^\times \to H^1(K,\mu_n) \to H^1(K,\mathbb{G}_m) = 1$$

where the last equality comes from Hilbert’s theorem 90. Then this shows that

$$H^1(K,\mu_n) = K^\times/(K^\times)^n.$$

From this we can prove that $ed_k(\mu_n) = 1$. In fact a class $[a] \in H^1(K,\mu_n) = K^\times/(K^\times)^n$ is surely defined on $k(a)$ which has at most trascendence degree 1 over $k$. So $ed_k(\mu_n) \leq 1$. Now take $t$ and indeterminate and consider $K = k(t)$, $[t] \in H^1(K,\mu_n)$. Suppose that $ed_k[t] = 0$, then $[t]$ is defined over an algebraic subextension. But the only algebraic subextension of $k$ in $k(t)$ is $k$ itself, so
there exists \( a \in k^\times \) such that \([t] = [a]\), that is \( t/a \in (K^\times)^n\). But then there exists coprime polynomials \( p, q \in k[t] \), \( q \neq 0 \) such that
\[
\frac{t}{a} = \left( \frac{p}{q} \right)^n \Rightarrow tq^n = ap^n.
\]
But this is clearly absurd since the left hand side has degree congruent to 1 mod \( n \) and the right hand side has degree divisible by \( n \). Then \( \text{ed}_k[t] = 1 \) and so \( \text{ed}_k \mu_n = 1 \).

Note that, thanks to our previous description of the \( \mu_n \)-torsors, we have proved for example that, if the base field has characteristic \( p \), the functor \( F \) such that \( F(K) \) are the purely inseparable extensions of \( K \) of degree \( p^r \) have essential dimension 1. This could obviously proved in a more direct fashion but it is interesting how it can be inserted in this more general framework.

**The group \( \mathbb{Z}/p \)**

Now suppose that the base field \( k \) is of characteristic \( p \) consider the constant group \( \mathbb{Z}/p \). Then we may reason as in the previous case, applying Artin-Schreier exact sequence
\[
0 \to \mathbb{Z}/p \to \mathbb{G}_a \xrightarrow{p} \mathbb{G}_a \to 0
\]
where the last map is given by \( x^p - x \). Then we have the long exact sequence in cohomology
\[
0 \to \mathbb{Z}/p \to K \to K \to H^1(K, \mathbb{Z}/p) \to H^1(K, \mathbb{G}_a) = 0
\]
where the last equality comes from the normal basis theorem (that essentially asserts that the additive group \((K, +)\) is a \( \Gamma_K \) permutation module and so has trivial cohomology). Then
\[
H^1(K, \mathbb{Z}/p) = K/\mathcal{P}(K).
\]
Reasoning exactly like the previous case we get that \( \text{ed}_k(\mathbb{Z}/p) = 1 \). The analogue Artin-Schreier exact sequence for truncated Witt vectors allows us to assert
\[
\text{ed}_k(\mathbb{Z}/p^n) \leq n.
\]
Unfortunately not much more is known, although it is conjectured that the equality always holds.

**The circle group**

Now focus on the case of the circle group \( S^1 \). This is the group scheme of Hopf algebra
\[
k[X, Y]/(X^2 + Y^2 - 1)
\]
and comultiplication
\[
\Delta X = X \otimes X - Y \otimes Y \quad \Delta Y = X \otimes Y + Y \otimes X.
\]
As we have already seen this is a twisted form of $\mathbb{G}_m$. In order to present a clearer treatment we will generalize to a wider class of groups.

Let $L$ be an étale $k$-algebra. Then we may define $G^1_{m,L}$ as a group scheme over $k$ such that

$$1 \to G^1_{m,L} \to R_{L/k}(\mathbb{G}_m) \xrightarrow{Nm_L} \mathbb{G}_m \to 1$$

where the last map is the norm map that sends each element of $R_{L/k}(\mathbb{G}_m)(A) = (A \otimes_k L)^\times$ in the determinant over $k$ of the multiplication map. The case of $S^1$ is exactly the case with $L = k[t]/(t^2 + 1)$. We are aiming to the following result

**Proposition 3.10.** Let $L/k$ be an étale algebra of dimension $n \geq 1$. Then $ed_k G^1_{m,L}$ is equal to 0 if $L$ is product of separable extension of $k$ of pairwise coprime degree.

Remembering that the semisplit torus $R_{L/k}(\mathbb{G}_m)$ is acyclic then we have a long exact sequence

$$1 \to G^1_{m,L}(K) \to (L \otimes_k K)^\times \to K^\times \to H^1(K, G^1_{m,L}) \to 1.$$ 

So as usual

$$H^1(K, G^1_{m,L}) = K^\times / Nm_L((L \otimes_k K)^\times).$$

and $ed_k G^1_{m,L} \leq 1$. In fact with some more careful reasoning we may prove that $ed_k G^1_{m,L} = 0$ if and only if $L$ is a product of finite separable field extensions of $k$ of pairwise coprime degree. In particular $ed_k(S^1) = 1$ if and only if the characteristic of $k$ is not 2 and $-1$ is not a square in $k$.

### 3.3 Versal torsors

In order to do more refined calculations we need a different characterization of essential dimension, as the dimension of a minimal “space of parameters” which describes the $G$-torsors. This will not be a moduli space (although the notions are surely correlated) because instead of asking for an universal property we will not insist on the unicity requirement. So, following [AD07], these object are called “versal” (like universal but without the uniqueness).

Let $G$ be an algebraic group over a field. A **weakly versal** torsor for $G$ is a $G$-torsor $P \to X$ such that for every field extension $K/k$ and every $G$-torsor $Q \to \text{Spec } K$ there is a cartesian diagram

$$
\begin{array}{ccc}
Q & \longrightarrow & P \\
\downarrow & & \downarrow \\
\text{Spec } K & \longrightarrow & X \\
G & \downarrow & G \\
\end{array}
$$

\[ \text{Diagram is commutative.} \]
That is the natural map of functors $X \to H^1(-, G)$ that sends ever $p \in X(K)$ to the class $[p^*P]$ is surjective. But then using proposition 3.6 we get that

$$\text{ed}_k G \leq \dim X.$$ 

A $G$-torsor $P \to X$ is said to be **versal** if for every open subscheme $U \subseteq X$ the restriction $P|_U$ is weakly versal.

If $T \to S$ is a $G$-torsor a **compression** of $T \to S$ is another $G$-torsor $T' \to S'$ with rational dominant $G$-equivariant maps $T \dashrightarrow T'$, $S \dashrightarrow S'$ such that the following diagram commutes

$$
\begin{array}{ccc}
T & \dashrightarrow & T' \\
G & \downarrow & G \\
S & \dashrightarrow & S'
\end{array}
$$

Note that such a diagram, if it exists, is necessarily cartesian since the category of torsors over a base scheme is a groupoid.

The compression of a torsor is in some sense a simplification. The first thing we see is that the operation of compression doesn’t alter the versality of a torsor.

**Proposition 3.11.** Every compression of a versal torsor is versal.

**Proof.** Let $T \to S$ be a versal torsor and $T' \to S'$ be a compression. Fix a $G$-torsor $P \to \text{Spec } K$ and an open subset $U' \subseteq S'$. Then we must find a point $p \in U'(K)$ such that $p^*(T'|_{U'}) = P$. Now be $U$ the preimage of $U$ via the map $S \to S'$. This is not empty because the preimage of a nonempty open via a rational dominant map is nonempty. Since the torsor $T \to S$ is versal we may find a point $q \in U(K)$ such that $q^*T = P$. But then choosing $p$ as the image of $q$ in $S'$ we have the thesis. 

**Theorem 3.12.** Let $G$ be an algebraic group over $k$ and let $P \to X$ be a versal torsor with $X$ integral. Then the essential dimension of $G$ is equal to the least dimension of $X'$ where $P' \to X'$ is a compression of $P \to X$.

**Proof.** Since the compression of a versal torsor is versal we have that $\text{ed}_k G \leq \dim X'$ for each compression $P' \to X'$. So we need to prove the other inequality, i.e. to find a compression $P' \to X'$ such that $\dim X' = \text{ed}_k X$. Let $K = K(X)$ be the function field of $X$ and let $P_K \to \text{Spec } K$ be the generic fibre. This is a $G$-torsor over $K$ so we may find a subfield $L \subseteq K$ of trascendence degree $\text{ed}_k G$ over which $P_K$ is defined. Let $P'_L \to \text{Spec } L$ be a torsor such that $P'_L \times_L K = P_K$. We claim that there exists a torsor $P'' \to X'$ for which $P''_L \to \text{Spec } L$ is the generic fibre. First note that we may suppose $P$ and $X$ to be affine (take an open dense affine subscheme $U \subseteq X$ and take the restriction of $P$ to $U$).

Now let $A = O(X)$, $B = O(T)$, $\tilde{B} = O(\tilde{T})$ and $\tilde{B}' = O(\tilde{T}')$. The $G$-action on $T$ and $T'$ amounts to two map of rings

$$B \to B \otimes_k O(G), \quad \tilde{B}' \to \tilde{B}' \otimes_k O(G)$$
that give to $B$ and $\tilde{B}'$ the structure of $\mathcal{O}(G)$-comodule. Moreover the fact that they are $G$-torsor requires that the two induced maps
\[ B \otimes_A B \to B \otimes_k \mathcal{O}(G), \quad \tilde{B}' \otimes_L \tilde{B}' \to \tilde{B}' \otimes_k \mathcal{O}(G) \]
are isomorphism. Now, let $L = k(\alpha_1, \ldots, \alpha_n)$. Without loss of generality we may suppose that $\alpha_i \in A$. Then we put $A' = k[\alpha_1, \ldots, \alpha_n]$.

Consider $\tilde{B}' = L[T_1, \ldots, T_m]/(f_i)_1$. Then $\tilde{B}' \otimes_K L = K[T_1, \ldots, T_m]/(f_i)_i$. But $\tilde{B}' \otimes_K L = B \otimes_A K = \mathcal{O}(T')$ and so, up to localizing at an opportune $d \in A'$, we may suppose that $f_i \in A'[T_1, \ldots, T_m]$ and that $B = A[T_1, \ldots, T_m]/(f_i)_i$.

Now the comodule structure on $\tilde{B}'$ is determined by the images of the $T_i$, that is
\[ T_i \to \sum h_{il} \otimes g_{il} \quad h_{il} \in L[T_1, \ldots, T_m]/(f_i)_i, \; g_{il} \in \mathcal{O}(G). \]
Then up to localize further we may suppose that even $h_{il} \in A'[T_1, \ldots, T_m]$. Now we put
\[ B' = A'[T_1, \ldots, T_m]/(f_i)_1. \]
This has a natural structure of comodule inherited by $\tilde{B}'$ and so, up to an even further localization to assure the existence of the isomorphisms, we get that $A' \to B'$ determine a compression of $T$ on Spec $A'$, except maybe for the flatness of the map $A' \to B'$. But the generic freeness lemma allows us to get it to the price of localizing again, which does not disrupt the previous properties. So we have found a compression of $T$ with base dimension $\dim A' = \text{trdeg}_k L = \text{ed}_k G$.

**Lemma 3.13.** Let $G$ be a finite étale group scheme over $k$ such that $\text{ed}_k G = 1$. Then $G$ is isomorphic to a closed subgroup of $\text{PGL}_2$.

**Proof.** Take a faithful representation $V$ of $G$. Then $V \to V/G$ is a versal torsor. Since $\text{ed}_k G = 1$ we can find a compression $T \to S$ with $\dim S = 1$. But then $\dim T = \dim S + \dim G = \dim S = 1$ and $T$ is unirational since there is a rational dominant map $V \to T$. By Luroth’s theorem every unirational variety is rational so $T$ is birational to $\mathbb{P}^1$. So $G$ is a closed subgroup of the group of birational automorphism of $\mathbb{P}^1$, which is exactly $\text{PGL}_2$.

### 3.4 Essential dimension and representations

Let $X$ be a scheme of finite type over a field $k$ and suppose that $G$ is an algebraic group acting generically freely on $X$. We will call an open $G$-invariant subscheme of $X$ that satisfies the thesis of the theorem 2.17 a **friendly** open subscheme of $X$.

**Proposition 3.14.** Let $G$ an algebraic group over $k$ that acts linearly and generically freely on $\mathbb{A}^n_k$. Suppose that $U \subseteq \mathbb{A}^n_k$ is a friendly open subscheme (whose existence is guaranteed by the theorem). Then $U \to U/G$ is a versal $G$-torsor. In particular
\[ \text{ed}_k G + \dim G \leq n. \]
Proof. Let $T \to \text{Spec} \, K$ be a $G$-torsor. Our goal is to find a point $p \in U/G(K)$ such that $p^* U = T$. Now consider $\mathbb{A}^n_k$ as a $G$-space and twist the action by $T$ getting $T \times^G \mathbb{A}^n_k$. But every twist of $\mathbb{A}^n_k$ by a linear action is isomorphic to $\mathbb{A}^n_k$ so the rational points are dense, so we can pick $y \in T \times^G U(k)$, which is an open subscheme of $T \times^G A^m_k$. Now $T \times^G U = U/G$ since the action of $G$ on $U/G$ is trivial. So we may take as $p$ the image of $y$ in $U/G(K)$. Now it is easy to construct a simple $\Gamma_k$-equivariant isomorphism between $p^* U$ and $T$ over $K$, that descends to an isomorphism over $K$.

Lemma 3.15. Let $G$ be a finite étale group scheme and let $V$ be a faithful $G$-representation. Then the action of $G$ on $V$ is generically free.

Proof. Consider the action of $G(k^s)$ on $V \otimes_k k^s$. For every $g \in G(k^s)$ its set $(V \otimes_k k^s)^g$ of the fixed points of $g$ is a proper subvariety of $V \otimes_k k^s$ (precisely a proper vector subspace), and since $G(k^s)$ is a finite group the set

$$S = \bigcup_{g \in G(k^s)} (V \otimes_k k^s)^g$$

is a proper subvariety of $V \otimes_k k^s$. Moreover is clearly stable for the action of the Galois group $\Gamma_k$, so by descent theory it came out from a closed subscheme $C$ of $V$. On $V \setminus C$ the action of $G$ is free, by the criterion of proposition 2.16.

Recently Merkuriev and Karpenko have proved that this bound is sharp for $p$-groups if the ground field contains the $p$-th roots of unity.

Theorem 3.16 (Merkurjev-Karpenko). Let $G$ be a $p$-group and $k$ a field of characteristic different from $p$ containing a primitive $p$-th root of unity. Then $\text{ed}_k(G)$ coincides with the least dimension of a faithful representation of $G$ over $k$.

Proof. See [KM08].

Theorem 3.17. Let $G$ be a closed subgroup of $GL_n$ such that the natural map $G \to PGL_n$ is still injective. Then

$$\dim G + \text{ed}_k G \leq n - 1$$

Proof. In fact we may find a friendly open of $\mathbb{P}^n \ U$ and a friendly open $V$ in the preimage of $U$ in $\mathbb{A}^n$. Then $U \to U/G$ is a compression of $V \to V/G$ and so it is still a versal torsor. Then $\text{ed}_k G \leq \dim V/G$, which is the thesis.

3.5 Essential dimension and subgroups

Now we begin to investigate the way essential dimension behave with respect to the operation of passing at subgroups.
Theorem 3.18. Let $G$ be an algebraic group over $k$ and let $H$ be a closed subgroup of $G$. Then
\[ \text{ed}_k H + \dim H \leq \text{ed}_k G + \dim G. \]

Proof. Take a generically free $G$ representation $V$ and pick a friendly open subscheme $U$ for the action of $G$. Note that $U$ is also $H$-stable, since $H$ is a subgroup of $G$.

Then there exists $U \to U/G$ and pick a compression $X \to X/G$ with $\dim X/G = \text{ed}_k G$. But then $H$ acts on $X$ freely (since $G$ does so) and so we may pick a friendly open subscheme $W \subseteq X$ such that $W \to V/H$ exists. But then $W \to W/H$ is versal, since the action of $A^n_k$ is, and so
\[ \text{ed}_k H \leq \dim W/H = \dim W - \dim H = \dim X - \dim H = \dim X/G + \dim G - \dim H = \text{ed}_k G + \dim G - \dim H \]
which is exactly the thesis.

Proposition 3.19. Let $G$ an algebraic group over a field $k$ and let $H$ a closed subgroup such that for each field extension $K/k$ the map
\[ H^1(K, H) \to H^1(K, G) \]
is trivial. Then $G \to G/H$ is a weakly versal $H$-torsor and in particular
\[ \text{ed}_k H + \dim H \leq \dim G. \]

Proof. Since $G \to G/H$ is clearly an $H$-torsor all we have to show is that for each $H$-torsor $P \to \text{Spec } K$ there is $x \in G/H(K)$ such that $x^*G = P$. But since the map $H^1(K, H) \to H^1(K, G)$ is trivial we have that $P \times^H G$ is the trivial $G$-torsor. So it has a section $\text{Spec } K \to P \times^H G$ and a projection $P \times^H G \to G$ in such way that the following diagram commutes.

\[
\begin{array}{ccc}
P & \to & P \times^H G = G_K \\
\downarrow & & \downarrow \\
\text{Spec } K & \to & G \\
\end{array}
\]

So if we call $x : \text{Spec } K \to G/H$ the composition we have that $x^*G \cong P$ and the theorem is proved.

3.6 More essential dimension computations

In this section we will give more refined computations of essential dimension.
3.6. MORE ESSENTIAL DIMENSION COMPUTATIONS

The symmetric group $S_n$

**Lemma 3.20.** If $G = C_2 \times \cdots \times C_2$ is the product of $n$ copies of the cyclic group of order two we have $ed_k(G) = n$.

**Proof.** It is trivial from

\[ H^1(K, C_2 \times \cdots \times C_2) = K^\times / (K^\times)^2 \times \cdots \times K^\times / (K^\times)^2. \]

\[ \square \]

**Theorem 3.21.** Let $S_n$ be the symmetric group on $n$ elements. Then, if $n \geq 5$

\[ \left\lfloor \frac{n}{2} \right\rfloor \leq ed_k S_n \leq n - 3. \]

**Proof.** Consider the subgroup $H$ of $S_n$ generated by the transpositions $(12), (34), (56), \ldots$. This is a subgroup of $S_n$ isomorphic to $(C_2)^{\left\lfloor \frac{n}{2} - 1 \right\rfloor}$. Then $ed_k S_n$ is greater or equal to that of $H$. This proves the lower bound.

For the upper bound consider the permutation representation of $S_n$ on $V = \mathbb{A}_k^n$. This is clearly faithful, so it is generically free. So

\[ ed_k(S_n) = ed_k(k(x_1, \ldots, x_n)/k(x_1, \ldots, x_n)^{S_n}). \]

We need to find a subfield of $k(x_1, \ldots, x_n)$ that is $S_n$-stable and on which the action of $S_n$ is faithful. We may take the subfield generated by the biratios

\[ [x_i, x_j, x_l, x_m] = \frac{(x_i - x_l)(x_j - x_m)}{(x_j - x_l)(x_i - x_m)}. \]

This is clearly $S_n$-stable. Moreover if $n \geq 5$ for every nontrivial $\sigma \in S_n$ there is $i$ such that $\sigma(i) \neq i$. So we may find a biratio containing $i$ and non containing $\sigma(i)$. Then that biratio cannot be fixed by $\sigma$ and the action is faithful.

All we need to prove is that the transcendence degree of the biratios is less or equal to $n - 3$. But this is easy, since the field is generated by the $n - 3$ elements $\{[x_1, x_2, x_3, x_i] | 4 \leq i \leq n\}$ thanks to the well known symmetry property of the biratios and the identity

\[ [x_i, x_j, x_l, x_m][x_i, x_s, x_m, x_l] = [x_i, x_j, x_s]. \]

So the thesis is proved. \[ \square \]

If $n = 3, 4$ all we can hope to prove is $ed_k S_n \leq n - 2$, and this is done by considering the representation of the subspace of $V$ given by $x_1 + \cdots + x_n = 0$. So $k(x_1, \ldots, x_n)$ is still versal. Then we may take $k(x_1/x_{n-1}, \ldots, x_{n-2}/x_{n-1})$ and this gives the bound required.
So we have the following values

\[
\begin{align*}
\text{ed}_k S_2 &= 1 \\
\text{ed}_k S_3 &= 1 \\
\text{ed}_k S_4 &= 2 \\
\text{ed}_k S_5 &= 2 \\
\text{ed}_k S_6 &= 3 \\
3 \leq \text{ed}_k S_7 &\leq 4
\end{align*}
\]

Recently Duncan has proved that if \( k \) has characteristic 0 we have \( \text{ed}_k S_7 = 4 \) (see [Dun09]).

**Cyclic and dihedral groups**

**Lemma 3.22.** Let \( n \) be an integer and \( k \) a field such that \( n \) is coprime with the characteristic of \( k \). Let \( \zeta \in k^* \) be a primitive \( n \)-th root of unity and set \( \alpha = \zeta + \zeta^{-1} \). Suppose \( \alpha \in k \). Then the subgroup of \( GL_2(k) \) generated by the matrices

\[
S = \begin{pmatrix} \alpha & 1 \\ -1 & 0 \end{pmatrix}, \quad T = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

is isomorphic to the dihedral group \( D_n = \langle r, s \mid r^n = s^2 = rsrs = 1 \rangle \). Moreover if \( n \) is odd the map \( D_n \to PGL_2(k) \) is injective.

**Proof.** It is clear that \( T^2 = 1 \) and a direct computation shows that that \( STST = 1 \). Computing the characteristic polynomial of \( S \) we see that it is

\[
p_S(\lambda) = \lambda(\lambda - \alpha) + 1 = (\lambda - \zeta)(\lambda - \zeta^{-1}).
\]

Since all eigenvalues are distinct and of exact order \( n \) the matrix \( S \) is diagonalizable of exact order \( n \).

Now suppose that \( n \) is odd. Since \( T \neq 1 \) in \( PGL_2(k) \) it still has order 2. All we need to show is that \( S \) has exact order \( n \) (since the only quotient of \( D_n \) which is injective on the copy of \( \mathbb{Z}/n \) and on a reflection is the identity). But suppose that \( S^d = \lambda \) for some \( d < n \). Then \( \zeta^d = \lambda \) and \( \zeta^{-d} = \lambda \), since they are the eigenvalues of \( S \). But then \( \zeta^{2d} = 1 \) and so \( n \mid 2d \). But \( n \) is odd so \( n \mid d \) and the thesis is proved.

**Theorem 3.23.** Let \( n \) be an integer and \( k \) a field of characteristic not dividing \( n \) which contains \( \zeta + \zeta^{-1} \) for \( \zeta \) a primitive \( n \)-th root of unity. Then

\[
1 \leq \text{ed}_k \mathbb{Z}/n \leq \text{ed}_k D_n \leq 2.
\]

Moreover if \( n \) is odd

\[
\text{ed}_k \mathbb{Z}/n = \text{ed}_k D_n = 1.
\]

**Proof.** The previous lemma easily implies the upper bounds, together with the fact that \( \mathbb{Z}/n < D_n \). We need to show that \( \text{ed}_k \mathbb{Z}/n \geq 1 \). But then \( \mathbb{Z}/n \) becomes isomorphic to \( \mu_n \) on \( k(\zeta) \) and so

\[
\text{ed}_k \mathbb{Z}/n \geq \text{ed}_{k(\zeta)} \mathbb{Z}/n = \text{ed}_{k(\zeta)} \mu_n = 1.
\]
Corollary 3.24. For every field $k$ we have $\text{ed}_k(\mathbb{Z}/3) = \text{ed}_k(D_3) = 1$.

Proof. If $k$ is of characteristic 3 we already knew the result from the Artin-Schreier exact sequence. Suppose now that $k$ has characteristic coprime with 3. Then if $\zeta$ is a primitive root of unity we have $\zeta + \zeta^{-1} = 1 \in k$ and so we may apply the previous theorem.

3.7 Groups of multiplicative type

In this section I want to present an original result about the essential dimension of groups of multiplicative type. As we have seen if the base field has not enough roots of unity the computation of essential dimension of finite constant group is significantly harder. In [Led02] Ledet has proved that the essential dimension of a twisted form of $\mu_{p^r}$ for a prime $p$ is less or equal to $\varphi(p-1)p^{r-1}$. So, in particular, if $k$ has not characteristic $p$

$$\text{ed}_k(\mathbb{Z}/p^r) \leq \varphi(p-1)p^{r-1}.$$ 

Here we generalize his methods to get a bound on the essential dimension of twisted forms of $\mu_{p^r}$.

Our bound will be a direct consequence of lemma 3.19 and lemma 2.38.

Theorem 3.25. Let $G$ a group of multiplicative type over $k$ with character module $\Lambda$. Consider the natural surjective map

$$\varepsilon : \mathbb{Z}^\Lambda \to \Lambda$$

which sends $e_\lambda$ to $\lambda$ for each $\lambda \in \Lambda$. Then if $M \subseteq \mathbb{Z}^\Lambda$ is a $\Gamma$-submodule such that $\varepsilon(M) = \Lambda$ then

$$\text{ed}_k G \leq \text{rk } M$$

Proof. If we denote by $T, T'$ the algebraic tori associated with the modules $M, \mathbb{Z}^\Lambda$ we have that there is a monomorphism of algebraic groups $G \to T$ which factors through $T'$. Then the map

$$H^1(K,G) \to H^1(K,T')$$

factors through $H^1(K,T') = 0$ and so is the null map. Then, by proposition 3.19

$$\text{ed}_k(G) \leq \dim T = \text{rk } M.$$ 

Thanks to the previous theorem we may reduce bounds on the essential dimension of groups of multiplicative type to the existence of certain subrepresentation of their character module.

Let $\Gamma$ be a profinite group and $M$ a $\Gamma$-module. Then a pure subrepresentation of $M$ is a $\Gamma$-submodule which is pure as a $\mathbb{Z}$-submodule. We will call

\footnote{Recall that a $\mathbb{Z}$-submodule $N$ of a module $M$ is pure if and only if the quotient $M/N$ is torsion-free.}
a representation pure irreducible if it has no nontrivial pure subrepresentations.\footnote{We note here that in most texts in integral representation theory the adjective “pure” is dropped.}

The maps $R \mapsto R \otimes \mathbb{Z} \mathbb{Q}$ and $S \mapsto S \cap M$ give a correspondence between pure subrepresentation of $M$ and subrepresentation over $\mathbb{Q}$ of $M \otimes \mathbb{Z} \mathbb{Q}$. It is easy to check that this is a bijective correspondence and that sends pure irreducible representations in irreducible representations.

**Lemma 3.26.** Let $q = p^r$ be a prime power and consider the regular representation $R$ of $\mathbb{Z}/q^\times$. Let $\varepsilon : R \rightarrow \mathbb{Z}/q$ be the canonical augmentation map (which sends $e_1$ to 1). Then there is an unique minimal pure subrepresentation $S \subseteq R$ with the property that $\varepsilon(S) = \mathbb{Z}/q$. Moreover $S$ has $\mathbb{Z}$-rank $\varphi(p - 1)p^{r-1}$.

**Proof.** We will first treat the case in which $p$ is an odd prime. Then $\mathbb{Z}/q^\times$ is a cyclic group of order $\varphi(q)$. If we make a choice of a generator $l$ we can identify its group algebra with the commutative ring

$$\mathbb{Z}[T]/(T^{\varphi(q)} - 1)$$

Then the augmentation map $\varepsilon$ is simply the map of rings that sends $T$ to $l$. Now observe that the pure subrepresentations are in bijective correspondance with the ideals of the ring $\mathbb{Q}[T]/(T^{\varphi(q)} - 1)$ which are principal and generated by $P(T)$ where $P(T) \mid T^{\varphi(q)} - 1$. If we choose the $P$ to be monic polynomials the Gauss lemma ensures that they generate also the corresponding pure subrepresentations over $\mathbb{Z}$. Now recall that in $\mathbb{Z}/p$ we have $\Phi_{p^h}(T) = (\Phi_d(T))^{\varphi(p^h)}$ where the $\Phi$ are cyclotomic polynomial and $p \mid d$.

So we have that $\Phi_d(l) \in \mathbb{Z}/q^\times$ if and only if $d$ is of the form $p^h(p - 1)$. So it is easy to see that the minimal pure subrepresentation such that the augmentation map is surjective is that generated by the product $\Phi_{d_{p^h}}$ where $d \mid p - 1$ but $d \neq p - 1$ and $0 \leq h \leq p - 1$. That subrepresentation is isomorphic to

$$\mathbb{Z}[T]/(\prod_{h=0}^{p-1} \Phi_{(p-1)p^h})$$

and so has rank

$$\sum_{h=0}^{r-1} \varphi((p - 1)p^h) = \varphi(p - 1) \left(1 + (p - 1) \sum_{h=1}^{r-1} p^{h-1}\right) = \varphi(p - 1)p^{r-1}.$$ 

To do the case $p = 2$ it is sufficient to note that there is no proper pure subrepresentation such that $\varepsilon$ is surjective. In fact note that the ring algebra is

$$\mathbb{Z}[T,S]/(T^{2^{n-2}} - 1, S^2 - 1)$$
Then every subrepresentation of lesser rank is composed of zerodivisors of the ring algebra. From elementary commutative algebra we see that zerodivisors are all contained in ideals of the form

\((\Phi_{2h}(T), S \pm 1)\).

By the prime avoidance principle then our subrepresentation is contained in one ideal of this form. But now it is a simple check that \(\varepsilon\) is not surjective when restricted to any of them (in particular it can’t have odd values).

Now we can prove the main theorem of this section.

**Theorem 3.27.** Let \(G\) a twisted form of \(\mu^n_p\) over a field \(k\). Then

\[ \text{ed}_k G \leq \varphi(p - 1)p^{n(r-1)}p^n - 1 \]

**Proof.** The character module of \(G\) is \(\Lambda = (\mathbb{Z}/p^r)^n\) with an action of \(\Gamma_k\). We want to find a linear \(GL_n(\mathbb{Z}/p^r)\)-invariant submodule of \(\mathbb{Z}^\Lambda\) which surjects on \(\Lambda\). First of all we note that the set \(X = \Lambda \setminus p\Lambda\) is the only orbit for the action of \(GL_n(\mathbb{Z}/p^r)\) which generates \(\Lambda\) as a module. So surely we can restrict our attention to \(\mathbb{Z}^X\). We observe that \(#X = p^m - p^{n(r-1)}\).

Consider now the action of \((\mathbb{Z}/p^r)\times\) on \(\mathbb{Z}^\Lambda\) via scalar matrix multiplication. This decomposes \(\mathbb{Z}^X\) in orbits of cardinality \(p - 1\), corresponding to elements of \(\mathbb{P}^{n-1}(\mathbb{Z}/p^r)\), since the action is free. So this gives a decomposition of \(\mathbb{Z}^\Lambda\) as a \((\mathbb{Z}/p^r)\times\)-module:

\[ \mathbb{Z}^\Lambda = \mathbb{Z} \oplus \bigoplus_{a \in \mathbb{P}^{n-1}(\mathbb{Z}/p^r)} \mathbb{Z}^a \]

Note that for each \(a \in \mathbb{P}^{n-1}(\mathbb{Z}/p^r)\) the \((\mathbb{Z}/p^r)\times\)-representation \(\mathbb{Z}^a\) is regular (since the action on \(a\) is freely transitive).

Now for each \(a \in \mathbb{P}^{n-1}(\mathbb{Z}/p^r)\) we can take \(R_a\) the only pure subrepresentation of \(\mathbb{Z}^a\) whose existence is granted by the previous lemma and take

\[ R = \bigoplus_{a \in \mathbb{P}^{n-1}(\mathbb{Z}/p^r)} R_a \]

I claim that \(R\) is a \(GL_n(\mathbb{Z}/p^r)\) pure subrepresentation which surjects onto \(\Lambda\). That surjects is trivial, since each \(R_a\) surjects onto \(\mathbb{Z}/p \cdot a\). Moreover if \(g \in GL_n(\mathbb{Z}/p^r)\) we have that \(g\) is an isomorphism between \(\mathbb{Z}^a\) and \(\mathbb{Z}^{ga}\), so it must be an isomorphism between \(R_a\) and \(R_{ga}\) (since they are the only pure irreducible subrepresentations which surjects onto the corresponding \(\mathbb{Z}/p^r \cdot a\)). So \(gR = R\).

At last we note that \(\text{rk} R = \#\mathbb{P}^{n-1}(\mathbb{Z}/p^r) \cdot \text{rk} R_a = \varphi(p - 1)p^{n(r-1)}p^n - 1\). Now since \(R\) is \(GL_n(\mathbb{Z}/p^r)\)-invariant is also clearly \(\Gamma_k\)-invariant and the thesis follows from theorem 3.25. \(\square\)
Remark 3.28. Note that our bound is very poor in the case of \((\mathbb{Z}/p^r)^n\). In fact, since the essential dimension of a product is less or equal the sum of essential dimensions

\[ \text{ed}_k (\mathbb{Z}/p^r)^n \leq n \text{ed}_k \mathbb{Z}/p^r \leq n\varphi(p - 1)p^{r - 1} < \varphi(p - 1)p^{n(r - 1)}\frac{p^n - 1}{p - 1} \]
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