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Abstract. We introduce and study the Chern filtration on the cohomology of the moduli
of bundles on curves. This can be viewed as a natural cohomological invariant defined via
tautological classes that interpolates between additive Betti numbers and the multiplicative
ring structure. In the rank two case, we fully compute the Chern filtration for moduli of stable
bundles and all intermediate stacks in the Harder–Narasimhan stratification. We observe a
curious symmetry of the Chern filtration on the moduli of rank two stable bundles, and
construct sl2-actions that categorify this symmetry. Our study of the Chern filtration is
motivated by the P = C phenomena in several related geometries.
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0. Introduction

Let Σ be a complex smooth projective curve of genus g ≥ 2, and let r and d be two
coprime integers. We denote by Nr,d = Nr,Λ the moduli space of stable rank r and degree d
vector bundles on Σ, with fixed determinant Λ ∈ Picd(Σ). It is a smooth projective variety
of (complex) dimension (r2 − 1)(g − 1), whose underlying real manifold structure depends on
the curve only through its genus g due to the Narasimhan–Seshadri theorem [NS].

The geometry and topology of the moduli space Nr,d have been extensively studied for
decades, dating back to Atiyah–Bott’s celebrated work [AB]. In particular, the cohomological
aspects of Nr,d are well-understood: it is known that the integral cohomology H∗(Nr,d,Z)
has no torsion and is tautologically generated [AB], closed formulas for the Betti numbers
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are obtained [Zag2] by solving the recursions in [HN, AB], and a set of geometric relations,
originally due to Mumford and later generalized by Earl–Kirwan, are complete [Kir, EK2].
Much more work has been done on tautological relations and intersection numbers on Nr,d;
see for example [Tha1, Tha2, Zag1, KN, EK1, TW, MO].

In the present paper, we study the cohomology of Nr,d from a new perspective, by introduc-
ing a natural filtration called the Chern filtration. This filtration defines two new invariants
attached to Nr,d: the dimensions of the graded pieces of the filtration, and the associated
graded ring. The Chern filtration is defined via tautological classes, so these are not purely
topological invariants but depend on the structure of Nr,d as a moduli space. They refine the
Betti numbers and can be determined from full knowledge of the relations among tautological
generators in the cohomology ring of Nr,d, so we have the following sequence of specializations:

Betti numbers refined Betti numbers associated graded ring cohomology ring

dimH i(Nr,d) dimCjH
i+j(Nr,d) grC• H∗(Nr,d) H∗(Nr,d)

Some of the main results in this paper are a complete determination of these new invariants
in rank two: the refined Betti numbers are given in Theorem 2.1, and we obtain two explicit
descriptions of the associated graded ring in Section 3.5 and in Corollary 4.13.

The study of the Chern filtration is greatly motivated by analogous filtrations on mod-
uli spaces of Higgs bundles or 1-dimensional sheaves on del Pezzo surfaces, where “P = C

phenomena” predicts strong properties for the Chern filtration in such geometries.
We work with cohomology groups with rational coefficients from now on.

0.1. Tautological classes and Chern filtrations. Under the assumption gcd(r, d) = 1,
there exists a universal rank r vector bundle U over Nr,d ×Σ which is unique up to tensoring
by line bundles from Nr,d. Fix a basis {1Σ, e1, . . . , e2g, pt} of H∗(Σ), with the convention that
ei ·ei+g = pt for 1 ≤ i ≤ g. Taking Künneth components of the Chern classes of a “normalized”
U with respect to this basis gives tautological classes in H∗(Nr,d). More precisely, we write

(1) ck(U) = αk ⊗ pt +
2g∑
i=1

ψk,i ⊗ ei + βk ⊗ 1Σ ∈ H∗(Nr,d)⊗H∗(Σ).

The normalizing condition means that we impose β1 = 0, which can be achieved by taking
an arbitrary U and tensoring it by a uniquely determined rational line bundle over Nr,d. We
refer to Section 1.2 for an equivalent but more canonical definition of the classes {αk, βk, ψk,i}
using the language of descendent algebra and stacks.1

By [AB], the classes {αk, βk, ψk,i}2≤k≤r generate the rational cohomology ring H∗(Nr,d).
We say that the tautological classes αk, βk, ψk,i, defined as the Künneth components of the

1There are various conventions on defining the tautological classes {αk, βk, ψk,i}. For example, our definition
agrees with [JK] but differs slightly from [AB, Kir]; see also Remark 1.4.
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k-th Chern class of U in (1), have Chern degree k. The total Chern degree of a monomial in
tautological classes is the sum of the Chern degrees of the respective tautological classes.

Definition 0.1. The Chern filtration C•H
∗(Nr,d) is the increasing filtration whose k-th step

CkH
∗(Nr,d) is spanned by all monomials in {αs, βs, ψs,i}2≤s≤r with total Chern degree ≤ k.

Since the top cohomology Htop(Nr,d) = H(r2−1)(2g−2)(Nr,d) is one-dimensional, there exists
a unique integer ℓ, which we call the top Chern degree, such that

0 = Cℓ−1H
top(Nr,d) ⊂ CℓHtop(Nr,d) = Htop(Nr,d).

Our first result on the Chern filtration is the following.2

Theorem 0.2. The top Chern degree of Nr,d equals (r + 2)(r − 1)(g − 1).

Note that the trivial bound for the top Chern degree is (r2 − 1)(2g − 2). The fact that the
actual value is around half of this bound is due to the presence of tautological relations in
H∗(Nr,d), which decrease the top Chern degree.

0.2. Main results and conjectures. We denote the associated graded of the Chern filtration
by

grCi H∗(Nr,d) := CiH
∗(Nr,d)/Ci−1H

∗(Nr,d)

and let
grC• H∗(Nr,d) :=

⊕
i≥0

grCi H∗(Nr,d) ;

note that grC• H∗(Nr,d) is naturally a bigraded algebra, with a cohomological degree and a
Chern degree. Define the refined Poincaré polynomial

Ω(Nr,d, q, t) :=
∑
i,j≥0

dim grCi H i+j(Nr,d)qitj ,

as well as the shifted version (by half of top Chern and cohomological degrees)

Ω(Nr,d, q, t) := q− 1
2 (r+2)(r−1)(g−1)t−

1
2 r(r−1)(g−1) · Ω(Nr,d, q, t).

A motivating question for us to study the Chern filtration is whether it has the “curious”
symmetry

(2) Ω(Nr,d, q, t) = Ω(Nr,d, q
−1, t−1) ,

which is originally inspired by the P = C phenomenon; see Section 0.3. The main result of
this paper consists of a series of structural theorems on the Chern filtration in the rank two
case; in particular, we give a positive answer to this question when r = 2.

2This result is implicit in [EK1] although the authors did not introduce the Chern filtration; see Section 1.4.
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Theorem 0.3. The refined Poincaré polynomial for N2,1 is

Ω(N2,1, q, t) = (1 + q2t)2g − q2g(1 + t)2g

(1− q2)(1− q2t2) .

In particular, the symmetry (2) holds when r = 2.

To state our next result, we denote by N≤d
2,1 the stack of vector bundles on Σ with rank

two and fixed determinant Λ of degree 1 whose maximal destablizing line bundle has degree
≤ d. This is an open substack of the stack N2,1 of rank two bundles with fixed determinant
Λ; see Section 1.1 for more discussions.3 The Chern filtration and refined Poincaré series can
be defined for N≤d

2,1 in a parallel way.

Theorem 0.4. We have

Ω(N≤d
2,1, q, t) = (1 + q2t)2g − q2g+4d(1 + t)2g

(1− q2)(1− q2t2)

= Ω(N2,1, q, t) +
d∑

k=1
q2g+4k−4 (1 + t)2g(1 + q2)

1− q2t2
.

Although Theorems 0.3 and 0.4 look similar in nature, our proof of Theorem 0.4 requires
establishing Theorem 0.3 first and analyzing the interaction between the Chern filtration and
Harder–Narasimhan stratifications for N2,1. The proofs of the two theorems will be given in
Sections 2 and 3, respectively.

Furthermore, we construct explicit operators and sl2-actions on grC• H∗(N≤d
2,1) in Section 4;

when d = 0, the corresponding sl2-triple categorifies the symmetry (2) for r = 2.

Theorem 0.5. There are explicit sl2-triples (ed, hd, fd) acting on grC• H∗(N≤d
2,1) for each d ≥ 0,

such that hd is a shift (depending on d) of the Chern grading operator. Moreover, when d = 0,
e0, f0 are self-adjoint and h0 is anti-self-adjoint with respect to the associated graded Poincaré
pairing (3).

The above sl2-actions are first defined on the descendent algebra D, which is the free super-
commutative algebra generated by symbols αk, βk, ψk,i (see Definition 1.2), and then shown
to descend via the surjection D ↠ grC• H∗(N≤d

2,1).
When d = 0, the sl2-action also gives a beautiful description of the associated graded ideal

of tautological relations, defined as Igr := ker(D ↠ grC• H∗(N2,1)). Let C>4g−4D ⊂ D be the
subspace of descendents with Chern degree greater than 4g−4. Note that Theorem 0.2 implies
that C>4g−4D ⊂ Igr.

Corollary 0.6 (= Corollary 4.13). The associated graded ideal Igr ⊂ D is the smallest sl2-
invariant ideal containing C>4g−4D.

3In particular, the stack N≤0
2,1 is a µ2-gerbe over N2,1 and their cohomology rings are isomorphic.
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In the rank three case, we propose a closed formula for Ω(N3,1, q, t) that satisfies the sym-
metry (2); it is verified for g = 2, 3 by explicit computations of the cohomology rings.

Conjecture 0.7. The refined Poincaré polynomial for N3,1 is

Ω(N3,1, q, t) = 1
(1− q2)(1− q2t2)(1− q3t)(1− q3t3)

(
(1 + q2t)2g(1 + q3t2)2g

−q4g−2 (1 + qt)(1− q3t)
1− t2 (1 + t)2g(1 + qt2)2g

+q4g−2t2g
(1− q2)(1 + qt+ q2t2)

1− t2 (1 + q)2g(1 + t)2g
)
.

In general, we ask the following question:

Question 0.8. Does the symmetry (2) hold for d = 1 and arbitrary ranks?

This is equivalent to the statement that the intersection pairing

(3) grC• H∗(Nr,1)⊗ grCtop−•H
∗(Nr,1) −→ Q

on the associated graded ring is perfect, where top is the top Chern degree; see Corollary 1.10
and the discussion afterward. Note that we do not expect the symmetry to hold for arbitrary
degrees d coprime to the rank: there is a clear topological obstruction to this, which we
discuss in Remark 1.11. To further investigate Question 0.8, it would be useful to compute
the cohomology rings H∗(N5,d) for d = 1, 2 using the geometric relations in [EK2].

We also propose a conjectural formula for the t = −1 specialization of the refined Poincaré
polynomial for general ranks; see Section 1.3 for some motivation and discussions.

Conjecture 0.9. We have

Ω(Nr,d, q,−1) =
r∏

k=2
(1− (−q)k)2g−2.

Finally, we point out that the Chern filtration can be defined on the cohomology of moduli
spaces of G-bundles for other groups G. A natural question is to determine the top Chern
degree (cf. Theorem 0.2) for G-bundles.

0.3. Relation to the P = C phenomenon. Our study of the Chern filtration for Nr,d is
largely motivated by the P = C phenomenon in several related geometries, e.g., the moduli
space of Higgs bundles on curves, and the moduli space of 1-dimensional sheaves on del Pezzo
surfaces (cf. [KPS, KLMP]). Roughly speaking, the P = C phenomenon predicts a match
of the Chern filtration on these moduli spaces with the perverse filtration induced by certain
abelian fibrations. We refer to [PSSZ, Section 1.4] for a recent account on the history and
development of this phenomenon. The P = C match for moduli of Higgs bundles is a key step
in recent proofs of the P = W conjecture [dCHM, MS2, HMMS, MSY].
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While the perverse filtration relies on the structure of a proper fibration, the Chern filtration
is a more general structure that can be defined on many moduli spaces of sheaf-like objects.
We believe that the Chern filtration is interesting to study on its own as a cohomological
invariant. For example, one consequence of the P = C match is the curious Hard Lefschetz
symmetry on the Chern filtration inherited from the relative Hard Lefschetz symmetry on the
perverse filtration; see [Mel] and [KLMP, Remark 6.7 (iii)]. It is natural to ask if a similar
symmetry holds for the Chern filtration where a nontrivial perverse filtration is not present,
cf. Question 0.8. In this paper, we present positive evidence to this question for Nr,d in low
ranks.

Finally, we note that the perverse counterpart of our new cohomological invariants have
been systematically studied in the literature: the associated graded grP• H∗(−) of the perverse
filtration on moduli of 1-dimensional sheaves are expected to be certain spaces of BPS states
in the Gopakumar–Vafa theory for (local) Calabi–Yau threefolds [GV, HST, KL, MT], and
the refinement of Betti numbers by the perverse filtration gives refined BPS invariants for
such Calabi–Yau threefolds; see [KLMP, Section 6.2] for a detailed discussion and connections
to other enumerative theories.

0.4. Acknowledgements. We would like to thank Tamás Hausel, Andres Fernandez Herrero,
Davesh Maulik, Dhruv Ranganathan, Junliang Shen, and Ravi Vakil for interesting and helpful
discussions on relevant topics. We specially thank Anton Mellit for his lectures at Lisbon in
2022 which greatly helped us to construct the sl2-triples. This research was supported by the
Yonsei University Research Fund of 2024-22-0502.

1. Preliminaries

The purpose of this section is to collect some notations and results useful for the rest of the
paper. In particular, we introduce the descendent algebra D and prove Theorem 0.2.

1.1. Moduli stacks and moduli spaces. Throughout, we fix a smooth projective curve Σ
of genus g over the complex numbers. Let r, d ∈ Z with r > 0. We denote by Mr,d the moduli
stack of all vector bundles over Σ of rank r and degree d. For given r > 0, the union of Mr,d

over all d ∈ Z is the mapping stack

Map(Σ, BGLr) .

There is a universal bundle V over the product Mr,d ×Σ. Recall that the slope of a bundle is
defined as

µ(V ) = deg(V )
rk(V ) ∈ Q

and that a bundle V is said to be semistable if µ(W ) ≤ µ(V ) for every subbundle W ; if
the inequality is strict for any proper subbundle, then V is said to be stable. We denote by
Mss

r,d ⊆Mr,d the open moduli substack of semistable bundles. This stack admits a projective
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good moduli space Mss
r,d → Mr,d. When gcd(r, d) = 1, every semistable bundle is stable and

the good moduli map Mss
r,d →Mr,d is a trivial Gm-gerbe; in particular, Mr,d is the rigidification

of the stack Mss
r,d.

Remark 1.1. In Section 3, we will consider more generally the open substacks M≤µ
r,d wich

parametrize bundles that do not admit subbundles with slope > µ; this coincides with Mss
r,d

when we take µ = d/r.

We will mostly be interested in moduli spaces with fixed determinant. Let Picd = M1,d =
Mss

1,d be the Picard stack of Σ and Picd = M1,d be the Picard variety. Given a fixed line bundle
Λ of degree d, the stack of vector bundles with fixed determinant Λ is the following fiber:

Nr,Λ Mr,d

{Λ} Picd.

det

Since different choices of line bundles Λ lead to isomorphic stacks, we will often just denote
Nr,d = Nr,Λ. Similarly, we define Nss

r,d; the stack Nss
r,d admits a projective good moduli space

Nr,d. Indeed, the latter is the fiber of the determinant map Mr,d → Picd over [Λ] ∈ Picd. The
good moduli map Nss

r,d → Nr,d is a µr-gerbe when gcd(r, d) = 1.

1.2. Tautological classes and the descendent algebra. The universal bundle V on Mr,d×
Σ can be used to define tautological classes on the stack Mr,d. Recall from the introduction
that we fix a basis {1Σ, e1, . . . , e2g, pt} of H∗(Σ), with the convention that ei · ei+g = pt for
1 ≤ i ≤ g. Define classes

αk ∈ H2k−2(Mr,d) , ψk,i ∈ H2k−1(Mr,d) , βk ∈ H2k(Mr,d)

as the Künneth components in

ck(V) = αk ⊗ pt +
2g∑
i=1

ψk,i ⊗ ei + βk ⊗ 1Σ ∈ H∗(Mr,d)⊗H∗(Σ) .

for 1 ≤ k ≤ r and 1 ≤ i ≤ 2g (note that α1 = d ∈ H0(Mr,d)).
The pullback of the universal bundle V via the map Nr,d×Σ→Mr,d×Σ defines a universal

bundle U on Nr,d × Σ together with an isomorphism det(U) ∼−→ q∗Λ, where q : Nr,d × Σ → Σ
is the projection. The Chern classes of U are given by

ck(U) = αk ⊗ pt +
2g∑
i=1

ψk,i ⊗ ei + βk ⊗ 1Σ ∈ H∗(Nr,d)⊗H∗(Σ) .

for k ≥ 2, where we omit the pullbacks of αk, ψk,i, βk to H∗(Nr,d), and c1(U) = d(1⊗ pt). In
particular, the classes ψ1,i and β1 pull back to 0.
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Definition 1.2 (SLr descendent algebra). Let D be the free super-commutative and unital
Q-algebra generated by the formal symbols

αk, βk, ψk,i, 2 ≤ k ≤ r, 1 ≤ i ≤ 2g ,

i.e.,
D = Q[{αk, βk}2≤k≤r]⊗ ΛQ({ψk,i}2≤k≤r, 1≤i≤2g).

The descendent algebra admits two gradings: the usual cohomological grading, which assigns

deg(αk) = 2k − 2, deg(βk) = 2k, deg(ψk,i) = 2k − 1 ;

and the Chern grading, which we denote by degC(−) and assigns

degC(αk) = degC(βk) = degC(ψk,i) = k .

Note that we have the inequalities

(4) degC(D) ≤ deg(D) ≤ 2 degC(D)

for every D ∈ D. The first inequality is an equality if and only if D is a power of α2, while
the second is an equality if and only if D is a product of βk’s.

There is a realization map D→ H∗(Nr,d) which sends the formal symbols αk, βk, ψk,i to the
corresponding cohomology classes. By restricting to the semistable loci, we define a realization
map D→ H∗(Nss

r,d) as well.

The next proposition collects some facts about the cohomology rings of the moduli spaces
and moduli stacks involved.

Proposition 1.3. We have the following relations between the (rational) cohomology of the
different moduli stacks and moduli spaces:

(i) The realization map D→ H∗(Nr,d) is a ring isomorphism.
(ii) The tensor product map Pic0 ×Nr,d →Mr,d sending (L,U) to L⊗ U induces a ring

isomorphism

H∗(Mr,d) ≃ H∗(Nr,d)⊗H∗(Pic0)
≃ Q[{αk}2≤k≤r]⊗Q[{βk}1≤k≤r]⊗ ΛQ({ψk,i}1≤k≤r, 1≤i≤2g) .

More generally, the same is true for Pic0 ×N≤µ
r,d →M≤µ

r,d and Pic0 ×Nss
r,d →Mss

r,d.
(iii) Assume gcd(r, d) = 1. We have an isomorphism of stacks Mss

r,d ≃Mr,d×BGm, hence

H∗(Mss
r,d) ≃ H∗(Mr,d)⊗H∗(BGm) ≃ H∗(Mr,d)[β1] .

(iv) Assume gcd(r, d) = 1. The good moduli map Nss
r,d → Nr,d induces a ring isomorphism

H∗(Nr,d) ≃ H∗(Nss
r,d) .
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(v) Assume gcd(r, d) = 1. The tensor product map Picd×Nr,d → Mr,d induces a ring
isomorphism

H∗(Mr,d) ≃ H∗(Nr,d)⊗H∗(Pic0) ≃ H∗(Nr,d)⊗ ΛQ(ψ1,1, . . . , ψ1,2g)

The parts (iii), (iv) and (v) are standard facts. Although we believe that parts (i) and (ii)
are also well known to experts, we could not find the exact statements in the literature. We
defer their proof to Appendix A.

Thanks to Proposition 1.3 (iv), it makes sense to define a realization map to Nr,d as

D→ H∗(Nss
r,d) ≃ H∗(Nr,d) .

Remark 1.4. In the literature, it is frequent to define tautological generators for N2,1 using the
endomorphism bundle. Indeed, the endomorphism bundle EndU on Nss

2,1×Σ descends uniquely
to N2,1 × Σ and it is traditional (cf. [New2, Remark 2]) to define classes α, β, ψi ∈ H∗(N2,1)
via

c2(EndU) = 2α⊗ pt + 4
2g∑
i=1

ψi ⊗ ei − β ⊗ 1Σ ∈ H∗(N2,1 × Σ) .

These classes compare to the ones previously defined in the following way:

α = 2α2, ψi = ψ2,i, β = −4β2.

1.3. Chern filtration and refined Poincaré series. Given any of the possible moduli
spaces (with coprime r, d) or moduli stacks

X = Mr,d, Nr,d, M
ss
r,d, N

ss
r,d, M

≤µ
r,d , N

≤µ
r,d , Mr,d, Nr,d

previously introduced, there is a Chern filtration C•H
∗(X) on its cohomology parallel to

Definition 0.1. We define the refined Poincaré series Ω(X, q, t) for any of these spaces and
stacks as in Section 0.2:

Ω(X, q, t) :=
∑
i,j≥0

dim grCi H i+j(X)qitj .

Note that stacks typically have infinitely many non-zero cohomology groups, so Ω(X, q, t)
is a formal power series in the variables q, t. The following proposition compares the Chern
filtrations on different stacks; while the statement is very natural, its proof is slightly technical
and we spell it out for completeness.

Proposition 1.5. Under the isomorphism in Proposition 1.3 (ii), we have

C•H
∗(M≤µ

r,d ) ≃ C•H
∗(N≤µ

r,d )⊗ C•H
∗(Pic0),

meaning that the filtration on the left-hand side matches the tensor product filtration on the
right-hand side.
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Proof. Under the decomposition Pic0 ≃ BGm × Pic0, it is clear that we have

C•H
∗(Pic0) ≃ C•H

∗(Pic0)⊗ C•H
∗(BGm)

where C•H
∗(Pic0) and C•H

∗(BGm) are defined by the normalized Poincaré line bundle L
and the universal line bundle L, respectively. In fact, the Chern filtrations on Hk(Pic0) and
H2k(BGm) jump only at the k’th step.

Since the Chern filtrations on the both sides of the isomorphism

Φ : H∗(M≤µ
r,d ) ∼−→ H∗(N≤µ

r,d )⊗H∗(Pic0)⊗H∗(BGm)

are multiplicative, it suffices to consider the generators. We note that, by Newton’s identity,
the Chern filtration can equivalently be defined as the smallest multiplicative filtration such
that

(5) p∗(chkV · q∗γ) ∈ CkH∗(M≤µ
r,d ), k ≥ 0, γ ∈ H∗(Σ) .

The isomorphism Φ sends (5) to∑
k1+k2+k3=k

∑
i∈I

(
p∗(chk1(U) · q∗γLi )

)
⊗
(
p∗(chk2(L) · q∗γRi )

)
⊗ chk3(L)

where ∆∗γ =
∑
i∈I γ

L
i ⊗γRi , which clearly lies in the k’th step of the tensor product filtration.

Now we prove the other inclusion. Note that under the isomorphism Φ, we have

Φ
(
p∗(ch1(V) · q∗pt)

)
= r · 1⊗ 1⊗ z, Φ

(
p∗(ch1(V) · q∗ei)

)
= p∗(ch1(L) · q∗ei),

where z := c1(L) and we used ch1(U) = d(1⊗pt). This proves that the generators of H∗(BGm)
and H∗(Pic0) lie in the correct step of the Chern filtration on the left hand side. So we are
left to show that

Φ−1
(
p∗(chk(U)⊗ q∗γ)

)
∈ CkH∗(M≤µ

r,d ), k ≥ 1, γ ∈ H∗(Σ).

We prove this by induction on (2 − deg(γ), k) ∈ {0, 1, 2} × Z≥1 with respect to the lexico-
graphical ordering. The base case holds trivially. Suppose that the statement holds for any
(2− deg(γ′), k′) <lex (2− deg(γ), k). Note that

∆∗γ = γ ⊗ pt +
∑
i∈I′

γLi ⊗ γRi

where deg(γLi ) > deg(γ). Therefore, the image of p∗(chk(V) · q∗γ) ∈ CkH∗(M≤µ
r,d ) via Φ is

(6) p∗(chk(U) · q∗γ) +
∑

k1+k2+k3=k, k1<k

(
p∗(chk1(U) · q∗γ)

)
⊗
(
p∗(chk2(L) · q∗pt)

)
⊗ chk3(L)

+
∑

k1+k2+k3=k

∑
i∈I′

(
p∗(chk1(U) · q∗γLi )

)
⊗
(
p∗(chk2(L) · q∗γRi )

)
⊗ chk3(L).
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By the induction hypothesis and the previous discussion about H∗(BGm) and H∗(Pic0), every
term in (6) except for the main term p∗(chk(U) ·q∗γ) is mapped to CkH∗(M≤µ

r,d ) via Φ−1. This
proves that Φ−1(p∗(chk(U) · q∗γ)

)
∈ CkH∗(M≤µ

r,d ), hence completing the proof. □

As a consequence of Propositions 1.3 and 1.5, we have the equalities

Ω(Nr,d, q, t) =
r∏

k=2

(1 + qktk−1)2g

(1− qktk−2)(1− qktk) ,(7)

Ω(Mr,d, q, t) = (1 + q)2g

1− qt Ω(Nr,d, q, t),(8)

Ω(Mss
r,d, q, t) = 1

1− qtΩ(Mr,d, q, t) = (1 + q)2g

1− qt Ω(Nr,d, q, t) .(9)

Observe that Ω(Nr,d, q, t) is a rational function with the symmetry

q(r+2)(r−1)(g−1)tr(r−1)(g−1) · Ω(Nr,d, q
−1, t−1) = Ω(Nr,d, q, t) .

This is precisely the same symmetry that we speculate (cf. Question 0.8) for the refined
Poincaré polynomial Ω(Nr,1, q, t) of the stable loci with d = 1.

Moreover, the t = −1 specialization of the rational function Ω(Nr,d, q, t) is given by

Ω(Nr,d, q,−1) =
r∏

k=2
(1− (−q)k)2g−2 .

We conjecture (cf. Conjecture 0.9) that this agrees with Ω(Nr,d, q,−1), the t = −1 special-
ization for the semistable loci. Indeed, the r = 2 case and numerical evidence in higher ranks
suggest that the difference

Ω(Nr,d, q, t)− Ω(Nr,d, q, t)
is always divisible by (1 + t)2g. In Section 3 we will study this difference in the r = 2 case
by considering the stratification {N≤µ

2,1}. The factor of (1 + t)2g will appear in the differences
between refined Poincaré series of consecutive stacks thanks to the (quite intricate) modified
Mumford relations, cf. the equalities following (17) and its proof.

1.4. Proof of Theorem 0.2.
Our first general result towards the understanding of the Chern filtration on moduli spaces

of bundles is Theorem 0.2. The theorem is equivalent to the following two facts:
(i) For D ∈ D with degC(D) < (r + 2)(r − 1)(g − 1), we have

∫
Nr,d

D = 0.
(ii) There is D ∈ D with degC(D) = (r + 2)(r − 1)(g − 1) such that

∫
Nr,d

D ̸= 0.
Both (i) and (ii) are essentially shown in the proofs of Propositions 8 and 9 in [EK1]; for
completeness, we briefly explain the argument here.

Let

D =
r∏

k=2

αnk
k β

mk
k

2g∏
j=1

ψ
pk,j

k,j

 ∈ D ,
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where nk,mk ∈ Z≥0 and pk,j ∈ {0, 1} be a class in top cohomological degree, i.e., deg(D) =
2(r2 − 1)(g − 1). We observe that

2 degC(D) = deg(D) + 2
r∑

k=2
nk +

r∑
k=2

2g∑
j=1

pk,j(10)

= 2(r2 − 1)(g − 1) + 2
r∑

k=2
nk +

r∑
k=2

2g∑
j=1

pk,j .

The Jeffrey–Kirwan formula [JK] expresses the integral

G(ϵ) :=
∫
Nr,d

exp
(

r∑
k=2

ϵδkαk

)
r∏

k=2

βmk
k

2g∏
j=1

ψ
pk,j

k,j


as a complicated iterated residue; here, δ2, . . . , δk are formal variables and we regard G(ϵ) as
a polynomial in ϵ with coefficients being polynomials in δ2, . . . , δk. Using this formula, it is
shown in the proof of [EK1, Proposition 8] that G(ϵ) is a polynomial divisible by ϵM where

M = 1
2

2(r − 1)(g − 1)−
r∑

k=2

2g∑
j=1

pk,j

 .

If
∫
Nr,d

D ̸= 0, we would get a contribution to ϵn2+···+nk , hence
r∑

k=2
nk ≥M .

Using (10), this inequality is equivalent to degC(D) ≥ (r + 2)(r − 1)(g − 1), showing (i).
For (ii), Earl and Kirwan show [EK1, Proposition 9] that

∫
Nr,d

D ̸= 0 for

D = η · α(r−1)(g−1)
2 ,

where η is a polynomial in the classes β2, . . . , βr with cohomological degree 2r(r − 1)(g − 1).
Explicitly, η is given by writing the symmetric polynomial in formal variables X1, . . . , Xr

η =
∏
i<j

(Xi −Xj)2(g−1)

in terms of elementary symmetric polynomials, and setting the k-th elementary symmetric
polynomial to βk (where β1 is interpreted to be 0). Since the Chern degree of a polynomial
in β classes is half of its cohomological degree, we have

degC(D) = r(r − 1)(g − 1) + 2(r − 1)(g − 1) = (r + 2)(r − 1)(g − 1) . □

The following corollary is a generalization of the known fact that the subring of H∗(Nr,d)
generated by β classes vanishes beyond cohomological degree 2r(r − 1)(g − 1), cf. [EK1,
Theorem 7].
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Corollary 1.6. Let r(r − 1)(g − 1) ≤ m ≤ 2(r2 − 1)(g − 1). Then CkH
m(Nr,d) = 0 for

k < m− r(r − 1)(g − 1) .

Proof. Suppose that D ∈ CkHm(Nr,d) is non-zero. By Poincaré duality, there is

E ∈ H2(r2−1)(g−1)−m(Nr,d)

such that
∫
Nr,d

D · E ̸= 0. Recall that the inequality (4) states that the Chern degree is
bounded above by the cohomological degree, so

E ∈ C2(r2−1)(g−1)−mH
2(r2−1)(g−1)−m(Nr,d)

and hence
D · E ∈ C2(r2−1)(g−1)−m+kH

2(r2−1)(g−1)(Nr,d) .
By Theorem 0.2 it follows that

2(r2 − 1)(g − 1)−m+ k ≥ (r + 2)(r − 1)(g − 1)

which is equivalent to
k ≥ m− r(r − 1)(g − 1) . □

Theorem 0.2 together with (9) gives a similar result for the moduli space Mr,d of bundles
without fixed determinant:

Corollary 1.7. The top Chern degree of Mr,d is r(r + 1)(g − 1) + 2.

The proof of Theorem 0.2 also shows the following:

Proposition 1.8. If D ∈ D is such that degC(D) = (r + 2)(r − 1)(g − 1), then
∫
Nr,d

D does
not depend on the degree d.

Proof. Recall from the proof of Theorem 0.2 that the integrals of D with top Chern degree are
encoded in the ϵM coefficient of G(ϵ). The only part dependent on d in the Jeffrey–Kirwan
[JK] formula for G(ϵ) is c̃, which appears only in the term

exp
(
ϵdqX(wc̃)

)
.

But this term does not contribute to the coefficient of ϵM , so
∫
Nr,d

D is independent of d for
D of top Chern degree. □

1.5. The associated graded and its (non-degenerate) pairing. We explain in this sub-
section the relation between the numerical symmetry of a filtration and the perfectness of
certain pairings on its associated graded; this is discussed briefly after Question 0.8. We also
explain the obstruction for the symmetry (2) to hold for all degrees d coprime to a given rank.

Lemma 1.9. Let V be a finite-dimensional vector space with an increasing filtration C•V and
a perfect pairing ⟨−,−⟩ : V ⊗ V → Q. Assume that there exists N > 0 such that
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(i) The pairing CiV ⊗ CjV → Q is zero for i+ j < N .
(ii) The numerical symmetry dim grCi V = dim grCN−iV holds.

Then there exists a well-defined perfect pairing

(11) ⟨−,−⟩gr : grC• V ⊗ grCN−•V −→ Q.

Proof. By (i), it is clear that the pairing on V descends to a well-defined pairing (11). We
define subspaces

C̃iV := {w ∈ V | ⟨v, w⟩ = 0, for all v ∈ CN−1−iV }.

By (i), we have CiV ⊂ C̃iV . By (ii) and the perfectness of the pairing on V , we have

dim C̃iV = dimV − dimCN−1−iV =
∑
j≤i

dim grCN−jV =
∑
j≤i

dim grCj V = dimCiV.

It follows that CiV = C̃iV . If w ∈ grCN−iV is such that ⟨v, w⟩gr = 0 for all v ∈ grCi V , then by
definition

w ∈ C̃N−1−iV = CN−1−iV,

and thus w = 0. This shows the perfectness of (11). □

For our purpose, take C•V to be H∗(Nr,d) equipped with the Chern filtration (Defini-
tion 0.1), ⟨−,−⟩ to be the Poincaré pairing, and N = (r+2)(r−1)(g−1) to be the top Chern
degree (Theorem 0.2). The following corollary is then immediate from Lemma 1.9 and the
fact that ⟨v, w⟩ ≠ 0 only if v and w have complementary cohomological degrees.

Corollary 1.10. Assume that the numerical Chern symmetry holds:

Ω(Nr,d, q, 1) = Ω(Nr,d, q
−1, 1).

Then the refined symmetry Ω(Nr,d, q, t) = Ω(Nr,d, q
−1, t−1) also holds, and the pairing

(12) ⟨−,−⟩gr : grC• H∗(Nr,d)⊗ grCN−•H
∗(Nr,d)→ Q

is perfect.

When the symmetry does hold (for example for N2,1), the perfectness of the pairing (12)
implies that the associated graded ring grC• H∗(Nr,d) is determined by integrals only in the top
Chern degree, instead of all integrals, which are necessary to determine the full cohomology
ring H∗(Nr,d). To state this precisely, we introduce the “graded integral” notation∫ gr

Nr,d

D

which is defined to be
∫
Nr,d

D if D ∈ D has the top Chern degree, and zero otherwise. We
equip the descendent algebra with a symmetric pairing ⟨−,−⟩gr : D⊗ D→ Q given by

⟨D,D′⟩gr :=
∫ gr

Nr,d

D ·D′ .
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Then the non-degeneracy of the pairing on grC• H∗(Nr,d) means that the ideal

Igr = ker
(
D ↠ grC• H∗(Nr,d)

)
is precisely the kernel of the pairing ⟨−,−⟩gr : D⊗ D→ Q.

In general, we expect the integrals in the top Chern degree to be “better behaved” than
all the integrals. The r = 2 case illustrates this phenomenon well. A formula for integrals
of general descendents can be found in [Tha1, (30)], whose most complicated aspect is the
appearance of the Bernoulli numbers Bq. However, considering only integrals in the top
Chern degree is the same as setting q = 0, which eliminates this complexity. Indeed, the
integrals with top Chern degree in rank two are completely determined by the “Virasoro
proportionality” (28) and monodromy invariance. Another evidence for this philosophy can
be seen in Proposition 1.8, which states that integrals in the top Chern degree, unlike general
integrals, do not depend on the degree d.

Remark 1.11. The above discussions implies that the Chern symmetry (2) cannot hold for
every degree d: if the symmetry holds for Nr,d, then grC• H∗(Nr,d), and in particular the Betti
numbers of Nr,d, are determined by the graded integral functional

∫ gr
Nr,d

. But this functional
does not depend on d, by Proposition 1.8, so the symmetry holding for every d would imply
that the Betti numbers of Nr,d were the same for every d, which is not true (for example N5,1
and N5,2 have different Betti numbers). Numerical evidence suggests that the Betti numbers
of Nr,±1 are smaller than the Betti numbers of Nr,d with d ̸≡ ±1 mod r, which provides some
support to Question 0.8. This situation contrasts with the case of moduli spaces MH

β,χ(S) of
1-dimensional sheaves on del Pezzo surfaces S, where we do expect the analogous symmetry
for every χ (indeed, it is a consequence of the P = C conjecture, as discussed in [KLMP])
and the Betti numbers are known to be independent of χ by [MS1]; we expect that a result
analogous to Proposition 1.8 holds in that setting and hope to address this in the future.

2. The refined Poincaré polynomial of N2,1

In this section we will prove the following formula for the refined Poincaré polynomial of
the moduli space of rank 2 vector bundles.

Theorem 2.1 (Theorem 0.3). The refined Poincaré polynomial for N2,1 is

Ω(N2,1, q, t) = (1 + q2t)2g − q2g(1 + t)2g

(1− q2)(1− q2t2) .

In particular, the symmetry (2) holds when r = 2.

Note that setting q = t recovers the known Poincaré polynomial for N2,1 [New1, HN, AB].
This formula will be obtained by using the explicit basis found by Zagier in [Zag1]. Before

we recall the construction and properties of this basis, we prove the following general lemma
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that explains how the refined Poincaré polynomial of Nr,d can be calculated provided we have
a basis with certain desirable properties.

Lemma 2.2. Let N = Nr,d with gcd(r, d) = 1. Suppose that there exists a basis B of H∗(N)
that has the following properties:

(i) The intersection pairing matrix is “anti-diagonal”, i.e., there is an involution v 7→ v̌

of B such that
∫
N v · u = 0 for u ∈ B \ {v̌} and

∫
N v · v̌ ̸= 0.

(ii) There are non-negative integers ℓv, kv for each v ∈ B such that v ∈ CℓvHkv (N). In
particular,

kv + kv̌ = 2(r2 − 1)(g − 1) .

(iii) We have
ℓv + ℓv̌ = (r + 2)(r − 1)(g − 1) .

Then
dim grCℓ Hk(N) = #{v ∈ B : kv = k , ℓv = ℓ} .

In particular, the symmetry (2) holds.

Proof. We begin by proving that CℓH∗(N) is spanned by v ∈ B with ℓv ≤ ℓ. Let w ∈ CℓH∗(N)
and consider its decomposition into the basis B,

w =
∑
v∈B

avv ,

for some av ∈ Q. If ℓv > ℓ then ℓv̌ + ℓ < ℓv̌ + ℓv = (r+ 2)(r− 1)(g− 1), so by Theorem 0.2 we
know that

∫
N w · v̌ = 0. But by the anti-diagonal property of the basis it implies that av = 0,

so w is a linear combination of v ∈ B with ℓv ≤ ℓ.
It follows that the (projections of the) basis vectors v ∈ B with ℓv = ℓ span grCℓ H∗(N).

To prove the claim of the lemma, it is enough to show that these are linearly independent in
grCℓ H∗(N). Suppose not, and there exists a linear combination

w =
∑
v∈Bℓ

avv ∈ Cℓ−1H
∗(N)

where the sum is over Bℓ = {v ∈ B : ℓv = ℓ}. Let u ∈ B be any element of the basis. If
ǔ /∈ Bℓ then

∫
N u · w = 0 by the anti-diagonal property. On the other hand, if ℓǔ = ℓ then

ℓu + ℓ− 1 = (r + 2)(r − 1)(g − 1)− 1, so we also conclude that
∫
N u · w = 0 by Theorem 0.2.

By Poincaré duality it follows that w = 0, so all av are equal to 0.
We conclude the symmetry (2) since the involution defines a bijection between the sets

{v ∈ B : kv = k , ℓv = ℓ}

and
{v ∈ B : kv = 2(r2 − 1)(g − 1)− k , ℓv = (r + 2)(r − 1)(g − 1)− ℓ} . □
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We shall now recall the construction in [Zag1, Section 4] of a basis with the properties
above. Denote

γ = −2
g∑
i=1

ψiψi+g.

We define the classes

ξr,s :=
min(r,s)∑
l=0

(
r + s− l

r

)
βs−l

(2γ)l

l! ξr−l ∈ Q[α, β, γ] ,

where ξr ∈ Q[α, β, γ] are certain classes of cohomological degree 2r that can be defined recur-
sively; see Theorem 3 in loc. cit. (and note that ξr,s = ξr,s,0). The classes ξr are closely related
to the “Mumford relations” that we shall introduce in Section 3, but their precise shapes will
not be relevant for now; in the notation of Section 3, ξr = c1,r are the coefficients of (19).
Since the Chern degree is bounded by the cohomological degree, we have ξr ∈ C2rH

2r(N),
and hence it is easy to see that

ξr,s ∈ C2r+2sH
2r+4s(N) .

Let [g] := {1, 2, . . . , g}. Given subsets A,B,C ⊆ [g], we denote

ψA =
∏
j∈A

ψj , ψ
∗
B =

∏
j∈B

ψj+g , γC =
∏
j∈C

ψjψj+g .

Note that the elements

(13) ξr,sψAψ
∗
BγC

with r, s ≥ 0 and A,B,C ⊆ [g] pairwise disjoint form a basis (cf. [Zag1, Theorem 6]) of the
descendent algebra

D = Q[α, β]⊗ Λ(ψ1, . . . , ψ2g) .

Zagier uses these classes to construct a basis of H∗(N) with the necessary properties for us.
His basis B admits a partition into “blocks”

(14) B =
⊔
Br,s,A,B,c

where the union runs over all r, s, A,B, c with r, s, c ≥ 0, A,B ⊆ [g] disjoint, with the restric-
tion that

c′ := g − 1− r − s− |A| − |B| − c ≥ 0 .

Moreover, the number of elements in the block Br,s,A,B,c is equal to

|Br,s,A,B,c| =
(
g − |A| − |B|

min(c, c′)

)
.
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When c ≤ c′, the elements of Br,s,A,B,c are precisely (13) with C running over all subsets of
[g]\(A∪B) with c elements. When c > c′, the elements of Br,s,A,B,c are still linear combinations
of such classes. In particular, it follows that if v ∈ Br,s,A,B,c then v ∈ CℓvHkv (N) with

ℓv = 2r + 2s+ 2|A|+ 2|B|+ 4c and kv = 2r + 4s+ 3|A|+ 3|B|+ 6c .

This basis has the anti-diagonal property (condition (i) in Lemma 2.2) with respect to the
Poincaré pairing; moreover, if v ∈ Br,s,A,B,c then the unique v̌ ∈ B that pairs non-trivially
with v is in the block

v̌ ∈ Bs,r,B,A,c′ .

In particular, a straightforward calculation shows that

ℓv + ℓv̌ = 4g − 4 .

Proof of Theorem 2.1. By the discussions above, Zagier’s basis B satisfies the conditions of
Lemma 2.2, so Ω(N2,1, q, t) can be calculated via the combinatorics of the basis. Indeed, we
obtain

Ω(N2,1, q, t) =
∑(

g − |A| − |B|
min(c, c′)

)
q2r+2s+2|A|+2|B|+4c · t2s+|A|+|B|+2c

where the sum is over the same set as (14). This sum can be evaluated to

(1 + 2q2t+ q4t2)2g − (q2 + 2q2t+ q2)2g

(1− q2)(1− q2t2) = (1 + q2t)2g − q2g(1 + t)2g

(1− q2)(1− q2t2)

by following the computations in [Zag1, p. 550] while keeping track of the Chern degrees. We
sketch the key steps and indicate the necessary modifications for readers’ convenience. As in
loc. cit., we set p = min(c, c′) and l = |c− c′|; then we have

Ω(N2,1, q, t) =
∑

p,l,r,s,h≥0
2p+l+r+s+h=g−1

2h
(
g

h

)(
g − h
p

)
q2r+2s+2h+4pt2s+h+2p(1 + q4lt2l − δ0,l).

We have the following refinement of an identity appearing in [Zag1]:

∑
l,r,s≥0

l+r+s=n−1

q2r+2st2s(1 + q4lt2l − δ0,l) = (1− q2n)(1− q2nt2n)
(1− q2)(1− q2t2) ,
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and thus we find

Ω(N2,1, q, t) =
∑

p,n,h≥0
2p+n+h=g

(
g

h

)(
g − h
p

)
(2q2t)h (q4t2)p − (q4t2)pq2n − (q4t2)p(qt)2n + (q4t2)n+p

(1− q2)(1− q2t2)

=
∑

h,i,j≥0
h+i+j=g

g!
h! · i! · j! (2q

2t)h (q4t2)j − (q2)i(q2t2)j

(1− q2)(1− q2t2)

= (1 + 2q2t+ q4t2)g − (q2 + 2q2t+ q2t2)g

(1− q2)(1− q2t2) .

In the last equality we used the trinomial theorem (as Zagier did). □

3. Chern filtration of intermediate stacks

The goal of this section is to prove Theorem 0.4. Recall that M≤d
2,1 is the stack of vector

bundles on Σ of rank 2 and degree 1 that do not have destabilizing line bundles of degree
> d. In particular, M≤0

2,1 = Mss
2,1 is the stack of stable vector bundles. Similarly, given a line

bundle Λ of degree 1, we have a stack N≤d
2,1 = N≤d

2,Λ parametrizing vector bundles with fixed
determinant Λ, which is defined as a fiber of the determinant map to the Picard stack:

N≤d
2,1 M≤d

2,1

{Λ} Picd.

det

All the stacks M≤d
2,1 are finite type open substacks of M2,1, so we have a chain of inclusions

Mss
2,1 = M≤0

2,1 ⊆M≤1
2,1 ⊆ . . . ⊆M≤d−1

2,1 ⊆M≤d
2,1 ⊆ . . . ⊆M2,1 .

The stacks M≤d
2,1 exhaust M2,1 in the sense that their union is M2,1 and the complements

M2,1 \M≤d
2,1 have increasingly large codimension when d→∞. Hence,

lim
d→∞

H∗(M≤d
2,1) = H∗(M2,1)

in the sense that, for fixed cohomological degree k, the finite dimensional cohomology groups
Hk(M≤d

2,1) stabilize to Hk(M2,1). The basic strategy used in [HN, AB] to calculate the Betti
numbers of Mss

2,1 (or more generally Mss
r,d) is to use the knowledge of the cohomology of M2,1,

see Proposition 1.3 (ii), and this stratification. This strategy also gives the Betti numbers of
the intermediate stacks M≤d

2,1. We review this idea here to setup the notation for the proof of
Theorem 0.4.4

4The same strategy can be applied directly to N≤d
2,1, but it is slightly more natural on M≤d

2,1, so we opt to
explain it in that setting and extract consequences regarding N≤d

2,1 by using Proposition 1.3 (ii).
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Let j : M≤d−1
2,1 ↪→M≤d

2,1 be the open embedding and let Zd be the complement5

Zd = M≤d
2,1 \M

≤d−1
2,1 .

This is the stack parametrizing vector bundles whose maximal destabilizing line bundle has
degree exactly d, so any such vector bundle sits in a maximally destabilizing short exact
sequence

0→ Ld → V → L1−d → 0

such that Ld, L1−d are line bundles of degrees d and 1 − d, respectively. Hence, Zd is the
the total space of the vector bundle stack over M1,d ×M1,1−d whose fiber over (Ld, L1−d)
is [Ext1(L1−d, Ld)/Hom(L1−d, Ld)]. The inclusion ι : Zd ↪→ M≤d

2,1 is a closed embedding of
codimension 2d+ g − 2.

It is shown in [Hei] that there is a short exact sequence

(15) 0→ H∗−2(2d+g−2)(Zd)
ι∗−→ H∗(M≤d

2,1) j∗
−→ H∗(M≤d−1

2,1 )→ 0 .

This implies a relation between the Betti numbers of M≤d
2,1 and M≤d−1

2,1 , which we can write in
terms of the q = t specialization

Ω(M≤d
2,1, t, t) = Ω(M≤d−1

2,1 , t, t) + t2g+4d−4Ω(M1,d, t, t) · Ω(M1,1−d, t, t)

= Ω(M≤d−1
2,1 , t, t) + t2g+4d−4 (1 + t)4g

(1− t2)2 .

Hence,

Ω(M≤d
2,1, t, t) = Ω(Mss

2,1, t, t) +
d∑

k=1
t2g+4k−4 (1 + t)4g

(1− t2)2

= (1 + t)2g

1− t2 Ω(N2,1, t, t) +
d∑

k=1
t2g+4k−4 (1 + t)4g

(1− t2)2

where the last line uses (9). When d→∞ the left hand side converges to Ω(M2,1, t, t), which
is known by Proposition 1.3(ii). We can deduce from the equality above that

Ω(M≤d
2,1, t, t) = (1 + t3)2g − t2g+4d(1 + t)2g

(1− t2)(1− t4) .

Theorem 0.4 is a refinement of this formula.

5In the language used in Appendix A, Zd = M
=(1,d)
2,1 .
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3.1. Strategy of the proof. The statement of Theorem 0.4 is equivalent to the equality

(16) Ω(N≤d
2,1, q, t)− Ω(N≤d−1

2,1 , q, t) = q2g+4d−4 (1 + t)2g(1 + q2)
1− q2t2

.

We denote by jΛ the open inclusion N≤d−1
2,1 ↪→ N≤d

2,1. We show in Lemma A.2 that j∗
Λ is also

surjective.
Our strategy will be to identify a basis of ker(j∗

Λ) (see Proposition 3.10) and bound the
Chern degree of the elements of this basis (see Proposition 3.8). To show that this bound is
tight, we use our knowledge of Ω(N2,1, q, t) (cf. (7)) and Ω(N2,1, q, t) (cf. Theorem 0.3). The
following definition will help us in making this argument precise:

Definition 3.1. Let Ω1,Ω2 be generating series in q, t with integer coefficients:

Ωs(q, t) =
∑
i,j≥0

asijq
itj , s = 1, 2 .

We say that Ω1 ⪯ Ω2 if for every 0 ≤ ℓ ≤ k we have

∑
i+j=k
i≤ℓ

a1
ij ≤

∑
i+j=k
i≤ℓ

a2
ij

with equality when k = ℓ.

Note that ⪯ makes (ZJq, tK,+) a partially ordered abelian group. This strange looking
definition is motivated by the following observation: if H∗ is a graded vector space admitting
two different filtrations C1

•H
∗ ⊆ C2

•H
∗, then Ω1 ⪯ Ω2 where

Ωs(q, t) =
∑
i,j≥0

dim grCs

i H i+jqitj , s = 1, 2 .

Suppose now that we are able to show the inequality6

Ω(N≤d
2,1, q, t)− Ω(N≤d−1

2,1 , q, t) =
∑
i,j≥0

dim grCi
(
ker(j∗

Λ) ∩H i+j(N≤d
2,1)
)
qitj(17)

⪯ q2g+4d−4 (1 + t)2g(1 + q2)
1− q2t2

.

6Since the Chern filtrations on H∗(N≤d
2,1) and H∗(N≤d−1

2,1 ) are defined to be the filtrations induced by the
surjections D ↠ H∗(N≤d

2,1) ↠ H∗(N≤d−1
2,1 ), the first equality is a consequence of [Sta, Tag 05SP].
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Summing these inequalities from d = 1 to d =∞ we obtain

q2g (1 + t)2g

(1− q2)(1− q2t2) = Ω(N2,1, q, t)− Ω(N2,1, q, t)

= Ω(N2,1, q, t)− Ω(N≤0
2,1, q, t)

⪯
∞∑
d=1

q2g+4d−4 (1 + t)2g(1 + q2)
(1− q2t2)

= q2g (1 + t)2g(1 + q2)
(1− q4)(1− q2t2) .

Since the first and last terms are equal, all the inequalities (17) must actually be equalities,
which would prove Theorem 0.4. The remaining of this section is dedicated to the proof
of (17).

3.2. A basis of Mumford relations. Mumford proposed a set of relations (see [AB, Sec-
tion 9]) among the generators of H∗(N2,1) or, equivalently, among the generators of H∗(Mss

2,1),
which was proven by Kirwan to be complete [Kir] (and in higher ranks by [EK2]). We review
these relations now and explain their connection to the short exact sequence (15).

Fix a point pt ∈ Σ. Let L = L1−d be the Poincaré line bundle on M1,1−d×Σ normalized at
pt, i.e. its restriction to M1,1−d × pt being trivial. Recall that M1,1−d is the Picard variety of
degree 1 − d line bundles; if there is no possibility for confusion, we abbreviate the notation
and write M1,1−d = Pic. Consider the complex

K = Kd = RHomp(V,L)

on M2,1 × Pic, where V is (the pullback of) the universal bundle on M2,1 × Σ and

p : M2,1 × Pic×Σ→M2,1 × Pic

is the projection. We will also consider the restriction of K to the open substacks M≤d′

2,1 ×Pic
and still denote it in the same way. Let p1, p2 be the projections of M2,1 × Pic onto the first
and second factors, respectively. To avoid confusion with the ψ classes on M2,1, we will denote
by ϵi = ψ1,i ∈ H∗(Pic). Given a subset I ⊆ [2g] we write ϵI =

∏
i∈I ϵi.

Definition 3.2. Given k ≥ 0 and

A ∈ H∗(Pic) = ΛQ(ϵ1, . . . , ϵ2g) = span{ϵI : I ⊆ [2g]} ,

we let7

MRdk,A = (p1)∗
(
ck(−K) · p∗

2A
)
∈ H∗(M2,1) .

7These are technically the “generalized” Mumford relations in the sense of [EK2], but they are equivalent
to the original Mumford relations (see the proof of Proposition 3.6).
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We denote in the same way the restrictions of MRdk,A to H∗(M≤d′

2,1 ) for any d′. A fundamental
observation is that the restriction of K[1] to M≤d−1

2,1 is a vector bundle. Indeed, if V corresponds
to a point in the stack M≤d−1

2,1 and L is a vector bundle of degree 1− d, then Hom(V,L) = 0.
So the restriction of H0(K) to M≤d−1

2,1 × Pic vanishes and K[1] = H1(K) is a vector bundle of
rank

dim Ext1(V,L) = −χ(V,L) = 2d+ 2g − 3 .

Hence, we find that
MRdk,A ∈ ker(j∗) ⊆ H∗(M≤d

2,1)

for k ≥ 2d+2g−2. We will now use the short exact sequence (15) to identify a basis of ker(j∗)
in terms of these relations.

Proposition 3.3. Let d ≥ 1. The subspace ker(j∗) has a basis given by{
ψ1,Iβ

ℓ
1MRdk+2g+2d−2,ϵJ : ℓ, k ≥ 0, I, J ⊆ [2g]

}
.

Proof. The inclusion ι : Zd ↪→M≤d
2,1 can be factored as

Zd M≤d
2,1 × Pic M≤d

2,1 .
π p1

The map π is a virtual projective bundle in the sense of [Par, Definition 4.1]; see also [Jia]
which uses derived geometry:

π : Zd = P(K)→M≤d
2,1 × Pic .

Denote by O(1) the tautological bundle for π and set z := c1(O(1)). By the definition of K
and adjunction, over P(K) × Σ there is a morphism of vector bundles π∗V → π∗L(1); the
universal maximally destabilizing sequence on Zd × Σ is

0→ Ld → π∗V → π∗L(1) = L1−d → 0

and in particular we have

Ld + L1−d = π∗V and L1−d = π∗L(1)

in the K-theory of Zd × Σ. The line bundles Ld and L1−d are the pullbacks of the universal
line bundles on M1,d and M1,1−d, respectively. Recall that

H∗(Zd) ≃ H∗(M1,d)⊗H∗(M1,1−d) ≃ H∗(M1,d)⊗H∗(Pic)[z] .

So we can conclude easily that{
π∗(ψ1,Iβ

ℓ
1 ⊗ ϵJ

)
zk : ℓ, k ≥ 0, I, J ⊆ [2g]

}
is a basis of H∗(Zd).
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By the short exact sequence (15), we obtain a basis of ker(j∗) by applying ι∗ = (p1)∗ ◦ π∗
to the basis above. We have

ι∗
(
π∗(ψ1,Iβ

ℓ
1 ⊗ ϵJ

)
zk
)

= (p1)∗
((
ψ1,Iβ

ℓ
1 ⊗ ϵJ

)
π∗(zk)

)
= ψ1,Iβ

ℓ
1(p1)∗

(
ck−rk(K)+1(−K)p∗

2ϵJ
)

= ψ1,Iβ
ℓ
1MRdk+2g+2d−2,ϵJ ,

where the second equality uses the pushforward formula along virtual projective bundles
(which can be shown as in the proof of [Par, Proposition 4.2]). This finishes the proof. □

Remark 3.4. Note that the proposition above reproves (and refines, in the sense that it identi-
fies a precise basis of relations) the completeness of the Mumford relations in rank 2, originally
shown in [Kir].

We now turn to the stacks with fixed determinant. Recall Proposition 1.3 which, in particu-
lar, says that the morphism H∗(M2,1)→ H∗(N2,1), induced by the natural map N2,1 →M2,1,
is the quotient by ψ1,i = 0 and β1 = 0. Recall also that jΛ denotes the open inclusion
N≤d−1

2,1 ↪→ N≤d
2,1 and that j∗

Λ is surjective. By Proposition 3.3 we can conclude the following
corollary:

Corollary 3.5. The subspace ker(j∗
Λ) has a basis given by{

MRdk+2g+2d−2,ϵJ : k ≥ 0, J ⊆ [2g]
}
.

Note that here we still denote by MRdk,A the pullback of the Mumford relations via the
pullback map H∗(M≤d

2,1)→ H∗(N≤d
2,1), which sets β1 = ψ1,i = 0.

3.3. Modified Mumford relations and a Chern degree bound. A priori, given a general
class A ∈ H∗(Pic), there is no obvious way to improve the trivial bound on the Chern degree
of the Mumford relations

MRdk+2g+2d−2,A ∈ C2k+2g+4d−4+deg(A)H
2k+2g+4d−4+deg(A)(N2,1) .

However, to prove inequality (17) we need to construct relations with lower Chern degrees. It
turns out that the bound above can be improved to

MRdk+2g+2d−2,A ∈ C2k+2g+4d−4H
2k+2g+4d−4+deg(A)(N2,1) .

if A is a primitive class in the sense of (18); however, for A non-primitive, a similar improve-
ment is not possible. Instead, we will take a linear combination of Mumford relations for
which we can show a better bound and, in particular, we will exhibit 22g relations with Chern
degree 2g + 4d − 4. This will require a detailed study of the explicit formula for Mumford
relations obtained in [Kie, Zag1].
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Let
θ = 2

g∑
i=1

ϵiϵi+g ∈ H2(Pic) .

Note that θ is twice the standard theta divisor of the abelian variety Pic; in particular it is
ample. The cohomology of the Picard variety admits a Lefschetz decomposition

H∗(Pic) =
g⊕
l=0

g−l⊕
m=0

θm · Priml

where

(18) Priml = ker
(
θg−l+1 : H l(Pic)→ H2g−l+2(Pic)

)
⊆ H l(Pic) .

For instance, ϵI ∈ Priml if I ⊆ [2g] has l elements and the property that there is no i such that
i, i+ g ∈ I. Given σ̃l ∈ Priml of the form

∑
I aIϵI , we will consider the corresponding class

σl =
∑
I

aIψI ∈ H3l(N2,1) .

We introduce the generating series

(19) Φd(t) =
∞∑
n=0

cd,nt
n = (1− βt2)d− 3

2 e
− 2γt

β

(1 + t
√
β

1− t
√
β

) α

2
√

β
+ γ

β
√

β .

The coefficients cd,n are elements of DΓ = Q[α, β, γ]/(γg+1) of cohomological degree 2n. Note
that when d = 1 this generating series coincides with Φ(t) from [Kie]; it also appears in [Zag1]
where we have c1,r = ξr (we use a new notation to avoid confusion with Zagier’s basis ξr,s in
Section 2).

In the next proposition we will write down an explicit formula for the Mumford relations.
Recall the falling factorial notation:

(x)m :=
m−1∏
j=0

(x− j) .

We will use two basic properties of the falling factorial repeatedly: the symmetry

(−x)m = (−1)m(x+m− 1)m
and the falling factorial binomial theorem

(x+ y)m =
m∑
j=0

(
m

j

)
(x)j(y)m−j .

Proposition 3.6. Let k,m ≥ 0, d ≥ 1, and σ̃l ∈ Priml. Then8

MRdk,θmσ̃l
= (−1)l22g−m−k[tk+m−g−l]

Φd(t) ·
m∑
j=0

(
m

j

)
(g − l − j)m−j(1− βt2)m−j(−2γt3)j

σl.
8We use the notation [tn] for the operator extracting the tn coefficient of a generating series in the formal

variable t.
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Proof. Consider the morphism

ϕ : N2,1 × Pic→M2,4g+2d−5

which sends (U,L) 7→ U ⊗L∨⊗ωΣ. Let V be the universal bundle on M2,4g+2d−5×Σ. By the
definition of the morphism,

(ϕ× id)∗V = U ⊗ L∨ ⊗ ωΣ = RHom(L,U ⊗ ωΣ) .

Note that we are abusing notation slightly by writing L,U , ωΣ for the pullbacks to N2,1×Pic×Σ
via the obvious projections. Let us denote both the projections M2,4g+2d−5×Σ→Mrig

2,4g+2d−5
and N2,1 × Pic×Σ→ N2,1 × Pic by p. By Grothendieck–Verdier duality,

ϕ∗(Rp∗V
)

= Rp∗(ϕ× id)∗V = Rp∗RHom(L,U ⊗ ωΣ) =
(
Rp∗RHom(U ,L)

)∨
[−1] =

(
K[1]

)∨
.

Hence, the Chern classes of K are pullbacks of the Chern classes of Rp∗V. Concretely,

c2t(−K) = ϕ∗c−2t(Rp∗V) .

Now the latter has been computed by Zagier [Zag1, (29)] in the d = 1 case. By a simple
modification of his calculation, we find that

(20) c−2t(Rp∗V) = Φd(t)G(t)

holds modulo9 β1, where

G(t) = (1− βt2)g exp
(

2θt+ 2Bt2 − 2γt3

1− βt2

)
and

B = 2
g∑
i=1

(ϵiψi+g − ϵi+gψi) .

Note that

(ϕ× id)∗c1(V) = 1⊗ (4g + 2d− 5)pt− 2
2g∑
i=1

ϵi ⊗ ei ,

so the pullback ϕ∗ sends the classes ψ1,i ∈ H∗(M2,4g+2d−5) (denoted by di in [Kie, Zag1]) to
−2ϵi; in particular, it sends the class A in loc. cit. to 2θ.

It is shown in [Kie, Page 4]10 that∫
Pic
G(t)θmσ̃l = 22g−m(−1)ltg+l−mσl(1− βt2)me− 2γt3

1−βt2
∑
p≥0

(g − l − p)m
(2γt3)p

p!(1− βt2)p .

9The equality modulo β1 is enough for our purposes since ϕ∗β1 = 0.
10There is a slight difference in signs and factors of 2 between our formula and the formulas in loc. cit.

due to the fact that they are extracting coefficients with respect to ψ1,i classes, while we do so with ϵi classes,
which corresponds to integrating over Pic.
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To shorten the notation, set x = g − l. Kiem simplifies the formula above when m = 0, 1, 2,
which are equations (0), (1), (2) in [Kie], respectively. More generally, we can derive a formula
for arbitrary m. First, note that

(x− p)m = (−1)m(p− x+m− 1)m = (−1)m
m∑
j=0

(
m

j

)
(−x+m− 1)m−j(p)j

=
m∑
j=0

(−1)j
(
m

j

)
(x− j)m−j(p)j .

Therefore,∑
p≥0

(x− p)m
(2γt3)p

p!(1− βt2)p =
∑
p≥0

m∑
j=0

(−1)j
(
m

j

)
(x− j)m−j(p)j

(2γt3)p

p!(1− βt2)p

=
m∑
j=0

(
m

j

)
(x− j)m−j

(−2γt3)j

(1− βt2)j
∑
p≥j

(2γt3)p−j

(p− j)!(1− βt2)p−j

= e
2γt3

1−βt2
m∑
j=0

(
m

j

)
(x− j)m−j

(−2γt3)j

(1− βt2)j .

Hence, we conclude that∫
Pic
G(t)θmσ̃l = (−1)l22g−mtg+l−mσl

m∑
j=0

(
m

j

)
(x− j)m−j(1− βt2)m−j(−2γt3)j .

Together with (20), this concludes the proof. □

Suppose now that we take m = 0 in the proposition, which gives

MRdk,σ̃l
= (−1)l22g−kcd,k−g−lσl .

Since we trivially have

(21) cd,n ∈ H2n(N2,1) = C2nH
2n(N2,1) and σl ∈ C2lH

3l(N2,1)

we conclude that
MRdk,σ̃l

∈ C2k−2gH
2k−2g+l(N2,1) .

However, when m > 0 a similar bound is not true. To illustrate this, consider the case m = 1,
in which Proposition 3.6 gives

MRdk,θ·σ̃l
= (−1)l22g−k−1σl

(
(g − l)cd,k−g−l+1 − (g − l)βcd,k−g−l−1 − 2γcd,k−g−l−2

)
.

The second and third terms of the right hand side have Chern degree bounded by 2k−2g, but
not the first term. The key observation is that the first term is proportional to the Mumford
relation MRdk+1,σ̃l

; hence, we find that

M̃R
d

k,θ·σ̃l
:= −MRdk,θ·σ̃l

+ (g − l)MRdk+1,σ̃l
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also has Chern degree bounded by 2k−2g. More generally, for arbitrary m, we define modified
Mumford relations as follows:

Definition 3.7. Let k,m ≥ 0, d ≥ 1, and σ̃l ∈ Priml. We define the modified Mumford
relations M̃R

d

k,θm·σ̃l
as

M̃R
d

k,θm·σ̃l
=

m∑
s=0

(−1)s
(
m

s

)
(g − l − s)m−sMRdk+m−s,θs·σ̃l

∈ H∗(N2,1) .

Note that Corollary 3.5 is equivalent to the statement that

M̃R
d

k+2g+2d−2,A

form a basis of ker(j∗
Λ), when k runs through the non-negative numbers and A runs through

a basis of H∗(Pic); this is the case since the matrix relating the original Mumford relations
and the modified Mumford relations is triangular with ±1 entries along the diagonal. The
following proposition establishes the desired bound on the Chern degree.

Proposition 3.8. Let A = θm · σ̃l ∈ H∗(Pic). Then

(22) M̃R
d

k,A = (−1)l22g−m−k m!
(g − l −m)!

∑
b+c=m

a+b+2c=k−g−l

(g − l − c)!cd,a
βb

b!
(2γ)c

c! σl .

In particular, we have
M̃R

d

k,A ∈ C2k−2gH
2k−2g+|A|(N2,1) .

Proof. Denote x = g − l. By Proposition 3.6, the modified Mumford relation M̃R
d

k,θm·σ̃l
is

given by
(−1)l22g−m−k[tk+m−g−l] (Φd(t) · F (t))σl

where

F (t) =
m∑
s=0

(−1)s
(
m

s

)
(x− s)m−s

s∑
j=0

(
s

j

)
(x− j)s−j(1− βt2)s−j(−2γt3)j .

Now observe that
(x− j)s−j(x− s)m−s = (x− j)m−j

and (
m

s

)(
s

j

)
= m!

(m− s)!j!(s− j)! =
(
m

j

)(
m− j
s− j

)
.

Hence, we can rewrite F as

F (t) =
m∑
j=0

(
m

j

)
(x− j)m−j(2γt3)j

m∑
s=j

(
m− j
s− j

)
(βt2 − 1)s−j

=
m∑
j=0

(
m

j

)
(x− j)m−j(2γt3)j(βt2)m−j .
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This shows formula (22) after setting a = k −m− k − l − j, b = m− j and c = j. Using the
trivial bound (21), we conclude that if a, b, c are as in the sum (22), the cd,aβbγcσl has Chern
degree bounded by

2a+ 2b+ 4c+ 2l = 2k − 2g ,

which proves the last part of the proposition. □

3.4. Concluding the proof. The basis from Corollary 3.5 together with the bound from
Proposition 3.8 are still not enough to obtain the inequality (17). Although Proposition 3.8
is an optimal bound for the Chern degree in the formal algebra H∗(N2,1) ≃ D, it is no longer
optimal in H∗(N≤d

2,1). The next lemma provides a mechanism to further improve the Chern
degree bound.

Lemma 3.9. For any d ∈ Z, k ≥ 0 and A ∈ H∗(Pic), we have the identity

MRd+1
k,A = MRdk,A − β1MRdk−1,A + β2MRdk−2,A

in H∗(M2,1).

Proof. We can identify the Jacobians M1,−d and M1,1−d, which parametrize line bundles with
different degrees, via the isomorphism sending L 7→ OΣ(pt)⊗ L; denote both of these moduli
spaces by Pic. Under this identification, the universal line bundle L−d is the same as L1−d ⊗
OΣ(−pt). Therefore we obtain a short exact sequence of sheaves on Pic×Σ

0→ L1,−d → L1,1−d → (L1,1−d)| Pic ×pt = OPic ⊗Opt → 0 .

Applying RHomp(V,−) to this exact sequence of sheaves and rotating, we obtain an exact
triangle

p∗
1V∨

|M2,1×pt → Kd+1[1]→ Kd[1]

in M2,1 × Pic. Note that V∨
|M2,1×pt is a vector bundle of rank 2 with first and second Chern

classes −β1 and β2, respectively. The result follows from the exact triangle above and the
definiton of the Mumford relations. □

Proposition 3.10. Let d ≥ 1. The subspace ker(j∗
Λ) has a basis formed by the relations

βℓM̃R
d

k+2g+2d−2,A ∈ H∗(N≤d
2,1)

where ℓ ≥ 0, k ∈ {0, 1}, and A runs through a basis of H∗(Pic).

Proof. Recall that the restriction of MRd+1
k,A to M≤d

2,1 vanishes for k ≥ 2d + 2g. Therefore,
pulling back the relation of Lemma 3.9 along N≤d

2,1 →M≤d
2,1 →M2,1, we obtain the equality

MRdk,A = −β2MRdk−2,A = 1
4β ·MRdk−2,A

in H∗(N≤d
2,1) for all k ≥ 2d+ 2g.



30 W. LIM, M. MOREIRA, AND W. PI

From the definition of modified Mumford relations, it is clear that we also have

M̃R
d

k,A = 1
4β · M̃R

d

k−2,A .

By Corollary 3.5 and the fact that the matrix relating MR and M̃R is invertible, the relations
M̃R

d

k+2g+2d−2,A form a basis of ker(j∗
Λ) when k runs through Z≥0 and A runs through a basis

of H∗(Pic). Together with the identity above, the conclusion follows. □

The basis from the last proposition and the bound on the Chern degree are finally enough
to prove (17). Indeed, we have

βℓM̃R
d

k+2g+2d−2,A ∈ C2k+2g+4d−4+2ℓH
2k+2g+4d−4+4ℓ+|A|(N≤d

2,1) .

Therefore,

Ω(N≤d
2,1, q, t)− Ω(N≤d−1

2,1 , q, t) ⪯
∑
ℓ≥0

k∈{0,1}, A

q2k+2g+4d−4+2ℓt2ℓ+|A|(23)

= q2g+4d−4 (1 + t)2g(1 + q2)
1− q2t2

As explained in Section 3.1, this inequality is enough to conclude the proof of Theorem 0.4.

3.5. A basis for Igr
≤d. We finish this section by providing a very explicit description of the

ideals
Igr

≤d := ker
(
D→ grC• H∗(N≤d

2,1)
)
.

By Corollary 3.5, the ideal I≤d := ker
(
D→ H∗(N≤d

2,1)
)

admits a basis formed by

MRd′
k,A ∈ H∗(N2,1) ≃ D

where d′ > d, k ≥ 2g + 2d′ − 2, and A runs through a basis of H∗(Pic). By Lemma 3.9, we
can replace this basis by

βℓM̃R
d+1
k,A ∈ H∗(N2,1) ≃ D

where ℓ ≥ 0 and k ≥ 2g+2d. Moreover, the analysis in this section shows that the projections
of βℓM̃R

d+1
k,A in grC2ℓ+2k−2gD form a basis of Igr

≤d = grC• I≤d.

Recall the formula from Proposition 3.8:

M̃R
d+1
k,θm·σ̃l

= (−1)l22g−m−k m!
(g − l −m)!

∑
b+c=m

a+b+2c=k−g−l

(g − l − c)!cd+1,a
βb

b!
(2γ)c

c! σl .

Note that cd+1,a is equal to αa/a! modulo terms of Chern degrees ≤ 2a− 1, since Φd(t) is
equal to etα modulo the ideal generated by β, γ. Thus, the projection of M̃R

d+1
k,θm·σ̃l

in grC2k−2gD
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gives, up to constant factors, the relation

(24)
∑

b+c=m
a+b+2c=k−g−l

(g − l − c)!α
a

a!
βb

b!
(2γ)c

c! σl ∈ Igr
≤d

for any l,m, k, σl such that l + m ≤ g, k ≥ 2g + 2d, and σl ∈ Priml. The preceding analysis
shows that Igr

≤d is freely generated as a Q[β]-module by the relations (24).

4. The sl2-triples

In this final section we prove Theorem 0.5. This is done by first constructing sl2-triples
formally over the descendent algebra D, and then showing that they descend via the surjections
D→ grC• H∗(N≤d

2,1). We give two proof of the descending property. The first applies only to the
case d = 0 and shows something stronger, namely that the sl2 operators are (anti-)self-adjoint
with respect to the associated graded pairing (3). The second proof, presented in Section 4.5,
works uniformly for every d ≥ 0 by showing that the sl2-triples preserve the modified Mumford
relations introduced in the previous section.

In fact, we will construct two commuting sl2-triples on grC• H∗(N≤d
2,1) for each d ≥ 0. For

d = 0, this pair of sl2-triples gives rise to the Z/2× Z/2 symmetry

Ω(N2,1, q, t) = Ω(N2,1, q
−1, t−1),

Ω(N2,1, q, t) = Ω(N2,1, q, q
−2t−1),

Ω(N2,1, q, t) = Ω(N2,1, q
−1, q2t) .

The diagonal sl2-triple is related to the Chern grading and furthermore implies (see Corol-
lary 4.12) that the Chern grading specialization Ω(N2,1, q, 1) =

∑n
i=−n ai q

i is unimodal, in the
sense that

a−n ≤ · · · ≤ a0 ≥ · · · ≥ an.

Recall that the descendent algebra D is freely generated by the symbols α, β, ψi for 1 ≤ i ≤
2g introduced in Remark 1.4. This algebra is double-graded by the cohomological degree

deg(α) = 2, deg(β) = 4, deg(ψi) = 3

and the Chern degree
degC(α) = degC(β) = degC(ψi) = 2.

The cohomological degree induces a super-grading | · | valued in {0, 1}. All algebraic concepts
such as vector spaces, operators, commutators, and (anti-)self-adjointness will be super-graded.

We make some comments on the natural Sp(2g,Z)-equivariant structures which will be
used in this section. The group Γ := Sp(2g,Z) acts on the cohomology ring H∗(Σ,Z) via
either the mapping class group modulo the Torelli group of the underlying manifold of Σ, or
the monodromy group of the moduli stack of smooth algebraic curves. Explicitly, Γ is the
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automorphism group of the symplectic lattice H1(Σ,Z) and acts trivially on the even part of
H∗(Σ,Z).

The group Γ also acts on the cohomology rings of the moduli spaces and stacks considered
in this paper via monodromy. Since the restriction homomorphisms between such cohomology
rings are Γ-equivariant, it suffices to consider the Γ-action on the descendent algebra D ≃
H∗(N2,1) which we describe now. If σ ∈ Γ is represented by a matrix A satisfying TA·J ·A = J ,

where J =
(

0 In
−In 0

)
is the standard symplectic matrix, then

σ · α = α, σ · β = β, σ · ψi = Â · ψi =
∑
j

Âji ψj

where Â := TA−1. The Γ-invariant subring of the descendent algebra is

DΓ = Q[α, β, γ]/(γg+1) ⊆ D

where γ = −2
∑g
i=1 ψiψi+g.

4.1. Commuting sl2-triples on the descendent algebra. Using the free algebra structure
of the descendent algebra D, we define the differential operators acting on D:

eα := α,

hα := 2α ∂

∂α
+

2g∑
i=1

ψi
∂

∂ψi
− (g − 1),

fα := −α ∂2

∂α2 + (g − 1) ∂
∂α
− ∂

∂α

2g∑
i=1

ψi
∂

∂ψi
− β

4

g∑
i=1

∂

∂ψi

∂

∂ψi+g
.

Similarly, we define the other set of operators exchanging the role of α and β:

eβ := β,

hβ := 2β ∂

∂β
+

2g∑
i=1

ψi
∂

∂ψi
− (g − 1),

fβ := −β ∂2

∂β2 + (g − 1) ∂
∂β
− ∂

∂β

2g∑
i=1

ψi
∂

∂ψi
− α

4

g∑
i=1

∂

∂ψi

∂

∂ψi+g
.

Recall that a triple of operators (e, h, f) acting on a vector space forms an sl2-triple if

[e, f] = h, [e, h] = 2e, [f, h] = −2f.

We say that a pair of sl2-triples (e, h, f) and (e′, h′, f′) commutes if any operator in (e, h, f)
commutes with any operator in (e′, h′, f′), hence defining a representation of sl2 × sl2.

Proposition 4.1. The operators (eα, hα, fα) and (eβ, hβ, fβ) form a commuting pair of sl2-
triples, hence defining a representation of sl2 × sl2 on D.
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Proof. We first show that (eα, hα, fα) form an sl2-triple. Note that hα is a grading operator
with respect to which the multiplication operators by α, β and ψi are of hα-degree 2, 0, and
1, respectively. From this observation it follows that eα and fα have hα-degree 2 and −2,
respectively, hence [eα, hα] = 2eα and [fα, hα] = −2fα. On the other hand, direct computation
using the Leibniz rule of the commutator gives

[fα, eα] =

−α ∂2

∂α2 + (g − 1) ∂
∂α
− ∂

∂α

2g∑
i=1

ψi
∂

∂ψi
− β

4

g∑
i=1

∂

∂ψi

∂

∂ψi+g
, α


= −2α ∂

∂α
+ (g − 1)−

2g∑
i=1

ψi
∂

∂ψi

which is equal to −hα. The same argument shows that (eβ, hβ, fβ) form an sl2-triple.
We now show that the pair (eα, hα, fα) and (eβ, hβ, fβ) commutes. All the commutators van-

ish for rather trivial reasons except for [fα, fβ] = 0 which we explain below. By independence
of the variables α, β, ψi’s, many terms of [fα, fβ] vanish, leaving us with

[fα, fβ ] =
[
−α ∂2

∂α2 + (g − 1) ∂
∂α

,−α4

] g∑
i=1

∂

∂ψi

∂

∂ψi+g
−
[
−β ∂2

∂β2 + (g − 1) ∂
∂β

,−β4

] g∑
i=1

∂

∂ψi

∂

∂ψi+g

−

[
∂

∂α

2g∑
i=1

ψi
∂

∂ψi
,−α4

g∑
i=1

∂

∂ψi

∂

∂ψi+g

]
+
[
∂

∂β

2g∑
i=1

ψi
∂

∂ψi
,−β4

g∑
i=1

∂

∂ψi

∂

∂ψi+g

]

= 1
2

(
α
∂

∂α
− β ∂

∂β

) g∑
i=1

∂

∂ψi

∂

∂ψi+g
+ 1

4

(
α
∂

∂α
− β ∂

∂β

)[ 2g∑
i=1

ψi
∂

∂ψi
,

g∑
i=1

∂

∂ψi

∂

∂ψi+g

]
.

Since
∑2g
i=1 ψi

∂
∂ψi

is the grading operator assigning degree 1 to each ψi, the second term
cancels the first term. □

One can check that all the operators in the sl2-triples are Γ-equivariant, and in particular
they preserve the Γ-invariant subring. For later use, we record how the operators simplify
when restricted to DΓ.

Lemma 4.2. On the Γ-invariant subring DΓ = Q[α, β, γ]/(γg+1), we have

2g∑
i=1

ψi
∂

∂ψi
= 2γ ∂

∂γ
and

g∑
i=1

∂

∂ψi

∂

∂ψi+g
= −2γ ∂

2

∂γ2 + 2g ∂
∂γ
.

Proof. The differential operators on the right hand sides of both equalities are well-defined
on Q[α, β, γ]/(γg+1) because they preserve the ideal (γg+1). Since all the operators in the
statement annihilate the unit 1 and commute with α and β, it suffices to match the commutator
of both sides with the multiplication operator γ.
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Since
∑2g
i=1 ψi

∂
∂ψi

is the grading operator assigning degree 1 to each ψi and γ is quadratic
in the classes ψi, we have  2g∑

i=1
ψi

∂

∂ψi
, γ

 = 2γ =
[
2γ ∂
∂γ
, γ

]
,

proving the first equality. The second equality also follows from direct computation. □

By the above lemma, the operators (eα, hα, fα) become

eα = α,

hα = 2α ∂

∂α
+ 2γ ∂

∂γ
− (g − 1),

fα = −α ∂2

∂α2 + (g − 1) ∂
∂α
− 2γ ∂2

∂α∂γ
+ 1

2βγ
∂2

∂γ2 −
g

2β
∂

∂γ
(25)

when we restrict to DΓ. Similar formulas hold for (eβ, hβ, fβ).

4.2. (Anti-)self-adjoint property. Let V be a super-graded vector space. We say that an
element D ∈ V or an operator F : V → V is pure (with respect to the super-grading) if it is
either even or odd.

Definition 4.3. Let V be a super-graded vector space with a pairing ⟨−,−⟩ : V ⊗ V → Q.
We say that a pure operator F : V → V is (±)-self-adjoint with respect to the given pairing if

⟨F (D), D′⟩ = ±(−1)|F ||D|⟨D,F (D′)⟩

for all pure elements D,D′ ∈ V . If the sign is + (resp. −), we simply say that the operator
is self-adjoint (resp. anti-self-adjoint).

The main theorem of this section is the (±)-self-adjoint property of the operators (eα, hα, fα)
and (eβ, hβ, fβ). We recall from Section 1.5 the definition of the symmetric pairing ⟨−,−⟩gr :
D⊗ D→ Q on the descendent algebra given by

⟨D,D′⟩gr =
∫ gr

N
D ·D′

where
∫ gr

N
denotes the integration over N of only the top Chern degree part of D ·D′.

Theorem 4.4. The operators eα, eβ, fα, fβ (resp. hα, hβ) are self-adjoint (resp. anti-self-
adjoint) with respect to the pairing ⟨−,−⟩gr on D.

Combining the above (±)-self-adjoint property of the operators with the perfectness of the
pairing on grC• H∗(N) in Corollary 1.10, we obtain an sl2 × sl2-representation on grC• H∗(N).

Corollary 4.5. The sl2×sl2-representation on D descends via the surjection D ↠ grC• H∗(N).
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Proof. Let F be one of the operators in the commuting sl2-triples. The statement of the
corollary amounts to showing that the operator F preserves the kernel of the surjective ho-
momorphism D ↠ grC• H∗(N). By Theorem 2.1 and Corollary 1.10, the kernel Igr of this
surjection is equal to the kernel of the symmetric pairing ⟨−,−⟩gr on D. Thus it suffices
to show that ⟨D,−⟩gr = 0 implies ⟨F (D),−⟩gr = 0, which follows from the (±)-self-adjoint
property of F . □

We now explain how to reduce the proof of Theorem 4.4 to showing that fα is self-adjoint.

Lemma 4.6. The pairing ⟨−,−⟩gr is preserved under the algebra automorphism of D swapping
α and β.

Proof. Recall that the pairing ⟨−,−⟩gr on D uses the top Chern degree integral over N . Note
that a monomial in the descendent algebra

D = αnβm
2g∏
i=1

ψpi
i ∈ D

has the top cohomological degree and top Chern degree only if

2n+ 4m+ 3
2g∑
i=1

pi = 6g − 6, 2n+ 2m+ 2
2g∑
i=1

pi = 4g − 4.

The two equalities in particular imply that n = m, hence proving the lemma. □

Since (eα, hα, fα) and (eβ, hβ, fβ) are related by swapping the role of α and β, the above
lemma shows that it suffices to consider (eα, hα, fα). On the other hand, a multiplication
operator eα is clearly self-adjoint. The grading operator hα is anti-self-adjoint due to degree
reason as we explain below.

Proposition 4.7. The operator hα is anti-self-adjoint with respect to ⟨−,−⟩gr.

Proof. Given any two monomials

D = αnβm
2g∏
i=1

ψpi
i , D′ = αn

′
βm

′
2g∏
i=1

ψ
p′

i
i ,

we need to show that ⟨hα(D), D′⟩gr = −⟨D, hα(D′)⟩gr. Equivalently, we need to show

(26)
∫ gr

N
hα(D) ·D′ +D · hα(D′) = 0.

Since

hα = 2α ∂

∂α
+

2g∑
i=1

ψi
∂

∂ψi
− (g − 1)

is the operator preserving the cohomological degree and Chern degree, the integral on the left
hand side of (26) is trivially zero unless

deg(D) + deg(D′) = 6g − 6, degC(D) + degC(D′) = 4g − 4.
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The above two equalities amount to n+n′ = m+m′ and 2(n+n′)+
∑2g
i=1(pi+p′

i) = 2g−2, which
we assume from now. Since hα is a grading operator with all monomials being eigenvectors,
the equality (26) follows from

hα(D) ·D′ +D · hα(D′) =

2(n+ n′) +
2g∑
i=1

(pi + p′
i)− (2g − 2)

D ·D′ = 0. □

4.3. Self-adjointness of fα. We now focus on proving that fα is self-adjoint, which is the
heart of Theorem 4.4. The following lemma will be repeatedly used.

Lemma 4.8. Let V be a super-graded vector space with a pairing ⟨−,−⟩. Suppose that V is
spanned by an even vector 1 ∈ V acted upon by a collection of self-adjoint operators {Gs}s∈S.
Then an operator F : V → V is (±)-self-adjoint if and only if the following two conditions
are satisfied:

(i) ⟨F (1), D⟩ = ±⟨1, F (D)⟩ for all D ∈ V and
(ii) [F,Gs] is (∓)-self-adjoint for all s ∈ S.

Proof. The “only if” direction is straightforward to check so we only prove the “if” direction.
Assume that a pure operator F satisfies the conditions in (i) and (ii). For each n ∈ Z≥0, define
a subspace

Vn := span{Gs1 ◦ · · · ◦Gsn(1) | s1, . . . , sn ∈ S} ⊆ V.

By assumption, the filtration V0 ⊆ V1 ⊆ · · · ⊆ V saturates V in the sense that any D ∈ V lies
in Vn for some n ≥ 0. Therefore it suffices to show that for every n ≥ 0 we have

(27) ⟨F (D), D′⟩ = ±(−1)|F ||D|⟨D,F (D′)⟩ for all D ∈ Vn, D′ ∈ V.

We prove this by induction on n ≥ 0. Since V0 = span{1}, the n = 0 case is precisely the
statement of (i). Now let n > 0 and assume (27) for the n − 1 case. Given D = Gs1 ◦ · · · ◦
Gsn(1) ∈ Vn and D′ ∈ V , we can write D = Gs1(D′′) where D′′ = Gs2 ◦ · · · ◦Gsn(1) ∈ Vn−1.
Using the self-adjoint property of Gs1 and (∓)-self-adjoint property of [F,Gs1 ], we have

⟨F (D), D′⟩ = ⟨F ◦Gs1(D′′), D′⟩

= ⟨[F,Gs1 ](D′′), D′⟩+ (−1)|F ||Gs1 |⟨Gs1 ◦ F (D′′), D′⟩

= ∓(−1)(|F |+|Gs1 |)|D′′|⟨D′′, [F,Gs1 ]D′⟩+ (−1)|Gs1 ||D′′|⟨F (D′′), Gs1(D′)⟩.
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Since D′′ ∈ Vn−1, the induction hypothesis allows us to rewrite the second term to get

⟨F (D), D′⟩ = ∓(−1)(|F |+|Gs1 |)|D′′|⟨D′′, [F,Gs1 ]D′⟩ ± (−1)(|F |+|Gs1 |)|D′′|⟨D′′, F ◦Gs1(D′)⟩

= ±(−1)(|F |+|Gs1 |)|D′′| (⟨D′′, F ◦Gs1(D′)− [F,Gs1 ]D′⟩
)

= ±(−1)(|F |+|Gs1 |)|D′′|(−1)|F ||Gs1 |⟨D′′, Gs1 ◦ F (D′)⟩

= ±(−1)|F |(|D′′|+|Gs1 |)⟨Gs1(D′′), F (D′)⟩

= ±(−1)|F ||D|⟨D,F (D′)⟩. □

We apply the above lemma when the super-graded vector space is D equipped with the
pairing ⟨−,−⟩gr, the even vector is the unit 1 and the collection of self-adjoint operators is the
set of multiplication operators {α, β, ψ1, . . . , ψ2g}. According to the lemma, in order to show
that fα is self-adjoint, it suffices to show that

(i) ⟨fα(1), D⟩gr = ⟨1, fα(D)⟩gr for all D ∈ D,
(ii) [fα, α], [fα, β], [fα, ψi] for i = 1, . . . , 2g are all anti-self-adjoint.

Since fα(1) = 0, part (i) is equivalent to∫ gr

N
fα(D) = 0 for all D ∈ D.

On the other hand, since [fα, α] = −hα is anti-self-adjoint by Proposition 4.7 and [fα, β] = 0
by Proposition 4.1, the only thing we are left with in part (ii) is to show that [fα, ψi] is anti-
self-adjoint for all 1 ≤ i ≤ 2g. These two statements will be proved in Proposition 4.10 and
Proposition 4.11, respectively.

We briefly explain the main ingredients in the proofs of Proposition 4.10 and Proposi-
tion 4.11. Both propositions can be checked in principle if we understand all integral values of
the top Chern degree monomials D ∈ D. It turns out that we only need some proportionalities
between such integrals coming from the Virasoro constraints and monodromy invariance with
respect to the group Γ = Sp(2g,Z).

The Virasoro constraints of the moduli space N , as written in [BLM, Example 2.24], give

(28) (g − p)
∫
N
αnβmγp = −2n

∫
N
αn−1βm−1γp+1.

Note that this is also an immediate consequence of [Tha1, (30)]. On the other hand, mon-
odromy invariance of the integrals over N implies the following two statements [Tha1, pp.
143–144]. First, we have ∫

N
αnβm

2g∏
i=1

ψpi
i = 0

unless pi = pi+g for 1 ≤ i ≤ g. Setting γi := ψiψi+g for 1 ≤ i ≤ g, the integral value∫
N
αnβmγi1 · · · γip



38 W. LIM, M. MOREIRA, AND W. PI

depends on 1 ≤ i1 < · · · < ip ≤ g only through p. Since γ = −2
∑g
i=1 γi, this implies

(29)
∫
N
αnβmγp = (−2)p · g(g − 1) · · · (g − p+ 1)

∫
N
αnβmγi1 · · · γip .

Lemma 4.9. Let V be a complex representation of a complex reductive group G. Suppose that
V is saturated by finite dimensional G-invariant subspaces. If ϕ : V → C is a G-invariant
linear map such that ϕ

∣∣
V G = 0, then ϕ = 0.

Proof. Since V is saturated by finite dimensional G-invariant subspaces, we can reduce the
proof to the case where V is finite dimensional. Let K ⊂ G be a maximal compact subgroup
of G and dµ be the unique Haar measure on K. Define the “averaging map” by

I : V → V, x 7→
∫
K
k · x dµ.

Then I is a complex linear map with the property that I(V ) ⊆ V K = V G; the fact that
V K = V G follows from Zariski density of K ⊂ G, which is sometimes known as “Weyl
Unitarian Trick” (see [Spr, Section 2.2.2]). On the other hand, for x ∈ V we have

ϕ(I(x)) =
∫
K
ϕ(k · x) dµ =

∫
K
ϕ(x) dµ = ϕ(x).

Since I(x) ∈ V G and ϕ
∣∣
V G = 0, we conclude that ϕ(x) = 0. □

Proposition 4.10. We have
∫ gr

N
fα(D) = 0 for all D ∈ D.

Proof. We first prove the statement for D ∈ DΓ. Since fα is of cohomological degree −2 and
Chern degree −2, it suffices to consider monomials D = αnβmγp with

deg(D) = 2n+ 4m+ 6p = (6g − 6) + 2,

degC(D) = 2n+ 2m+ 4p = (4g − 4) + 2.

The two equalities are equivalent to n = m+ 1 and m+ p = g − 1. By applying the formula
(25) of fα to D = αm+1βmγp, we have

fα(D) =− (m+ 1)mαmβmγp + (g − 1)(m+ 1)αmβmγp − 2(m+ 1)pαmβmγp

+ 1
2p(p− 1)αm+1βm+1γp−1 − g

2pα
m+1βm+1γp−1

= (m+ 1)(−m+ g − 1− 2p)αmβmγp + p

2(p− 1− g)αm+1βm+1γp−1.

On the other hand, by the proportionality (28) coming from the Virasoro constraints, the
integral

∫
N fα(D) is zero if

(m+ 1)(−m+ g − 1− 2p)(g − p+ 1) + p

2(p− 1− g)(−2(m+ 1)) = 0.

This equality follows from m+ p = g − 1.
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So far, we have shown that the Γ-invariant map

ϕ : D→ Q, D 7→
∫ gr

N
fα(D)

vanishes once we restrict the domain of ϕ to DΓ. Note that we can extend scalars to the
complex numbers in the following sense. The complex reductive group ΓC := Sp(2g,C) acts
on DC := D ⊗Q C so that ϕC : DC → C is ΓC-invariant. By Lemma 4.9, we conclude that
ϕC = 0 from the fact that ϕC restricts to zero on the smaller domain DΓC

C = DΓ ⊗Q C. The
condition on the saturation by finite dimensional invariant subspaces in the lemma is satisfied
for example by the Chern filtration. □

Proposition 4.11. For 1 ≤ i ≤ 2g, the operator [fα, ψi] is anti-self-adjoint with respect to
⟨−,−⟩gr.

Proof. By Lemma 4.8, [fα, ψj ] is anti-self-adjoint if and only if
(i) ⟨[fα, ψj ](1), D⟩gr = −⟨1, [fα, ψj ](D)⟩gr for all D ∈ D,
(ii)

[
[fα, ψj ], α

]
,
[
[fα, ψj ], β

]
,
[
[fα, ψj ], ψi

]
for i = 1, . . . , 2g are all self-adjoint.

Since fα is a quadratic differential operator, it becomes a multiplication operator after taking
commutator twice with multiplication operators. Therefore, part (ii) follows immediately. So
we are left with part (i).

Now we let 1 ≤ j ≤ g and consider part (i) for [fα, ψj ]. The case of [fα, ψj+g] is essentially
the same and we leave the details to the reader. We start by computing the commutator

[fα, ψj ] =

−α ∂2

∂α2 + (g − 1) ∂
∂α
− ∂

∂α

2g∑
i=1

ψi
∂

∂ψi
− β

4

g∑
i=1

∂

∂ψi

∂

∂ψi+g
, ψj


= − ∂

∂α
ψj + β

4
∂

∂ψj+g
.(30)

Since [fα, ψj ](1) = 0, part (i) is equivalent to

(31)
∫ gr

N
[fα, ψj ](D) = 0 for all D ∈ D.

In order to show the vanishing (31), we follow a similar strategy as in the proof of Propo-
sition 4.10. One difference is that the top Chern degree integration map

D→ Q, D 7→
∫ gr

N
[fα, ψj ](D)

is no longer Γ = Sp(2g,Z)-invariant. However, it is invariant with respect to the subgroup
Γ̃ ⊂ Γ fixing ψj and ψj+g. Abstractly, Γ̃ is isomoprhic to Sp(2g − 2,Z), and the Γ̃-invariant
subring is generated by α, β, γ, ψj , ψj+g.

By Lemma 4.9, it suffices to show the vanishing (31) for the monomials

D = αnβmγpψ
pj

j ψ
pj+g

j+g .
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Since [fα, ψj ] has cohomological degree 1 and Chern degree 0, we may assume

deg(D) = 2n+ 4m+ 6p+ 3(pj + pj+g) = (6g − 6)− 1,

degC(D) = 2n+ 2m+ 4p+ 2(pj + pj+g) = 4g − 4.

In particular, we have n = m + 1 and pj + pj+g = 1. By the formula of [fα, ψj ] in (30),
[fα, ψj ](D) = 0 if pj = 1 and pj+g = 0. So we may assume that

D = αm+1βmγpψj+g

with m+ p = g − 2.
Recall the definition of γ = −2

∑g
i=1 γi where γi = ψiψi+g. By computation, we have

[fα, ψj ](D) =
(
− ∂

∂α
ψj + β

4
∂

∂ψj+g

)
αm+1βmγpψj+g

= −(m+ 1)αmβmγpγj + 1
4α

m+1βm+1 ∂

∂ψj+g
(γpψj+g)

= −(m+ 1)αmβmγpγj + 1
4α

m+1βm+1(−2)p(γ1 + · · · γ̂j + · · · γg)p

where we used γj · ψj+g = 0 in the last step. By the proportionality (29) coming from the
monodromy invariance, we have∫

N
αmβmγpγj = − 1

2g

∫
N
αmβmγp+1

and ∫
N
αm+1βm+1(−2)p(γ1 + · · · γ̂j + · · · γg)p = g − p

g

∫
N
αm+1βm+1γp.

So the vanishing (31) reduces to showing∫
N

(
(m+ 1) 1

2gα
mβmγp+1 + 1

4
g − p
g

αm+1βm+1γp
)

= 0.

This follows from the proportionality (28) coming from the Virasoro constraints because

(m+ 1) 1
2g (g − p) + 1

4
g − p
g

(−2(m+ 1)) = 0. □

Therefore, we have completed the proof of Theorem 4.4.

4.4. Diagonal sl2-triple and Chern filtration. In previous sections, we have constructed
a commuting pair of sl2-triples (eα, hα, fα) and (eβ, hβ, fβ) acting on D which descends via the
surjection D ↠ grC• H∗(N). On the other hand, there is a diagonal Lie subalgebra sl2 ⊂ sl2×sl2
corresponding to

e := eα + eβ, h := hα + hβ, f := fα + fβ.

In this section, we discuss applications of this diagonal sl2-triple to the Chern filtration and
the associated graded ideal Igr := ker(D ↠ grC• H∗(N)).
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Corollary 4.12. The h operator in the diagonal sl2-action on grC• H∗(N) is the shifted Chern
degree operator. In particular, Ω(N, q, 1) satisfies the symmetry and unimodality.11

Proof. The h operator of the diagonal sl2-triple is given by the formula

h = 2α ∂

∂α
+ 2β ∂

∂β
+ 2

2g∑
i=1

ψi
∂

∂ψi
− (2g − 2).

Therefore, the h-degrees of the multiplication operators α, β and ψi are precisely 2, equal to
their Chern degrees. Furthermore, the 2g − 2 in the formula of h is precisely half of the top
Chern degree 4g−4 of the moduli space N = N2,1. The second statement follows from general
theory of finite dimensional sl2-representations. □

For moduli theory in various settings, describing a complete set of tautological relations is
a fundamental problem. In the case of the moduli space N = N2,1, the ideal of tautological
relations is defined as

I = ker
(
D ↠ H∗(N)

)
and is characterized by the Mumford conjecture, proven by Kirwan [Kir]. In our setting, we
can ask the same question regarding the Chern filtration by considering the ideal

Igr := ker
(
D ↠ grC• H∗(N)

)
.

This amounts to understanding the shape of the highest Chern degree part of each tautological
relation. The next corollary characterizes the ideal Igr purely in terms of the f operator

(32) −α ∂2

∂α2 − β
∂2

∂β2 + (g − 1)
(
∂

∂α
+ ∂

∂β

)
−
(
∂

∂α
+ ∂

∂β

) 2g∑
i=1

ψi
∂

∂ψi
− α+ β

4

g∑
i=1

∂

∂ψi

∂

∂ψi+g

in the diagonal sl2-triple.

Corollary 4.13. The associated graded ideal Igr ⊂ D is the smallest ideal containing C>4g−4D
which is closed under the f operator (32).

Proof. Let J ⊂ D be the smallest ideal that contains C>4g−4D and is closed under the f

operator (32). Since Igr contains C>4g−4D by Theorem 0.2 and is closed under the f operator
by Corollary 4.5, we have J ⊆ Igr. Consider the surjections

(33) D ↠ D/J ↠ D/Igr.

In order to show that J = Igr, it suffices to show the numerical statement

(34) dim grCi (D/J) = dim grCi (D/Igr)

11We note, however, that the sl2-action does not give an independent proof of the symmetry since Corol-
lary 4.5 relies on the perfectness of the pairing ⟨−,−⟩gr.
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for all i ∈ Z≥0. Since the diagonal sl2-action descends to D/J and D/Igr with the h operator
being the shifted Chern grading by Corollary 4.12, we have symmetries

dim grCi (D/J) = dim grC4g−4−i(D/J), dim grCi (D/Igr) = dim grC4g−4−i(D/Igr).

So it suffices to show the equality (34) for 0 ≤ i ≤ 2g − 2.
Theorem 0.3 computes the dimensions of the Chern grading of D/Igr ≃ grC• H∗(N) as

(35)
∑
i≥0

dim grCi (D/Igr)qi = Ω(N, q, 1) = (1 + q2)2g

(1− q2)2 − q
2g · 22g

(1− q2)2 .

On the other hand, the descendent algebra D is generated by two even generators with
degC(α) = degC(β) = 2 and 2g odd generators with degC(ψi) = 2, and hence∑

i≥0
dim grCi D = (1 + q2)2g

(1− q2)2

which is precisely the first term of (35). Since the two formulas differ by the second term
which starts from q2g, D ↠ D/Igr is an isomorphism up to Chern degree 2g − 1. Using the
successive surjections in (33), we conclude the desired equality (34) for 0 ≤ i ≤ 2g − 1 (which
is slightly larger than 0 ≤ i ≤ 2g − 2). □

4.5. Commuting sl2-triples on intermediate stacks. In Section 3 we studied the coho-
mology of the intermediate stacks N≤d

2,1 and their Chern filtration. Recall that when d = 0,
the rings H∗(N2,1) ≃ H∗(N≤0

2,1) are isomorphic. It turns out that there exist (sl2 × sl2)-
representations on the associated graded grC• H∗(N≤d

2,1) of all of these stacks, generalizing the
representation discussed before.

We define the following operators on the descendent algebra D:

edα := α,

hdα := 2α ∂

∂α
+

2g∑
i=1

ψi
∂

∂ψi
− (g + 2d− 1),

fdα := −α ∂2

∂α2 + (g + 2d− 1) ∂
∂α
− ∂

∂α

2g∑
i=1

ψi
∂

∂ψi
− β

4

g∑
i=1

∂

∂ψi

∂

∂ψi+g
,

and

edβ := β,

hdβ := 2β ∂

∂β
+

2g∑
i=1

ψi
∂

∂ψi
− (g + 2d− 1),

fdβ := −β ∂2

∂β2 + (g + 2d− 1) ∂
∂β
− ∂

∂β

2g∑
i=1

ψi
∂

∂ψi
− α

4

g∑
i=1

∂

∂ψi

∂

∂ψi+g
.
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The only difference between these operators and our previous ones (which agree when d = 0)
is the factor g + 2d− 1 replacing g − 1. The proof of Proposition 4.1 immediately generalizes
to show that (edα, hdα, fdα) and (edβ, hdβ, fdβ) form two commuting sl2-triples. Our final result is
the following:

Theorem 4.14. For every d ≥ 1, the sl2-triples (edα, hdα, fdα) and (edβ, hdβ, fdβ) descend via the
surjections D→ grC• H∗(N≤d

2,1).

The fact that the e operators descend is trivial. The h operators are affine combinations
of the cohomological grading operator and the Chern grading operator, so they also descend.
The non-trivial part of the theorem concerns the f operators.

When d > 0, we no longer have an integration map nor a non-degenerate pairing, so the
strategy previously used to show self-adjointness of the f operators is not available. Instead,
we use the results from Section 3, and in particular the explicit basis (24) for the ideal

Igr
≤d = ker

(
D→ grC• H∗(N≤d

2,1)
)
.

The claim of Theorem 4.14 is equivalent to fdα, f
d
β preserving the ideal Igr

≤d. Note also that the
ideals Igr

≤d are no longer symmetric under swapping α and β when d > 0 (cf. Lemma 4.6), so
the statements for fdα and fdβ have to be shown separately.

We first prove the following lemma that will help us calculate the action of the f operators
on the relations (24).

Lemma 4.15. Let σl ∈ Priml ⊆ D. Then, the restriction of the commutators [fdα, σl] and
[fdβ, σl] to the Γ-invariant subring DΓ are

[fdα, σl]|DΓ = −lσl
∂

∂α
+ l

2βσl
∂

∂γ

[fdβ, σl]|DΓ = −lσl
∂

∂β
+ l

2ασl
∂

∂γ
.

Proof. Since fdα, f
d
β are Γ-equivariant and Γ acts transitively on Priml, we can assume without

loss of generality that σl = ψ1 . . . ψl. We have

[fdα, ψ1 . . . ψl] = − ∂

∂α

 2g∑
i=1

ψi
∂

∂ψi
, ψ1 . . . ψl

− β

4

[ g∑
i=1

∂

∂ψi

∂

∂ψi+g
, ψ1 . . . ψl

]
The first commutator on the right hand side is clearly lσl. The second commutator is[ g∑

i=1

∂

∂ψi

∂

∂ψi+g
, ψ1 . . . ψl

]
= −

l∑
i=1

ψ1 . . . ψi−1
∂

∂ψi+g
ψi+1 . . . ψl .

This is a derivation on D, so it is enough to determine the images of α, β, γ under it to calculate
its restriction to DΓ. Clearly, α and β are annihilated, so it remains to find[ g∑

i=1

∂

∂ψi

∂

∂ψi+g
, ψ1 . . . ψl

]
γ = 2

l∑
i=1

ψ1 . . . ψi−1
∂

∂ψi+g
ψi+1 . . . ψl · ψi · ψi+g = −2lσl .
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The proof of the formula for [fdα, σl]|DΓ follows. The exact same calculation applies to [fdβ, σl]|DΓ

by switching α and β. □

Proof of Theorem 4.14. We denote

Rk,m,l :=
∑

b+c=m
a+b+2c=k−g−l

(g − l − c)!α
a

a!
βb

b!
(2γ)c

c! ∈ DΓ.

As explained in Section 3.5, the ideal Igr
≤d is freely generated as a Q[β]-module by the relations

Rk,m,lσl for k,m, l such that k ≥ 2g + 2d and l + m ≤ g, with σl ranging in a basis of Priml.
Since [fdα, β] = 0 and [fdβ, β] = −hdβ both preserve the ideal Igr

≤d, it is enough to show that

fdα(Rk,m,lσl), fdβ(Rk,m,lσl) ∈ Igr
≤d .

We start with fdα and calculate using Lemmas 4.2 and 4.15:

fdα(Rk,m,lσl) =
(
σl · fdα + [fdα, σl]

)
Rk,m,l

= σl ·
(
−α ∂2

∂α2 + (g + 2d− 1− l) ∂
∂α
− 2γ ∂2

∂α∂γ
+ 1

2βγ
∂2

∂γ2 −
g − l

2 β
∂

∂γ

)
Rk,m,l

=

 ∑
b+c=m

a+b+2c=k−g−l

(g − l − c)! (−a+ 1 + g + 2d− 1− l − 2c)︸ ︷︷ ︸
=2g+2d−k+b

αa−1

(a− 1)!
βb

b!
(2γ)c

c!

 · σl

+

 ∑
b+c=m

a+b+2c=k−g−l

(g − l − c)!(b+ 1)(c− 1− g + l)︸ ︷︷ ︸
−(g−l−c+1)!(b+1)

αa

a!
βb+1

(b+ 1)!
(2γ)c−1

(c− 1)!

 · σl .
Renaming (a− 1, b, c) as (a, b, c) in the first sum and (a, b+ 1, c− 1) as (a, b, c) in the second
sum, we find that

fdα(Rk,m,lσl) =
∑

b+c=m
a+b+2c=k−g−l−1

(g− l− c)!(2g+ 2d− k)α
a

a!
βb

b!
(2γ)c

c! σl = (2g+ 2d− k)Rk−1,m,lσl .

Now the conclusion that fdα(Rk,m,lσl) ∈ Igr
≤d for every k ≥ 2g + 2d follows: if k = 2g + 2d then

the right hand side vanishes, and if k > 2g+2d then k−1 ≥ 2g+2d as well, so Rk−1,m,lσl ∈ Igr
≤d.

The analysis for fdβ is essentially parallel, and we obtain

fdβ(Rk,m,lσl) =
∑

b+c=m−1
a+b+2c=k−g−l−1

(g−l−c)!(2g+2d−k)α
a

a!
βb

b!
(2γ)c

c! σl = (2g+2d−k)Rk−1,m−1,lσl .

Hence, we conclude in the same way that fdβ preserves the ideal Igr
≤d. □
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Appendix A. Cohomology of the moduli stack with fixed determinant

Fix r ∈ Z≥1, d ∈ Z and Λ ∈ Picd(Σ) throughout the appendix. All results in this appendix
should be known to experts, although we could not find in the literature the exact form of the
statements we need.

Recall that Nr,Λ denotes the stack of rank r vector bundles U on Σ together with an
isomorphism ϕ : detU ∼−→ Λ. We first prove Proposition 1.3 (i). The descendent algebra in
the lemma below is the rank r version of Definition 1.2.

Lemma A.1. The realization map D→ H∗(Nr,Λ) is a ring isomorphism.

Proof. Note that Nr,OΣ is the stack of principal SLr-bundles on Σ. For such a stack, the
classical result of [AB] proves that the cohomology ring is freely generated by tautological
generators which is precisely the statement of the lemma; see also [HS] for an algebro-geometric
proof.

Now we consider the general case. The proof of [HS, Proposition 3.1.1] applies to the
“Λ-twisted” case and shows that the realization map D → H∗(Nr,Λ) is injective. To show
that this is in fact an isomorphism, it suffices to show that the Poincaré series of Nr,Λ and
Nr,OΣ are equal. For this, it suffices to equate the Poincaré series of Nr,Λ and Nr,Λ′ when
Λ ≃ Λ′⊗OΣ(x) for some x ∈ Σ. Consider the Hecke stack H = Hr,Λ,x parametrizing non-split
short exact sequences

0→ U ′ → U → Ox → 0

together with an isomorphism ϕ : det(U) ∼−→ Λ. Since there is a natural isomorphism
det(U) ≃ det(U ′) ⊗ OΣ(x), fixing the isomorphism ϕ : det(U) ∼−→ Λ is equivalent to fixing
the isomorphism ϕ′ : det(U ′) ∼−→ Λ′. The Hecke stack admits two forgetful morphisms

H

Nr,Λ Nr,Λ′ .

π1 π2

The fiber of π1 at (U, ϕ) is naturally identified with the (r − 1)-dimensional projective space
P(Hom(U,Ox)). The fiber of π2 at (U, ϕ) is also given by the (r − 1)-dimensional projective
space P(Ext1(Ox, U ′)). In fact, the Hecke stack is a projective bundle in two different ways

PNr,Λ(p∗Hom(U ,Ox)) ≃ H ≃ PNr,Λ′ (R1p∗Hom(Ox,U ′)).

By the projective bundle formula, the Poincaré series of Nr,Λ and Nr,Λ′ are equal. □

For a vector bundle V of rank r and degree d, denote by t(V ) = (r′, d′) the pair of rank and
degree of the maximal destabilizing subbundle of V . The set of all possible values of t(V ) is

MDr,d :=
{
(r, d)} ⊔ {(r′, d′) | 0 < r′ < r, d′/r′ > d/r

}
.
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Define a total order ≤ on MDr,d as follows; we say that (r′, d′) < (r′′, d′′) if and only if[
d′/r′ < d′′/r′′ ] or

[
d′/r′ = d′′/r′′ and r′ < r′′ ].

The order ≤ satisfies the property that there are only finitely many elements bounded above.
In particular, it makes MDr,d well-ordered, so we can apply the induction principle.12

For each t′ = (r′, d′) ∈ MDr,d, denote by M≤t′
r,d (resp. M<t′

r,d and M=t′
r,d ) the stack of all vector

bundles V with t(V ) ≤ t′ (resp. t(V ) < t′ and t(V ) = t′). Since the maximal destabilizing type
of a vector bundle only gets bigger under a specialization, M≤t′

r,d ⊆Mr,d is an open substack.
Therefore, the full stack Mr,d is stratified by the locally closed substacks

Mr,d =
⊔

t′∈MDr,d

M=t′
r,d .

Let j (resp. ι) be the open (resp. closed) embedding induced from this stratification

(36) M<t′

r,d
j−−→M≤t′

r,d
ι←−−M=t′

r,d .

The same stratification exists also for the fixed determinant stack Nr,Λ.

Lemma A.2. The Gysin sequence associated to (36) splits, i.e., we have a short exact sequence

0→ H∗−2·codim(i)(M=t′
r,d ) ι∗−−→ H∗(M≤t′

r,d ) j∗
−−→ H∗(M<t′

r,d )→ 0.

In particular, H∗(M≤t′
r,d ) is generated by tautological classes. The same holds for N≤t′

r,Λ .

Proof. The statements about M≤t′
r,d are essentially in [EK2, Proposition 3.5], although loc.

cit. is written in gauge-theoretic terms; see also [Hei, Corollary 5.14] for an algebro-geometric
approach to a similar statement with respect to a different stratification. We explain the proof
for M≤t′

r,d for the reader’s convenience and point out the necessary modifications for N≤t′
r,Λ .

Let t′ = (r′, d′) ̸= (r, d). For each V ∈M=t′
r,d , we have a maximal destabilizing sequence

0→ V ′ → V → V ′′ → 0

where V ′ is semistable of rank r′ and degree d′ and the quotient bundle V ′′ is of rank r′′ := r−r′

and d′′ := d−d′. It follows that the maximal destabilizing subbundle of V ′′ has a slope smaller
than µ′ := d′/r′. Let t′′ ∈ MDr′′,d′′ be the maximum element whose slope is smaller than µ′.
Such t′′ exists because there are only finitely many elements in MDr′′,d′′ of slope bounded above.
By the choice of t′′, we have V ′′ ∈ M≤t′′

r′′,d′′ . Conversely, given any (V ′, V ′′) ∈ Mss
r′,d′ ×M≤t′′

r′′,d′′

and an extension 0→ V ′ → V → V ′′ → 0, the extension bundle V satisfies t(V ) = t′.

12For each fixed µ ∈ Q, let t′ = (r′, d′) ∈ MDr,d be the maximal element such that d′/r′ ≤ µ. Then t(V ) ≤ t′

if and only if the slope of the maximal destabilizing subbundle of V is ≤ µ, i.e., M≤µ
r,d = M≤t′

r,d .
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The above discussion yields a diagram

(37)

M=t′
r,d

Mss
r′,d′ ×M≤t′′

r′′,d′′ M≤t′
r,d

π i

where π is the total space of a vector bundle stack such that

π−1(V ′, V ′′) = [Ext1(V ′′, V ′)/Hom(V ′′, V ′)].

On the other hand, the normal bundle of the closed embedding ι is given by

Nι = R1p∗
(
Hom(V ′,V ′′)

)
where 0→ V ′ → V → V ′′ → 0 is the universal exact sequence over M=t′

r,d ×Σ. This is in fact a
bundle because Hom(V ′, V ′′) = 0 for any (V ′, V ′′) ∈Mss

r′,d′ ×M≤t′′
r′′,d′′ .

In order to show that the Gysin sequence associated to (36) splits, it suffices to show
that ι∗ι∗ = e(Nι) is injective. Since Nι is naturally pulled back from from π, this reduces
to showing that e(Nι) ∈ H∗(Mss

r′,d′ ×M≤t′′
r′′,d′′) ≃ H∗(M=t′

r,d ) is not a zero divisor. This fol-
lows from [Hei, Lemma 5.13] because Mss

r′,d′ ×M≤t′′
r′′,d′′ is a Gm-gerbe over the rigidified stack

Mss
r′,d′ ×

(
M≤t′′

r′′,d′′

)rig
[ACV] with respect to which Nι has weight 1. Furthermore, tautological

generation of H∗(M≤t′
r,d ) follows from surjectivity of j∗, the tautological generation of the full

stack H∗(Mr,d), and the fact that for any fixed k the map Hk(Mr,d)→ Hk(M≤t′
r,d ) is an isomor-

phism for sufficiently large t′ (which is a consequence of the stacks M=t′
r,d having increasingly

large codimension).
Now we explain the necessary modification for the stack N≤t′ . We have the following

diagram similar to (37):

N=t′
r,Λ

Nsplit-t′
r,Λ M≤t′

r,Λ

πΛ ιΛ

where the splitting stack Nsplit-t′
r,Λ is defined by the Cartesian diagram

Nsplit-t′
r,Λ Mss

r′,d′ ×M≤t′′
r′′,d′′ (V ′, V ′′)

{Λ} Picd det(V ′)⊗ det(V ′′).

7→
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As in the varying determinant case, the morphism πΛ is a vector bundle stack defining an
isomorphism on the cohomology rings. So we are left to prove that e(NιΛ) ∈ H∗(Nsplit-t′

r,Λ ) is
not a zero divisor. By definition of the splitting stack Nsplit-t′

r,Λ , it has a generic stabilizer group

T = {(λ1, λ2) ∈ (C∗)2 |λr′
1 · λr

′′
2 = 1}.

Set r̄′ := r′/ gcd(r′, r′′) and r̄′′ := r′′/ gcd(r′, r′′). Then elements inside T of the form (λ−r̄′′
, λr̄

′)
for λ ∈ C∗ forms a subgroup isomorphic to C∗. This realizes Nsplit-t′

r,Λ as a Gm-gerbe over the
rigidified stack with respect to which the normal bundle NιΛ has weight r̄′ + r̄′′ > 0. Therefore,
the Gysin sequence of ιΛ splits. The same argument shows that H∗(N≤t′

r,Λ) is tautologically
generated starting from the statement about the full stack as in Lemma A.1. □

Consider the tensoring map

(38) Pic0 ×N≤t′
r,Λ →M≤t′

r,d , (L,U) 7→ L⊗ U.

The next lemma proves Proposition 1.3 (ii).

Lemma A.3. The pullback under the tensoring map (38) induces an isomorphism on the
cohomology rings.

Proof. The tensoring map (38) is an open restriction of the tensoring map

Pic0 ×Nr,Λ →Mr,d .

When Λ = OΣ, this map is obtained by applying the mapping stack Map(Σ,−) to the mor-
phism BC∗ × BSLr ↠ BGLr. Since the kernel of C∗ × SLr ↠ GLr is µr, the fibers of the
above tensoring map are isomorphic to

Map(Σ, µr) ≃ Bµr × Pic[r]

where Pic[r] ⊆ Pic denotes the r-torsion subgroup. More generally, we can factorize the
tensoring map into

Pic0 ×Nr,Λ
f−−→ Pic0 ×Nr,Λ(Bµr

g−−→Mr,d

where f is a µr-gerbe and g is a quotient map by the Pic[r]-action. This factorization follows
from the fact that we have a short exact sequence

1→ µr → Aut(L)×Aut(U, ϕ)→ Aut(L⊗ U)→ 1

and any V ∈ Mr,d can be written as V = U ⊗ L for some L ∈ Pic0 and (U, ϕ) ∈ Nr,Λ up to
the ambiguity of Pic[r]-action. Therefore, the pullback map also factorizes into

H∗(Mr,d)
g∗
−−→ H∗(Pic0 ×Nr,Λ(Bµr)

f∗
−−−→ H∗(Pic0 ×Nr,Λ).

Since f is a gerbe with respect to a finite group µr and we use rational coefficients, f∗ is an
isomorphism. On the other hand, g∗ identifies H∗(Mr,d) with the Pic[r]-invariant part of the
cohomology ring

H∗(Pic0 ×Nr,Λ(Bµr) ≃ H∗(Pic0 ×Nr,Λ).
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Since Pic[r] acts trivially on tautological classes and Pic0 ×Nr,Λ is tautologically generated,
g∗ is an isomoprhism. The same factorization also exists for (38). Therefore the lemma follows
from tautological generation of N≤t′

r,Λ proven in Lemma A.2. □
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