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CHAPTER XIII

Lie Algebras
In troduction . In this chapter, Lie algebras are considered from a 

purely algebraical point of view, without reference to Lie groups and 
differential geometry. The “Jacobi identity” may be justified by the 
properties of the “ bracket” operation [x9y] — xy — y x  in an associative 
algebra.

To each Lie algebra g (over a commutative ring K) there corresponds 
a /^-algebra ge (called the “enveloping algebra” of g), in such a way that 
the “ representations” of g in a ^-module C are in a 1-1-correspondence 
with the ge-module structures of C. Since ge has a natural augmentation 
e : it is a supplemented K-algebra. This at once leads to the
homology and cohomology groups of g. To prove that these coincide 
with the ones hitherto considered(Chevalley-Eilenberg, Am. Math.
Soc. 63 (1948), 85-124) we must assume that g is A>free and apply the 
theorem of Poincare-Witt (§3) which is an essential tool in the theory.

While the first two sections contain only definitions and results which 
are essentially trivial, because they do not use Jacobi’s identity, this 
identity is essential for the theorem of Poincare-Witt (§ 3). Once this 
theorem is established, the theory develops in a manner analogous to that 
for groups.

We do not touch upon the more advanced aspects of the homology 
theory of Lie algebras (Whitehead lemmas, Levi’s theorem, semi-simple 
Lie algebras, etc.).

1. LIE ALGEBRAS AND THEIR ENVELOPING ALGEBRAS

We recall that a Lie algebra over a commutative ring ATs a ^-module g 
together with a ^-homomorphism x  ® y  -> [x,y] of g (g)K g into g such 
that for x, y, z  e g :
(1) [x,x] =  0

(2) [x,[y,z]] +  [ y \z 9x\] +  [z,[x9y]] =  0 (Jacobi’s identity).

Condition (1) implies the condition

O ') [x,y] +  [y,x] =  0
and is equivalent with (1') if in the ring K  there is an element k  with 2k =  1.

266
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§1] ENVELOPING ALGEBRAS 267

A (left) g-representation of g is a ^-module A together with a K- 
homomorphism x  ® xa of g 0  A into A such that

x(ya) — y{xd) =  [x,y]a.

We now construct an associative AT-algebra ge with the property that each 
(left) g-representation may be regarded as a (left) ge-module and vice-versa. 
We shall call g® the enveloping algebra of g.

Let T(g) be the tensor algebra of the ^-module g : this is the graded 
(associative) X-algebra such that r 0(g) =  K  and Tn(g) is the «-fold tensor 
product (over K) of g with itself. The product of elements x x 0  • • • 0  x v 
and y 1 0  • • • 0  y Q is xx 0  • • • 0  x v 0  y x 0  • • • y q. It is clear that a 
K-linear map g <g>K A -> A admits a unique extension T(g) ® K A ->  A 
satisfying ( ^  0  • • • 0  x n) 0  a -> (xx • • • (xna) • • •). This converts A 
into a left T(g)-module. Conversely any r(g)-module A is obtained this 
way from a unique map g 0  A -> A. In order that this map g 0  A -> A 
be a g-representation it is necessary and sufficient that the elements of 
7Tg) ° f the form

(3) x  ® y  — y  ® x  — [x,y] x ,y  e g

annihilate A. Consequently, we are led to introduce the two-sided ideal 
t/(g) of T(g) generated by the elements (3) and define the enveloping 
algebra of g as ge =  T(g)/£/(g). Clearly left g-representations and left 
ge-modules may be identified; we shall use the term left g-module to indicate 
either of the above.

We arrived at the enveloping algebra ge by the consideration of left 
representations g 0  A A. A right representation A 0  g -> A with

(ax)y — (ay)x =  a[x,y]

could equally well be used. Indeed, any AT-homomorphism A 0  g A 
extends uniquely to a ^-homomorphism A 0  T(g) -> A satisfying 
a 0  (x± 0  • • • 0  x n) =  (• • ’(a x j-  • • x n). This converts A into a right 
T(g)-module. In order that A 0  g -> A be a right representation of A it 
is necessary and sufficient that the elements of the form (3) in T(g) 
annihilate A. We are thus led to the same enveloping algebra 
ge =  T(q)/U(q). Thus right g-representations and right ge-modules may 
be identified; we shall use the term right g-module to indicate either of 
the two.

The relation between g-representations and ge-modules can be made 
more explicit by the use of the ^-homomorphism

defined by the fact that g =  Ti(g). We then have
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268 LIE ALGEBRAS [Chap. XIII

P roposition 1.1. Let f : g ® A -> A be the map which defines A as 
a left g-representation. Then f  admits a unique factorization f  =  h(i ® A) 
where h: ge ® A -> A is a map defining A as a left cf-module. Similarly 
for right representations and right modules.

Since 7Xg) is a graded ring we have a natural augmentation 
e: T(g) -> r 0(g) =  K. Since e is zero on Tw(g) for n >  0 it follows that 
the ideal C/(g) is in the kernel of e. Thus by passing to quotients we obtain 
the augmentation

c f-> K

which converts ge into a supplemented K-algebra. The augmentation 
ideal 7(g) is generated by the image of /: g -> ge.

As an example, consider the case of an abelian Lie algebra g (i.e. 
[xKy] =  0 for x,y e g). The enveloping algebra ge is then the quotient of 
r ( 8) by the two-sided ideal f/(g) generated by the elements x 0  y — y  ® x; 
thus ge is the “ symmetric algebra” of the TT-module g. If g is TT-free with 
TT-basis {xa}, then ge may be identified with the algebra 7T[xa] of polynomials 
in the letters xa.

A homomorphism / :  g -> g' of a Lie algebra g into a Lie algebra g' 
over the same ring TTis a K- homomorphism satisfying/([x,y ] )=  [fx jy ]. 
Clearly /induces a map f e: ge g'e of supplemented algebras such that 
the diagram

J, j ,

9e J T  §'e
is commutative.

Let g and g' be two Lie algebras over the same ring K. The direct sum 
g +  g' (also called “direct product”) is defined as a Lie algebra by setting

[(x9x'),(y,y')] =  ([x ,y l[xf,yf]).

If we identify x with (x,0) and x with (0,x') then g and g' become sub­
algebras of g +  g', and [x,x'] =  0 for x e g, x ' e g'. The inclusion maps 
g -> g +  g', g' -> g +  g' induce homomorphisms

9e-^ (9  +  9 %  g,e^ ( 9  +  g')e

which in turn define a homomorphism

<p: ge ® g'e->(g + g')e.

P r o p o s it io n  1.2. The homomorphism cp is an isomorphism of 
supplemented algebras.
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§1] ENVELOPING ALGEBRAS 269

P r o o f .  The map (x,x') ->  x ® 1 +  1 (g) x ' of g +  g' into the tensor 
product of algebras T(g) ®  T(g') induces a homomorphism of X-algebras

r -  n a  +  G')- ^ ( 9 ) 0  7X00.

After composing ip with the natural map T(g) ® T(g') -> ge ® g'* we 
find that £/(g +  g') is mapped into zero. Thus we obtain a homomorphism

r -  (9 +  9 ')e- > 9e ® fl'%

and it is trivial to verify that yxp and cp\p are identity maps. Thus cp is an 
isomorphism.

The definition of a Lie subalgebra 1) of a Lie algebra is obvious. We 
say that f) is an ideal if [x,y] e f) for x  e g,y e 1). In view of the anti­
commutativity of the bracket operation, there is no need to distinguish 
between left and right ideals. If 1) is an ideal, then g/f) is again a Lie 
algebra with the bracket operation induced by that of g. Consider the 
composite map

(4) f) - L  g ge

w here/is the inclusion, and let L  denote the right ideal in ge generated by 
the image of if. Then L  coincides with the left ideal generated by the 
image i f  since in ge we have

if(x')i(x) =  i(x)if(xf) +  /([> ',* ]) x ' e I), x e g

P roposition 1.3. Let 1) be an ideal in g and cp: g - >  g/f) the natural 
homomorphism. Then cpe: ge -> (g/f))e is an epimorphism and its kernel 
is the ideal L  generated by the image o f the composed map (4).

P roof. The fact that <pe is an epimorphism is obvious. Clearly the 
image of i f  is in the kernel of <pe. Thus <pe induces a homomorphism 
cp: cf/L -> (g/f))e. We choose a function u: g / l ) ->g(not  a homo­
morphism) which followed by cp is the identity. It is easily seen that the 
composite map

g/f) 9 9e — > ff/L

is independent of the choice of u and is a ^-homomorphism. There 
results a ^-algebra homomorphism T(g/f)) -»  gejL  which maps U(g/f)) into 
zero. We thus obtain a map \p: (g/f))e-> ge)L for which both composi­
tions cpy) and yxp are identity maps. Thus cp is an isomorphism.

As in the case of groups we have an antipodism

eo: ge &  (ge)*
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defined by the map x x ® • • • 0  x v -> (— l)vx* ® • • • ® x* of T(g) into 
7(g)*. As in the case of groups this allows us to convert a right g-module 
A into a left one, by setting

xa =  —ax.

2. HOMOLOGY AND COHOMOLOGY OF LIE ALGEBRAS

For each Lie algebra g over K , the (associative) /T-algebra ge is a 
supplemented /T-algebra, and therefore, following x ,l, we have homology 
and cohomology groups of ge. We shall write

H n(g,A) =  Tor?; (A,K), H n(g,C) =  Ext£ (K,C)

for any right g-module A and any left g-module C. Thus the homology 
and cohomology groups of g are defined as those of the supplemented 
algebra ge.

I f f :  g ^ D  is a homomorphism of Lie algebras, we have the induced 
homomorphism f e\ ge If  which in turn induces homomorphisms

Ff : H n(Q,A)-+Hn(f),A)9 A ^

Ff : H n(l),C) -> / / n(g,C), %C.

The homology group HQ(§,A) is the ^-module A ®ge K  & A /A I  
where / =  /(g) is the augmentation ideal in ge. Clearly A I  =  A% and 
therefore

(1) / / 0(g,T) =  AIAq.

This AT-module will also be denoted by AQ.
The cohomology group H°(q,C) is the group Homg* (AT,C) which may 

be identified with the /T-module of all invariant elements of C, i.e. all 
elements c such that xc — 0 for any x e g. Denoting this module by C9, 
we have

(la) H°(a,C) =  CK

The group / / 1(g,C) has been described in x,l as the group of all crossed 
homomorphisms / :  g6-> C modulo the subgroup of principal crossed 
homomorphisms. Composing /  with the map i: g -> ge we obtain a 
/T-homomorphism g: g -> C such that

x(gy) — y(gx) =  gifcy]) x>y€ 9
which we call a crossed homomorphism of g into C. Clearly the crossed 
homomorphisms of g and those of ge are in a 1-1-correspondence given 
by the relation g ^ f i -  The principal crossed homomorphisms g A

270 LIE ALGEBRAS [Chap. XIII
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§3] POINCARE- WITT THEOREM 271

are those of the form gx  — xc for some fixed c e C. We thus obtain again 
that H \§ 9C) may be identified with the group of crossed homomorphisms 
g -> C reduced modulo principal homomorphisms.

If A has trivial g-operators (i.e. xa =  0 for all a e A ,x e g), then we find

(2) H0(§,A) = A =

(3) jy1(B̂ )= H o m (g /[ f l ,g M )

where [g,g] is the image of g ® g -> g under the map x ® y  [x,y].
We shall also interpret the group Hx(q9A) for A with trivial g-operators. 

We know from x,l,(4) that Hf &A)  & A ® K I/I2 where 1 =  7(g) is the 
augmentation ideal. Since / maps g into 7 and [g,g] into 72 it defines a map 
9o: g/[g,g] -> 7//2. On the other hand the map T (g)->g which is the 
identity on 7\(g) =  g and is zero on Tn{g) for n ^  1, maps U{g) into 
[g,g] thus defining a map / - >  g/[g,g]. Since this map is zero on 72 we 
obtain a map y>: 7//2 -> g/[g,g]. Both compositions <py) and xpcp are 
identities and we obtain an isomorphism

(4) III2 ** g/[g,g].

We thus have
(5) H ^ A )  A ®K g/[g,g]

if g operates trivially on A.

3. THE POINGARE-W ITT THEOREM

Throughout this section it will be assumed that the Lie algebra g over 
K  is TT-free. A fixed AT-base {xa} will be chosen and it will be assumed that 
this AT-base (or rather the set of indices) has been simply ordered.

We shall use the following notation: ya will stand for the image of 
xa under the map i : g -> ge; if I  is a finite sequence of indices a1?. . . , olp 
we shall writey T — y  • • • y a ; we say that I  is increasing if oq <1 • • • <1 clp ; 
we define y x =  1 if 7 is empty, and we regard the empty set as increasing; 
the integer p  will be called the length of 7.

T heorem 3.1. The elements j 7, corresponding to finite increasing 
sequences 7, form  a K-base o f the enveloping algebra Qe.

Corollary 3 .2 . g* is K-free.
Since by 3.1, the elementsy a are linearly independent in ge we obtain 
C orollary 3.3. The map i: g -> ge is a K-monomorphism.

P roof of 3.1. We first show that the elements y x corresponding to 
finite increasing sequences generate ge. We denote by Ff cf )  the image of 
the submodule 2  ^ ( 9) of T(q) under the natural mapping T(g) -> ge. It

i< p
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272 LIE ALGEBRAS [Chap. XIII

suffices to show that the elements y z corresponding to increasing sequences 
/  of length p  generate Ffcf ) .  Clearly the elements y z corresponding to 
all sequences /  of length <1 p  generate FJyf). The conclusion thus follows 
by recursion from the following lemma (in which the fact that g is K-free is 
not needed):

Lemma 3.4. For each sequence al9 . . . , ap e g and each permutation 
7t o f  ( 1 we have

As usual i : g ->  ge is the natural map. It clearly suffices to consider 
the case when tt interchanges two consecutive indices j 9 j  +  1. In this 
case the conclusion is evident from the relation

We now come to the more difficult part of the proof which consists in 
showing that the elements y z of 3.1 are K-linearly independent. We shall 
denote by P  the polynomial algebra 7f[za] on letters {za} in a 1-1-cor­
respondence with the base {xa}. For each finite sequence I  of indices 
a1? . . . , we shall denote by z7 the element zai • • • za of P.

Lemma 3.5. There exists a left representation o f  g in P such that

whenever a I  {i.e. whenever a fo r  all e 7).
Postponing the proof of the lemma, we can complete the proof of the 

theorem. The representation of g in P  induces a left ge-module structure 
on P. If I  is an increasing sequence of indices of length n it follows from
(1) by recursion on n that y z . 1 =  zz. Since the elements zz are K - 
linearly independent in P, the same follows for the elements y z of ge.

P roof of 3.5. In the graded algebra P , we denote as usual by Pv the 
TT-module of homogeneous polynomials of degree p  and set Qv =

Lemma 3.5 is an immediate consequence of the following inductive 
proposition:

(Ap). For each integer p  there is a unique homomorphism

i(ai) • • • i(a„) -  ■ • • i(a^v)) e F^_x{ge).

# K i )  — Kai+dKai) =  '( k -A +1])>

(i) V i  =  V i

f :  g ® Qv ^ - P
such that

O')

(2)

/(*«  ® z i) =

f(x*  0  Zj) e Qv+1

a ^  Zj e Qv

zi e Qq, q < p

(3) f ( x a ®f {xp  0  Z j ) )  = f ( x fi <8>f(xx 0  Z j ) )  + f([ x a,Xp] 0  Zj), Zj  e Qv_x

( 4 )  f ( x a 0  Zj)  -  z aZj  e Q „  Z j  e Q a, q < L  p .

This content downloaded from 
��������������18.9.61.111 on Tue, 30 Aug 2022 12:50:06 UTC�������������� 

All use subject to https://about.jstor.org/terms



§3] POINCARE- WITT THEOREM 273

It is immediate that (2) is a consequence of (4); however we wrote (2) 
out explicitly in order to make it clear that the terms in (3) are well defined.

For p  =  0, the definition/(xa 0  1) =  za is forced by (1') and trivially 
satisfies also (2)-(4).

Assume now that ( A ^ )  is established for some p  >  0. We shall show 
that the map /  satisfying (Ap_x) admits a unique extension (also denoted 
by / )  satisfying (AP). We must define / ( x a ® z7) for /  of length p. If 
a <1 /, the definition is forced by (1'). If a <1 /  is false then /  may be 
uniquely written as / — (/?,J) where Then z7 — z^Zj = f { x $ ®  Zj)
so that the left side of (3) is / ( x a ® z7). In order to be able to use (3) 
as a definition we must verify that the right hand side of (3) is already 
defined. To this end we use (4) to write

/ ( * «  ®  z j )  =  z a Z j  +  w ,  w e  Q v _ v

Then the right hand side of (3) becomes

W /  + A xp @ w) + M xv x p] ® zj).
This defines/in  all cases, and (T), (2) and (4) are clearly satisfied. As for
(3) we only know that it holds if a >  /? <1 / .  Because of the anti-symmetry 
of [xa,Xp] it follows that (3) also holds if ft >  a <1 / .  Since (3) trivially 
holds if a =  /?, it follows that (3) is verified if either a <1 /  or P <1 / .  We 
shall show that this together with (T) and (4) and together with the induc­
tive assumption (Ap_x) implies (3) in all cases.

Indeed suppose that neither a nor p <1 J. Then J  has positive 
length and J  =  (y,L) where y ^ .L ,  y <  a, y <  ft. Using the abridged 
notation / ( x a ® z7) =  xaz7 we then have by the inductive assumption

Xffcj) =  =  x y(xnzL) +  iX^ Xy]ZL
=  X y ( Z p Z L )  +  XyW +

where w =  x^z^ — z^z^ e 2p_2. Applying xa to both sides we have

X*(XfiZj) =  X«(Xy(ZPZL)) +  X*(XyW) +  X«(lXP’Xy]ZL)-
Since y <1 (P,L), (3) may be applied to the term xa(xy(zpZL)); to the 
remaining two terms on the right we may apply (3) by the inductive 
assumption. Upon computation we obtain

(5 ) ( Xp Z j )  =  x y( x a(XpZL ))  +  [xa,x y](x^Zjr) +  [x /3,x y](xaz jL) 

+  [xa,[xp9xY]]zL.
Our assumptions on a and p were symmetric, so that (5) holds with a and P 
interchanged. Subtracting from (5) this yields

(6) xa{xpZj) — Xp{xaZj) =  x y{xa{xpzL) — x ^ x azL)} +  [xa,[xfs,x^]zL
— [xfi\ x ajcY]\zL.
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Applying (3) we have

x{xya(x^zL) -  Xp(xazL)} =  x y([xa,Xp]zL)

=  [x a , X p \ { x Yz L )  +  { x v , [ x a , x ^ ] z L

=  [x a ,X p ]Z j  +  [ x ^ X ^ X p ] ]  ZL .

Substituting this in (6), we find that the three terms involving double 
brackets cancel by virtue of Jacobi’s identity, and the final result is

* « (X fiZ j)  -  X f,(x aZ j )  =  [x a ,x p ] z j

as desired.

Theorem 3.1 was first proved by Poincare (Cambridge Philosophical 
Transactions 18 (1899), 220-225, §m);  a complete proof, based on the 
same principles, was given later by E. Witt (Journ.fur r.u.a. Math. (Crelle) 
111 (1937), 152-166; Hilfsatz, p. 153). The proof given here is modeled 
after Iwasawa.

4. SUBALGEBRAS AND IDEALS

Iff) is a Lie subalgebra of a Lie algebra g over K, then the inclusion map
I) ->■ g induces a  .K-algebra homomorphism

(1) r .
so that ge may be regarded either as a left or as a right If-module.

P r o p o s it io n  4.1. I f  the K-modules I) and g/l) are both K-free, then cp 
is a monomorphism and qe regarded as a left or right -module is \f-free.

Proof. In the exact sequence 0 -> b g -> g/f> ->• 0 of K-modules, 
the modules I) and g/f) are K-free. Therefore the sequence splits and g also 
is K-free. Furthermore, we can find a K-base of g composed of two 
disjoint sets (xa}a € A, {y$}p € B suc^ that {xo}1S a K-base for \). We simply 
order the union A U B  of the disjoint sets A and B so that each a € A 
precedes each ft e B. If we identify each element of g with its image in ge 
under the monomorphism i: g ->  ge, then it follows from 3.1 that the 
elements of the form

• ' X a J h  • • 'yfi'  ai ^  • • P i £ - - - £ P a e B

of ge form a K-base for ge, while the elements x a • • • x a form a K-base for 
f)e. This implies that (1) is a monomorphism and that the elements 
y?x " ' ' yp form a left If-base for g*. The proof that these elements also 
form a right l)e-base is similar.

We may now apply x,7.2 and x,7.3. We obtain

274 LIE ALGEBRAS [Chap. XIII

This content downloaded from 
��������������18.9.61.111 on Tue, 30 Aug 2022 12:50:06 UTC�������������� 

All use subject to https://about.jstor.org/terms



Proposition 4.2. Under the hypotheses o f  4.1 we have

(2) HJfy,A) ** Hn(&A ®*. g«)

(2a) t f w(b,C) ^  H%g, Horn*. (g«,C)),

fo r each right ^-module A and each left I)-module C.
Proposition 4.3. Under the hypotheses o f  4.1 we have

(3) H Jb,A ) ** Tor? 04,g« ®*. tf),

(3a) t f w(f)>Q ^  ExtJ. (g* ®*. tf,C),

§ 5] DIAGONAL MAP AND APPLICATIONS 275

/o r  eoe/z right g-module A and each left g-module C.
The module g* ®^« K  appearing in (3) and (3a) may also be written as 

H0(l),cf) which has been computed in § 2 to be g79eb* If b is an ideal in 
g then geb coincides with the ideal L  of 1.3. Thus if 1) is an ideal in g we 
have the isomorphism

9e 0<,« K  ™ (g/I))e.

Corollary 4.4. I f  b is an ideal in g and the hypotheses o f  4.1 are 
satisfied then

(4) H J b ,A )f*  Tor* { A m n

(4a) H n(fyyC) & Extge ((g/b)e,C),

fo r  each right ^-module A and each left g-module C. These isomorphisms 
may be used to define a right g/f)-module structure on H n($yA) and a left 
Q/fy-module structure on FTw(b,C).

In xvi,6 we shall establish closer relations between the homology 
(and cohomology) groups of g, b and g/b-

5. THE DIAGONAL M AP AND IT S APPLICATIONS

For each Lie algebra g over K , the diagonal map

D : ge-> ge ® ge

is defined by the requirement

Dx =  j c ® 1  +  1 ® x ,  * £ 9-

If we identify ge ® g6 with (g +  g)e as in 1.2, and consider the map
I- 9 9 +  9 given by Ix =  (x,x) =  (x,0) +  (0,x), then D =  T. This
diagonal map D is compatible with the augmentation (in the sense 
explained in xi,8) and is commutative and associative (in the sense defined 
in xi,4).
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276 LIE ALGEBRAS [Ch a p . XIII

The diagonal map D may be combined with the antipodism co: ge^ g e* 
defined in § 1, to obtain a map

E  : g  -> g  0  g *  =  (g )e
as the composition

D  ge ® a>
g  ” g * ®g * --------’■g'Og**.

It follows that the map E  satisfies

Kx =  x ® 1 — 1 ®  x*, x e g,

and that this condition determines E  uniquely.

We first verify that the map E  satisfies condition (K.l) of x,6. To this 
end we denote by /  and /  the kernels of the respective augmentation maps

e : ge - > K , p: g* ®  g** - >  ge.

By rx,3.1, /  is the left ideal generated by the elements u ® 1 — 1 ® w* for 
u e of. In view of the relation

(uv) ® 1 — 1 ® (uv)* =  (u ® l)(v ® 1 — 1 ® t>*)+(l ® v*)(u ® 1 — 1 ® W*)

valid for u,v € ge, we find that J  is the left ideal in ge ® ge* generated by 
the elements

x ® l  — 1 ® x * =  jE'x  x e g .

Since the elements x e g generate the ideal /  of ge it follows that J  is the 
left ideal generated by the image of E l  in ge ® ge*. This is precisely 
condition (£.1) of x,6.

We now introduce the assumption that the Lie algebra g is .K-free. 
Then, by 3.2, ge also is K-free. Consequently, the diagonal map D may be 
used to define U - and O -products as in xi,7. Further we find that the 
conditions (i)-(vi) of xi,8 are satisfied by the maps D and co. Consequently 
the considerations of xi,8 and xi,9 (reduction theorems) are applicable to 
the homology and cohomology groups of a K-free Lie algebra g.

Next (still under the assumption that g is K-free) we shall show that 
condition (E.2) of x,6 is satisfied, i.e. that ge ® ge* regarded as a right 
ge-module by means of the map E  is ge-projective. Since the map g6 ® co is 
an isomorphism, it clearly suffices to show that ge ® ge regarded as a right 
ge-module using the map £>, is ge-free. To this end we identify ge ® of 
with (g +  g)e and notice that D =  le, where I: g g +  g is the map of 
Lie algebras given by Ix =  (x,x). Since / is a monomorphism and since 
Coker / is a K-module isomorphic with g which is K-free, it follows from
4.1 that (g +  g)c is ge-free.
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§6] RELATION IN STANDARD COMPLEX 277

Now that condition (£.1) and (£.2) of the “inverse process” have been 
verified, we may apply x,6.1. We obtain

T heorem  5.1. Let g be a Lie algebra over K  which is K-free, and let A 
be a two-sided ge-module. Let A E be the right g-module obtainedfrom A by 
setting

(a9x) -> ax — xa a e A, x  e g

and let EA be the left g-module obtained by

(x,a) -> xa — ax a e A ,x e g.

We then have isomorphisms

F E: H n(Q\A) & H„(q,Ae )

Fe : H \ q,eA) ** H n(tf,A).

Furthermore i f  A =  ge and i f  X  is a K-projective resolution o f K  (as a left 
A-module) then A e 0 A X  is a A e-projective resolution o f A  as a left 
A e-module.

In particular, let g be the abelian Lie algebra with the letters x l9 . . .  9x n 
as a A-base. Then ge =  K[xl9 . . . , x n] =  A, and we know from viii,4 
that A 0  E(xl9 . . . ,  x n) with a suitable differentiation operator is a 
ge-projective resolution of K. It follows that A e 0  E(xl9 . . . , x n) with a 
suitable differentiation operator is a Ae-projective resolution of A.

An application of x,6.2 gives
T heorem  5 .2. I f  § is a Lie algebra over K  which is K-free then 

dim ge =  dimge K.

I f  further the commutative ring K  is semi-simple, then

dim ge =  gl.dim ge.

In view of the antipodism co, there is no need to distinguish between
l.dimge K  and r.dimge K  and between l.gl.dim ge and r.gl.dim ge.

6. A  RELATION IN  THE STANDARD COMPLEX

For the purpose of the next section we shall establish here a relation 
valid in the normalized standard complex N( A) of an arbitrary (associative) 
Af-algebra A.

The notation [xl9. . . ,  x n\ in the complex N( A) introduced in ix,6 will 
be replaced here by {xv  . . . ,  x n} in order to avoid confusion with the 
brackets in the Lie algebras.
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For each y e  A we consider the Ae-endomorphisms o(y) and $(y) of 
N(A) defined by

(1) <r( y){x1; . . . ,  x n} =  2  (— l)jK> • • • ,X i,y ,x i+1, . . .  ,*„}
0 <Zi<Ln

(2) #(.y){*i, . . .  , x n} =  y{xl t . . . ,  x n} — , x n)y

— 2  { x i , . . . , * h » [ m W i ......... *«}l^ i^n
where [y ,x ] =  y x  — xy.

Proposition 6.1. For each y  e A we have the identity

(3) do(y) +  o ( y ) d - $ ( y ) = 0 ,

where d is the differentiation operator o f N{A).
Proof. Let A(y) denote the left hand side of (3). We must show that 

for all n 0,

(4) A y ) { x i ,  . . . , x n } = o .

This is immediate if /z =  0. We now assume, by induction, that (4) holds 
for n — 1 (n >  0). In the complex N (A) we have the contracting homo­
topy s defined in ix,6 and satisfying the identity

ds +  sd =  identity

when applied to any element of degree >  0. Thus for n >  0, relation (4) 
is equivalent to the pair of relations

(5) sAiyY^ , . . . ,  x n) =  0,

(6) sdA{y){xx, . . . ,  x n} =  0.

We recall that in the normalized complex we have .?(v{x3, . . . ,  x n}y ') 
=  { vvYj,. . . ,  x n}y' and that the right hand side is zero if y  --= 1. This 
rule easily implies

sda(y){xlt =  ^(y{x1(. . . ,  x n} -  x ^ i y ) ^ , x n})

sa(y)d{x1, . . . , x n} =  , x„})

-5 i?(y){xi,. . . ,  x n}=  —sCyfo , . . . ,  x j ) .

Adding these relations yields (5).
To prove (6) we first compute the element

z =  dA{y){xr, da(y)d{x1, . . . , x n} — dd{y){xx, . . . ,  x n}.

An application of the inductive assumption yields

Z =  &(y)d{x1, . .  . ,  xn} — d&{y){xx, x n}-
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We must show that z  == 0 mod the kernel of s. Calculating modulo this 
kernel we find that d&{ . . . ,  x n} gives

yd{xi , . . . ,  x„}  —  x ^ x * . . . ,  x n}y —  [ ^ , x j { x a, . . . ,  x B}

— 2  • • • » *i-l, [/>*«],*i+l> •••>*»}2zZi<Ln

while d(y)d{xx, . . . ,  x n} gives

xj_ y{x2, . . . ,  x j  +  y(d{xx, . . . , x n} — x x{x2, x n})

—x x{x 2, . . . ,  x n}y — 2  x iix 2> • • •,  x i-iXy,Xi],xi+1, x„}.
2

The two results coincide and this concludes the proof.

Suppose now that A is a supplemented K-algebra with augmentation 
e: A ->  K. In the normalized standard complex N(A,s) =  N (A) <g)A K 
we have endomorphisms induced by o{y) and #(y). These will still be 
denoted by o(y) and 'd'(y). These operators are left A-endomorphisms of 
N(A,e) and we still have the relation (3). The explicit definition of o(y) is 
still given by formula (1), while the definition of # (j)  gets replaced by

(2 ') # (  j){ x 1 ; . . . ,  x„} =  y{xx, . . . ,  xn} — {xx, . . . ,  xn}(ey)

— 2  {*i> • • • > x i-iAy,x i^x i+n • • •» *„}•

7. THE COMPLEX V ($)

Throughout this section g will denote a Lie algebra over K which is 
K- free.

We denote by K(g) the exterior algebra of the K-module g. The 
tensor product (over K)

F(g) -  g« ® K(g)

is a left ge-module and is ge-free since K(g) is .K-free. Using the grading 
of K(g) we define a grading in F(g) as

V M  =  ge ® E j g ) .

Since K0(g) =  K it follows that F0(g) =  ge, and the augmentation e : ge -> K 
defines an augmentation e: F(g) -> K  which is zero on Fn(g), n >  0.

For u € ge, xv  . .  . , x n e g, the element u ( g )  (x± • • • x n) e ge ® K(g) 
=  F(g) will be written as u(xl9 . . . ,  x n>. If w =  1 we shall simply write 
(xl9 . . . ,  xw). Consequently the symbol ( )  will denote the element 
1 (g) 1 of ge ® K(g).
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280 LIE ALGEBRAS [Chap. XIII

We now consider the normalized standard complex N(cf,e) of the 
supplemented algebra ge. Let

/ :

be the gl’-h om om orphism  defined by the requirement

/< * !, . . . , x „ ) =  Z ( - l ) T(,r,K (i) .  • • • . *„<«>},
TT

where the summation extends over all permutations tt of ( 1 , . . .  , n) and 
t ( tt)  is the signature of 77. To verify that / i s  well defined we only need to 
observe that f ( x l9 . . . , x n) =  0 if x { =  x j for some 0 < L i< j< L n .  In 
particular, the definition yields / ( ) = { } •

If we choose a simply ordered J£-base for g, we obtain in the usual 
fashion a A-base for is(g) which in turn induces a ge-base for F(g). It 
follows then by inspection that/  maps this ge-base of F(g) into elements of 
N(cf9e) which are gMinearly independent. Consequently /  is a mono­
morphism. In the sequel we shall identify F(g) with a ge-submodule of 
N(gf,e) and regard /  as an inclusion map.

T heorem 7.1.  The submodule F(g) o f  N(cf,e) is a subcomplex. The 
differentiation in F(g) is given by the formula

(1) d(xl t . . . ,  x n) =  2  (— l) i+1x i{x1, . . . , x i, . . . , x n)
l^ i ^n

~f" 2  WpCfoXj\)X 1» ••• 9 %i9 * * * 9 Xj9 ••• 9 x f).
1  ^ i<j

With the augmentation e : F(g) -> K , the complex F(g) is a cf-free resolution 
o f K  as a left of-module.

Proof. Once formula (1) is proved, it will follow that F(g) is a sub­
complex of N(ge,e). For n =  0 formula (1) needs d{ ) =  0 which is 
obviously correct. We now proceed by induction and assume that (1) 
holds for n.

We shall use the endomorphisms o(x) and #(;c) of the complex N(ge,e) 
as defined by formulas (1) and (2') of § 6. For y ,x l9 . . . , x n e g, we 
obtain

(2) o{y){x 1, . . . , x n) =  (y ,xv

(3) ^ y ) { x x, =  y (x lt . . . , x n) — 2  <*i» • • • > I  • • • > *«>•

The formula do(y) +  o(y)d =  #(y) (established in 6.1) together with (2) 
yields

d{y9x l9. . . ,  x n)= do(y){x l9. . . ,  x n)=& (y)(xl 9 x n)—o(y)d{xl9. . . ,  x n).
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§7] THE COMPLEX V(Q) 281

Using (2) and (3) and the inductive assumption, this implies

d(y ,x1, . . . , x n) =  y (x 1, . . . , x n) +  2  (— ! ) * < [ ; > , •  • • >*<,• • • ,*»>
1

~1~ 2  ( i j  .  • • ? .  .  .  ,

l^ i^n
— 2  (— • • • , X i,. . . , Xj, . . . ,  x n).

1
This is precisely the desired formula for d (y ,x l9. . . ,  x n). Thus (1) is 
proved.

We have already exhibited a ge-base for K(g), which is thus g^-free. 
The kernel of the augmentation F0(g) -> A is the A-module generated 

by the elements of the form x x • • • x P( ), with x { e g, /? >  0. Since 
x i • * • x P( ) — d(xx • • • **_!(**», it follows that ^ (g ) - ^  F0(g)-> A ->0 is 
exact. Thus to conclude the proof of the theorem it suffices to show that 
Hq(V(c$) =  0 for q >  0. The following proof is due to J. L. Koszul.

We choose a simply ordered A-base {xa} for g. The elements 
(jca , .  . . ,  jca ) with a x <  • • • <  oen, n ^  0 form a A-base for E(q). The 
elements x ^  • • • Xpm with /?i <  ̂ ‘ * * <  ̂/?m, m^> 0, form by 3.1, a A-base for 
ge. Consequently we obtain a A-base of F(g) =  ge ® E(g):

(4) (Xai, . . . ,  xan), * ! < • • • <  <x„, n ^ O

^  - ' ^  /*»» w ^  0.
We introduce the submodule FvV(§) generated by the elements (4) with 
m -{-n< Lp. In the quotient module Wp =  FpV(q)IFjh_1V(q) we then 
have the A-base represented by the elements (4) with m +  n — p. Further­
more, it follows from 3.4 that the class represented in Wv by an element (4) 
is independent of the order in which the elements x^ 9. . . ,  xp are written. 
The formula (1) for the differentiation d in V(q) implies

(5) d(xh  • • • xPm(xv  xaJ )
=  2  (“ l ) ^ 1̂  • • • Xfsmx*( xai, x  , x  )

modulo Fm+n_1V(g). This implies that the modules FvV{g) are sub­
complexes and that the differentiation induced in Wv is given by the formula 
(5).

It is now clear that the complex W  =  2  Wp is the complex
v

A [xJ (8) E (xJ
with the differentiation given by (5). This complex is isomorphic to the 
projective resolution of A as a left A[xa]-module constructed in viii,4. 
It follows that Hq(W ) =  0 for q >  0, and therefore that HQ(W P) =  0 
for q >  0.
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Now consider the exact sequence

-> Hq(FvV(9)) -> Hq{ W ,\  q >  0.

This implies that H q(Fv_iF(g))->- Hq(FvV(g)) is an epimorphism. Since 
i 7_1 F ( g ) = 0  we obtain Hq(FvV(g)) =  0 for # > 0  and all p . Since 
F(g) =  U*F„K(g) it follows that Hq{V{§)) =  0 for <7 >  0. This concludes 
the proof of the theorem.

8. APPLICATIO NS OF THE COMPLEX V($)

We first show how the homology and cohomology groups of g may be 
computed using the complex F(g).

If A  is a right g-module, then the homology groups H q(q,A) are the 
homology groups of the complex

A ^(9) =  A  ® £(9) =  A ® ^(9)*
The differentiation operator in this complex is

d(a ® (x l9. . . ,  xn»  =  2  (— l) i+1( ^ i )  ® <*i> xn>

“f" 2  ( 0  ^^a ® ([x^,x^],x 1, . . . , Xj-, . . . , X̂-, . . . , Xn}.

If C is a left g-module, the cohomology groups H Q(q,C) are the 
homology groups of the complex

H o n v  (F(g),Q  =  Homge (g« 0  £(g),C) =  Horn (£(g),C).

In this last complex, a gr-cochain/ :  i^(g) -> C is simply a AT-linear alternating 
function / ( x l5 . . . , xq) of <7 variables in g, with values in C. The co­
boundary d f  of such a cochain is the q +  1-cochain given by the formula

(<5/)(*i,. . . ,  xq+1) =  2  (— l)i+1* i/(* i, • • •>Xt, . . . ,  x9+1)
l^i^g+1

—f- 2  ( I) j\9Xif . . . , Xj, . . . , Xj9 . . . ,

This description of the cohomology groups H Q($,C) shows directly that 
these coincide with the cohomology groups of g considered hitherto 
(C. Chevalley and S. Eilenberg, Trans. Am. Math. Soc. 63 (1948), 85-124).

We recall that the complex F(g) is a subcomplex of the normalized 
standard complex jV(ge,e). In this connection the following proposition 
will be useful.

Proposition 8.1. Every cochain f  e Homge (F(g),C) admits an extension 
f  e Hom0< (N(ge,e),C). I f  f  is a cocycle then / '  may be chosen to be a 
cocycle.
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§8] APPLICATIONS OF COMPLEX F(g) 283

P roof. The first fact follows from the observation that F(g) as a 
ge-module is a direct summand of N(qe,s). This is clear from the bases 
exhibited in § 7. Now assume that d f =  0. Since the cohomology 
groups obtained using F(g) and N(ge,e) are isomorphic under the inclusion 
map, there exists a cocycle g e Homg« (N(qe,e),C) whose restriction g to 
F(g) is cohomologous to / ;  then /  — g =  dh. Let hf be an extension of 
the cochain h. It follows that / '  =  g '+  dh' is an extension of/  and d f '=  0 
as desired.

The next application of the complex F(g) has to do with dimension. 
T heorem 8.2. I f  q has a K-base composed o f n elements, then

dim qe =  dimge K =  n.

I f  further the commutative ring K  is semi-simple then

gl.dim qe =  n.

P roof. In view of 5.2,.we only need to prove dimQe K =  n. Since 
Eq(g) =  0 for q >  «, it follows that the complex F(g) is /2-dimensional and 
thus dimge K<Ln. Now consider the group isn(g), with g operating on 
the left by

y.(xv  . . . ,  x n) =  2  <*i, • • • > ly,xt] , . . . ,  *„>.
l^ i^ n

Let / b e  a (n — l)-cochain with values in isn(g); an easy computation 
(cf. Exer. 12) shows that d f =  0; thus H n(q9En(q)) is isomorphic to the 
^-module of «-cochains ^ ( g )  -> En(g), which is obviously isomorphic 
to K. Hence dimge K ^> n.

Next we pass to the question of computing the products using the 
complexes F(g). We begin with the external products for two Lie algebras 
g and I) over K, both of which are ^T-free. As agreed upon in § 1, we shall 
systematically identify (g +  f))e with qe ® As we have seen in xi,5, to 
compute the products J_ and T  we need a map

/:  V(q)®  F(l))->F(g +  l)) 

while for the products V and A we need a map

n a  +  W ^ n g ) ®  v<$).

The answer to both of these problems is quite trivial here since the 
identification (g +  f))e =  ge ® V  and the natural isomorphism ^(g +  1)) 
^  ^ g )  ® E(§) imply a natural isomorphism

(i) n g  +  W « ^ f l ) ® ^ )

compatible with the (g +  I))e-operators and the differentiations.
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284 LIE ALGEBRAS Ch a p . XIII

For the internal products u; and m we assume that g is an abelian Lie 
algebra. Then ge is a commutative algebra. As we have seen in xi,5, to 
compute the products and m we need a map

To obtain such a map it suffices to regard F(g) =  ge 0  £(g) as a ge-algebra, 
and verify that this map is compatible with the differentiation (cf. Exer. 15).

We finally consider the products U  and O  defined using the diagonal 
map D : ge -»  ge 0  ge =  (g +  g)e. According to xi,5, we need a map

n g ) “*  Via) ® ng).

This is given by the maps ge -> ge ® ge and E(q) -> E($) 0  ^(g) both 
defined by x ^ x 0 1  +  l 0 x , x e g .  If we carry out the explicit computa­
tion and apply this map to find the cup product of cochains we obtain the 
classical formula for the multiplication of alternating multilinear forms. 
Explicitly, consider cochains f e  Horn (Ep(q)9C)9 f ' e  Horn (is^gXC'), 
where C and C' are left g-modules. If C ® C ' is regarded as 
a left g-module by means of the map Z>, we find that the cochain 
/ U / '   ̂Horn (Ev+q(§),C ® C') is given by

( /  U  / ') ( * i. • • • ? Xv+a) =  s  ± / ( * v  • • • ’ x0 • • • ’ x 0’

the sum being extended over all partitions of the sequence (1,. . .  , p  +  9) 
into two increasing sequences (il9 . . . , ip) and ( j l9 .. . , j q). The sign is 
the signature of the permutation (/l5 . . . , ip9j l9. . . , j Q).

EXERCISES

1. Given an associative ^-algebra A, define

[x,y] =  x y — y x  x ,y  e A

and prove that this assigns to A the structure of a Lie algebra, denoted by 
1(A). Show that for any Lie algebra g (over K), the map i is a Lie algebra 
homomorphism

i- s->KaO-
2. Given a Lie algebra g and an associative algebra A (both over the 

same ring K ), show that any Lie algebra homomorphism / :  g -> I(A ) 
admits a unique factorization

i h A
g — " ge —  A

where h is a AT-algebra homomorphism. Show further that this property 
of the pair (ge9i) characterizes this pair uniquely up to an isomorphism.
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EXERCISES 285

Show that in order that there exists an associative A-algebra A and a 
Lie algebra monomorphism/ :  g -> 1(A), it is necessary and sufficient that 
/: g -> ge be a monomorphism.

3. For a given Lie algebra g, let g denote the image of the homo­
morphism i : g gg; we regard g as a Lie algebra. Show that the inclu­
sion map g ge satisfies the criterion of Exer. 2 and thus we may identify 
g* with (g)e.

4. Given a Lie algebra g over A, consider the associative A-algebra 
A =  Hom^(g,g) and the map

p : g ^ i ( A )
given by

( p X ) y  =  [ x 9y ] m

Show that p is a homomorphism of Lie algebras and that p =  0 if and only 
if g is a commutative (i.e. [g,g] =  0). As an application show that if 
g 7  ̂ 0 then the natural map /: g -> ge is not zero.

5. Let M  be a A-module. Consider the graded A-module 
A(M ) =  2k'£ i A \M ) ,  where

AHM) =  M, A \M )  =  2  A i{M )® K Ak~ \M )  for A; >  1.
0 < i< k

Define the mapping A(M ) ®K A (M ) -> A(M ) by the inclusion maps 
A \M )  Ah(M )->  Ak+h(M). We call A(M ) the free non-associative 
K-algebra (without unit element) over M. In A(M ) consider the two- 
sided ideal J(M ) generated by the elements

xx and x{yz) +  y(zx) +  z(xy), x,y,z € A(M ).

Show that the quotient L(M ) =  A(M )/J(M ) is a (graded) Lie algebra; 
we call L(M ) the free Lie algebra over M. Show that the. m apy: M->L(M), 
defined by composition M  =  A \M )  -> A{M) L(M), is a mono­
morphism. Show that every A-homomorphism / :  Af-> g into a Lie

j
algebra g admits a unique factorization M  — ► L(M ) — ► g, where cp is 
a homomorphism of Lie algebras over A.

6. Let M  be a A-module, and k a A-homomorphism of M  into a Lie 
A-algebra 1. Suppose that each A-homomorphism / :  Af-> g into a Lie 
A-algebra g admits a unique factorization

where %p is a homomorphism of Lie A-algebras. Prove that there exists a 
unique isomorphism a : t ^ L ( M )  such that ock— j. This gives an 
axiomatic description of the pair (.L(M ),j).

k y>
M  — ► I — ► g,
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286 LIE ALGEBRAS C h a p . X III

7. Consider the tensor algebra T(M ) of the AT-module M. Show that
the natural injection M  -> T(M ) admits a unique factorization

j i
M  — ► L{M) — ► T(M), where i is a homomorphism of the Lie algebra 
L{M) into the Lie algebra I T h i s  mapping i is compatible with 
with the gradings in L(M ) and T(M). Show that T(M) may be identified 
with the enveloping algebra L(M )e of L(M). If L(M ) denotes the image of 
/, show that L(M) is the Lie subalgebra of I(T(M)) generated by the elements 
of degree 1 in T (M ), i.e. by M.

8. Prove the following theorem: if M  is a ^-free module, then L(M ) 
is if-free and i: L(M )->  T(M ) is a monomorphism; thus the Lie sub­
algebra L(M ) of \(T (M )\ generated by M, is AT-free and isomorphic to 
L(M).

[Hint: if L(M ) is A-free, then, by 3.3 and Exer. 7, i is a monomorphism. 
Hence the theorem is proved when K  is a field. For any commutative 
ring K , and any K-free module M, there exists a free abelian group A such 
that M  =  A 0  K; show that L(M ) =  L(A) 0  K . This reduces the proof 
to showing that L(A) is Z-free when A is Z-free; it will be sufficient to 
prove that /: L(A) T(A) is a monomorphism. Let A T be the subgroup 
of A generated by any finite subset /  of the base of A ; then T(A f) -»  T(A) 
is a monomorphism, which reduces the proof to the case of a finitely 
generated free abelian group. Let now A be an abelian group 
with a finite base; for proving that i : L(A ) -> T(A) is a mono- 
morphism, observe that, for each prime /?, L(A) 0  Z v -> T{A) 0  Z v is a 
monomorphism of degree zero, since the theorem is proved for 
a field; then apply vn, Exer. 12 to each graded component 
LjjA) 0  Zp —» Tk(A) 0  Zp.]

9. Show that any representation satisfying 3.5 automatically satisfies 
condition (4) and therefore is unique.

10. Show that if g is X-free and ge is commutative then g is an abelian 
Lie algebra.

11. Given a map K - ^ L  (of commutative rings) examine the effects of 
this change of ground ring upon the homology and cohomology groups of 
a Lie algebra.

12. Let g be a Lie algebra with a A-base x l9 . . . ,  x n. Define the 
constants o f structure cijk by the relations

[Xi,X,] =  2  cijkxk.
k

Express the axioms of the Lie algebra in terms of cijk. Prove that in the 
complex K  0 ge F(g) we have

d{xi , . . .  , x f)  2  ( 1) Cijj(Xii •. * j Xj , . . . ,  x f).
I <:i -£n 
1
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EXERCISES 287

13. Under the conditions of Exer. 12, g is said to be unimodular if for 
any y e  g, the relation

2  • • • * „  =  o
1 ̂  j

holds in E(g). Show that this is equivalent with

d(xl9 . . . 9x n) = 0

in the complex K  ®Qe F(g).
14. (Alternative description of the complex F(g)). Let A =  (K,d) be 

the ring of dual numbers over K  and consider the AT-module A ® K g with 
endomorphism d. Let T (A ® g) be the tensor algebra over K  of the 
J^-module A ® g. The map i : x  -> 1 ® x  will be used to identify g with 
a submodule of A ® g and thus also of T{A ® g). In T{A ® g) intro­
duce a grading written with lower indices in which the elements x  e g have 
degree 1 and the elements dx (x e g) have degree 0. The endomorphism d  
of A ® g may now be extended uniquely to an antiderivation d  of T( A ® g), 
i.e. a A^-endomorphism satisfying

d(uv) =  (du)v +  (—1 )pu(dv)

for u of degree p  in T(A ® g). This operator d  satisfies d d =  0 and is of
degree —1 (with respect to the lower indices).

Let L  be the two-sided ideal in T{A ® g) generated by the elements

(1) xx

(2) (dx)y — y(dx) — [x,y]

(3) (dx)(dy) -  (dy)(dx) -  d[x,y]

for x ,y  e g.
Prove that L  is a homogeneous ideal and is stable under d. Consider 

the AT-algebra
W(g) =  T (A  ®  g)/L

which is a left ge-complex over K.
Use the maps

/: g -»  A 0  g, j  — di: g A ® g

to obtain maps

i T { g ) ^  T(A  ® g), j ' :  T(g) T(A ® g)

i*: £ ( g ) ^  ^(g), j * :  ge -> ^ (g )

<p = j *  ® /*: ge <g> E ( g) -> W (q).
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288 LIE ALGEBRAS C h a p . XIII

Prove that (p is an isomorphism of graded A-modules and is an isomorphism 
of the complexes F(g) and W(g).

[Hint to the last part: denote by M  the ideal of T{A ® g) generated by 
the elements (2). Prove that j ' ® i ': T(g) ® J(g) T(A  ® g) induces an 
isomorphism T(g) ® T(g) ^  T(A ® g)/M.]

15. Let g be a Lie algebra with a A-base; then fcL(g) (Exer. 14) is a 
graded differential algebra and ge a subalgebra of degree 0, thus W(c£) is a 
two-sided ge-module. The multiplication of W(g) defines a map

(1) W ($ )® ,e W (& )^ W ^ )

which is compatible with the structures of two-sided ge-modules. Let A 
be a left ge-module; (1) defines

(2) W(g) A -> Homge ( JL(g),fF(g) ®g* A),

where Homg« is related to the left ge-module structures. Let n be the 
number of the elements of the A-base of g ; (2) induces

(3) ^n-fc(9) A Homge (W k(§ \W n(%) ®g* A)

for any integer k \  this is a map (pk of the module of (n — fc)-chains (with 
coefficients in A) into the module of &-cochains (with coefficients in 
Wn(g) ®ge A & En(g) <g>K A). Show that the collection of maps (pk 
commute (up to the sign) with the boundary and coboundary operators, 
and that each q>k is an isomorphism. Compute explicitly the left opera­
tions of g on Aw(g) A , and establish the natural isomorphisms

H n- k(%A) H*(q,E„(q) <2>k  A).

For k  =  n and A =  K  (with trivial operators) we find again H n(Q,En(Q)) 
=  K  (cf. 8.2).
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