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CHAPTER 5. BINOMIAL EXPERIMENTS.

In this chapter and the next, we are concerned with the
following: we take a given experiment and a given é#ent for that
| experiment; we do repeated independent trials of the experiment;
and we consider the occurrence or non-occurrence of the event on
each trial. 1In particular, if A is the given event, if p is
the value of P(A) in a chosen probability space for the experi-
ment, and if we make n independent trials of the experiment, we
ask: what is the probability that the event A occurs exactly x
times in those trials and fails to occur exactly n-x times?

This is a fundamental question in the theory of probability,
because if A is observed to occur exactly x times in those n
trials, then % will be the observed relative frequency of A in
those trials. Hence we would want the theoretical answer to our
question to agree with the observed stability of relative frequen-

cies. That is to say, we would want our theory to show that

I

values of % close to p are more likely than values of
farJfrom p We begin with a specific example.

If we roll a die five times, what is the probability that
the number 6 occurs exactly twice? Let us say that a roll is
a success (S) if we get a 6 , and a failure (F) 1if we do not.
Then we can get exactly two 6's in ‘five rolls by having two

successes and three failures in any of the following orders:

SSFFF - SFSFF SFFSF SFFFS FSSFF

FSFSF FSFFS FFSSF FFSFS FFFSS
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As we saw at the end of Chapter 4, by the multiplication law for

independent events, each of these ten orders has probability
2920353,

(6 (6 Hence the desired probability is:

4
r

- P(exactly two 6's) = 10(%)2(%)3 = 0.16.

-~ :
We would expect to get exactly two 6's about 164 of the time.
More generally, if we roll a die n times, what is the
probability that the number 6 will occur exactly X of those
times? Clearly we need to multiply (%) x(g)n-x by the number
of differept orders in which we can get exaetly x successes
and n-x failures. From Chapter 3 we know that this number of

orders is given by the formula

!
(2) = ETTﬁfETT' (from standard formula 4.)

Thus we see that the probability of exactly x 6's in n rolls of

a die can be written.
T g T
A (X) (6) (B’) .

More generally, if we have a single experiment and an event
A in that experiment, if we speak of occurrence of A as success
and occurrence of A as failure, if the probability of

success is P(A) = p, and if we make n independent trials of the

experiment, then the probability of exactly x successes must be
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() (a-g)n ™ |

This expression is called the binomial formula. (We know from

Chapter 3 that it is closely related to the binomial theorem of

of algebra). For convenience, we abbreviate the binomial formula
as:

b(xin,p) = (1)p*(1-p)"7%,
It .is easy to show, from the binomial theorem, that

b(0;n,p) + b(l;n,p) + ... + bin;n,p) = 1.

Our new over-all experiment (in which we make n independent

trials of the original single experiment and look at the number of
occurrences of a chosen event A of the original experiment) is

called a binomial experiment. Any single experiment can be made

part of a larger binomial experiment of length n, if we choose
an event A to call success, if we can make n independent repeti-
tions of the given experiment, and if we take, as outcome, the num-
ber of successes observed. |

More generally, for a single experiment and for a chosen event
A of that experiment (where we call the occurrence of A a success),
a sequence of repeated independent trials is called a sequence of

Bernoulli trials. We use the more specific phrase binomial experiment

when we are interested only in the number of Successes observed. If
we are interested not just in the number of Successes but also in the
order in which successes and failures occur, we no longer use the

phrase binomial experiment, but instead use the more general phrase

Bernoulli trials. The gquestion which asks for the probability of at

least 7 successes in 10 trials is a question about a binomial experi-

ment of length 10. The question which asks for the probability of
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having an uninterrupted run of at least 7 Successes in 10 trials is
a question about Bernoulli trials. To put it another way, when we

Speak of a binomial experiment of length n, we may, if we wish,

take the set {0,1,...,n} of possible numbers of successes as our

sample space; and when we speak of a Bernoulli trials experiment of

length n, we must take the set {SS...S,SS...SF,SS...SFS,...} of
possible patterns of success and failure in n trials as our
sample space. The first sample space has n+l1 points; the second
has 20 points.

The binomial formula is one of the most useful formulas in all
of probabilitf theory. Here is an example. Suppose that each
battery for a radio has probability 0.2 of operating for more than
300 hours. If we test 10 different batteries, what is the probabil-
ity that exactly x of them operate for more than 300 hours? The

answer is, of course, given by the binomial formula

b(x3;10,0,2) = (%?)(O.E)K(o,s)lo'x

Carrying out the calculation, we obtain the following table,

X3 - c |1 12 ‘3 +4 .5 i6 17 {8 | g iO

I | | | ’ 1 ' I
P(exactly x ex- . L2020, ; 0.088; 0.026] 0. G.00L 1 0.CC0! 0.000! 0.00C
ceed 300 hours): O-107]0.28.0-3020. 201, 0.088: 0:026: 0 006{

(= b(x:10,0.2))

- where the final three probabilities are zero out to three decimal

places.
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Such a table of values for a binomial formula (with fixed

n and p) is called a binomial distribution. If we

graph the above distribution, we get

P
0.37 ¥]‘
, _ : ‘
0-2 I
|
P
0.1'_ f-: iir
N 1
Ll e gin g x
0 : 5 ; 10
Figﬁre Bal

This graph, with a high point and then decreasing values on either
side, is typical of binomial distributions. The only exceptions
are that in certain cases there may be two adjacent points of
highest (and.equal) probability value, rather than a single highest
point, and'that in certain cases the highest point (or two highest

points) may occur at the left side of

the graph (if p 1s small enough) or at the right side {1f

P 1is close enough to 1.). The most probable value of x (the
value of x for the highest point) gives a value of % close

to p. (In the case of Figure 5.1, we get f = f% and p = 0.2).

This is always true of binomial distributions, as we shall see..
(Recall that % is the observed relative frequency of success in
a binomial experiment.)

When we consider a binomial experiment of length n, there

are, as we have already indicated, two possible and obvious choices
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of sample space. We can use the underlying sample space of all
possible sequences of success and failure (2" sample points), or
we can use the set of possible values for the total number of
Successes (n+l sample points). Each point x in the second
Space represents an event in the first space (an event consisting
of (2) points from the first space.) To get a probability func-
tion for either of these sample spaces, we must choose a value for
P, the probability of success in a single trial. Then the
probability function fot the first space assigns the value
px(l--p)n_'X to each point having exactly x successes, and the
probability function for the second space assigns the value

b(x;n,p) to the point x. Thus we see that a binomial distribution

is a probability function.for this second choice of sample space.
Indeed, ﬁe shall usually refer to the resulting probability space
itself as a "binomial distribution", since the table for a
binomial distribution fully describes that space.

When we have a probability space whose sample space is a set
of numbers, we shall often refer to that probability space as a
"distribution". (We shall later refer to such a probability space as a
"random variable".) We shall also use the Word "distribution" to refer
to the probability function (or probability density function in the
case of a continuous probability space) of that probability space.

Since a binomial distribution can be looked upon as a

probability space, we can use it to calculate the probability of

any given event in that probability space. Thus, in the example

above for testing 10 batteries, the probability that at least 2 but

fewer than 6 of the 10 batteries operate for more than 300 hours

would be given by:
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AN

P(2 x < 5) P(x = 2) + P(x = 3) + P(x = 4) + P(x = 5)

0.302 + 0.201 + 0.088 + 0.026 = 0.617

The graphical information in Figure 5.1 can be given
in several other different ways. Ih Figureb5.2,we replace each
vertical line by a bar. Since the width of each bar is 1 unit,
the area of each bar gives the probability for that x wvalue,
and the total area of all the bars must be 1. (In the figure,

area of a bar means width in horizontal units multiplied by

height in vertical units.)

P
0.3'F
0.2L
0.1+
4 + L i ‘-.—b_. i ! X
0 A 5 10
np=2
i Flgure 5,2

Note that in this figure, for example, P(2 < x < 5) is
the area of the graph between x = 2 - % = 1.5 and

x =5+ = 5.5. We shall speak of a graph of the Figure

[NSIFE

5.2 kind as a type A graph for a binomial distribution.
In Figure 5.3, we contract the graph of Figure 5.2
horizontally by using values of % » rather than values
of x, along the horizontal axis, and by centering each
bar at the corresponding value of %. The width of each

bar is now %. At the same time,
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we lengthen each bar so that its area remains equal to its
probability. (Since each bar's width is changed from 1

to % + 1ts length must be multiplied by n when we go
from Figure 5.2 to Figure 5.3.) Thus the total area of the
graph remains 1. (In Figure 5.3 below, units of length

along the two axes are changed to make the figure fit more

easily onto the page.)

10P
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r.-'
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phdeds:
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2
—— = .63 about
10
Note that in Figure 5.3 Ble S £ 5] = PIE 22 0.95 4p
e = = 10 °  n T~ 10
the area of the graph between % = 2_;E%£§ = 0.15 and
% = 5—;n%42 = 0.55. We shall speak of a graph of the Figure
5.3 kind as a type B graph for a binomial distribution.

What happens to graphs of the kind given in Figures 5.2

and 5.3 if larger values of n are used while the value of
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p remains fixed? If one studies this matter in detail, one
finds the following. The total area of each graph must
remain 1. Graphs of the Figure 5.2 kind (type &) will
coﬁer a longer and longer portion of the horizontal axis.

At the same time, the height of the highest bar will
decrease and be approximately proportional to 2 (see

vn
below). Thus the graph of Figure 5.2 spreads and flattens

if we increase n A(while keeping p fixed). Also, the
position of the highest bar (or bars) will move to the
right and be given by a value of x close to np. (In
fact; the highest bar will either be the bar standing over
the horizontal value np or it will be next to the bar
over np.)

On the other hand, graphs of the Figure 5.3 kind (type B)
must remain betweén the horizontal values 0 and 1 (or, more
exactly, between - g= and 1 + 5= ). The height of the highest
bar will be seen to increase (and to be approximately proportional
to qﬁj, and the poéition of the highest bar will be close to the
value p on the horizontal axis. Also, we find, as n increases,
that almost all of the area of the graph lies above a narrower and
narrower interval around the horizontal value P. THIE 15 in
agreement with the observed weak stability of relative frequencies
as described in Chapter 1. Indeed, Chapter 1 tells us fhat‘nearly
all of the area of a type B graph should fall in a horizontal

interval of total length about the value p. (For the case

EHN
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of the particular graph given in Figure 5.3 this interval is marked
at the bottom.) 1In Chapter 6, we shall see that this does in fact
Occur, and hence that the theory of binomial experiments thus

agrees with the empirically observed square root of n law.

Thus, in summary, the graph of Figure 5.3 becomes higher,
narrower, and more spiked as we increase n (while keeping P
fixed), while the location of the highest bar remains near po

Remark. If we have repeated trials, but they are not indepen-
dent, then the binomial formula cannot be used. For example, if we
are in a country where every day is either sunny or rainy, we can
make repeated trials, on successive days, of the experiment:

observe the weather for one day. As we saw in Example 2 of

Chapter 4, these trials may not be independent. (In that example,
sunny days had a greater tendency to follow sunny days, and rainy
days to follow rainy days.) As we noted in Chapter 4, a probabil-
ity space for'repeated trials which may not be independent is

sometimes called a stochastic process. Bernoulli trials give a

special case of stochastic process where the trials are independent.

Notation. For the binomial distribution, the letters n

and p are traditionally used as above for the total number

of trials and for the probability of success on a single trial.
The letter q is also often used for the probability of fail-
ure on a single trial. Thus 9 = l-p, and b(x;n,p) can be

written

iy qun—x

n
X

Note on proof. The fact that the most probable value of x

is close to np can be seen from the ratio
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b(x;n,p) _ n!(x+l)1(n—x~l}!gan-x - xel)g

b(x+l;n,p) ~ x+lqn—x—l T (n-x)p

x! (n-x)!n! p
This ratio is less than 1 when x < np - g and greater than

1 when x > np - g. Hence the distribution increases until X
passes np - g, and then decreases. (If x = np - g, then the
probability values at x and x+l1 are equal and maximum. If
np - gq<x<np-9g+1 (=np+ p), then the probability wvalue
at x 1is a single maximum.)

The fact that in a type A graph the height of the
highest bar (near x = np) is approximately proportional to
1//n can be proved by using Stirling's formula to evaluate

the factorials in the binomial formula. This gives

n+s -n X n-x
-x n_ *e V2T pTg

n! pan N
xx+1/2e—x/§F(n_x)(n-x+l/2)e-(n—x)/§E

x! (n=-x)!

When we substitute x = np (and n - x =n - np = ng) and cancel

factors, this yields

1 _ 1
v2Tnpg V2Tpg

3 |-

de Méré's paradox. If a die is rolled 4 times, what is the

probability that a six occurs at least once? Let x = the number of

occurrences. Using the binom-

ial formula, we immediately get P(x > 1) = 1 - P(x = 0) =
1 - (5/6)% = 0.518 (for a binomial experiment with n = 4 and
p=1/6). If a pair of dice is rolled 24 times, what is the

probability that a twelve occurs at least once? By a similar

calculation, for a binomial experiment with n = 24 and

24

p=1/36, we get P{x = 1) =1 - (35/36) = 0.491.
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In the early days of probability theory, the fact that
these two results differ was a surprise to gamblers, who argued
that because the ratio of 4 to 6 is the same as the ratio
of 24 to 36, it ought to follow that the two pProbabilities
be the same. We see, from our calculations, that such an argu-
ment is false. Indeed, one gambler (de Méré) had already noted
from observed relative frequencies that the first probability
appeared to lie above 0.5 while the second appeared to fall
below 0.5. Students in probability should be wary of
apparently simple arguments, like the false argument above,

which are not based on theory.

The gamblers' wrong conclusion is correct in one respect. If

we take p = % and n = % m as above, we get

@1/ Dm _ g g oLy (279)

P(x 1) 1 =

If we let m increase, then, by a familiar result from calculus,
P(x > 1) approaches the limiting value 1 - e—z/3 = 0.487.

Conceptual remark. The reader should again note the special

role that independence plays in getting the probability space for

a binomial experiment. If we did not assume independence of the
trials, then many different choices of probability function would
be possible. Our knowledge of the physical situation tells us that

independence should hold. Assuming independence as a‘mathematical

fact about the probability space, along with using the same P
for each trial, then enables us to find a unique and correct

probability function.
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EXERCISES FOR CHAPTER 5.

(a) What is-the probability of getting exactly
eight heads in 20 tosses of a fair coin?

(b) What is the probability of getting exactly
two sixes in twelve rolls of a fair die?

What is the probability of getting fewer than 3
elevens in ten rolls of two dice?

Two thirds of the students in a large class have
drivers' licenses. Four students are selected at
random to go on a field trip. Give an approximate
value for the probability that at least two are
licensed drivers. |

A four-engine airplane will complete a certain
trip provided that at least two of its engines continue
to operate for the full trip. Otherwise it will not
complete the trip. Assume that for each engine, the
probability that the engine will fail during the trip
is 0.1, and that failure of an engine is independent
of failure of the other engines. What is.the
probability that the airplane will not complete the
EEIE?

(a) A baseball player's batting average is .300.
We understand this to mean that on the average he gets
three base-hits in every ten official times at bat.

What is the probability that he gets exactly 2 hits in
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4 times at bat? What is the probability that he gets
at least 2 hits in 4 times at bat?

(b) Are there any reasons for believing that the
number of hits in four times at bat does not follow a
binomial distribution?

(c) Assume that the same player will have four
times at bat in each of 10 successive games. What is
the probability that he gets at ieast one hit in every
game? :

(d) What would the probability in (c) be for a
player whose batting average is .400? For a player
whose batting average is .500?

An examination has 10 multiple choice questions.
Each question has 5 alternative answers. A student
answers each question by making a random guess. What
is the probability that the student gets 7 or more
right?

A certain operation for cancer patients has a
five-year survival rate of 80 percent. That is to
say, about four patients in five survive for five years
or more from the time of the operation.

(a) What is the probability that exactly four of
the next five patients operated on survive for five
years or more?

(b) What is the probability that exactly eight of
the next ten patients operated on survive for five

years or more?
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(a) A binomial experiment consists of 3 trials
and the probability of exactly 2 successes is 12
times as great as the probability of exactly 3 succes-
ses. Find p, the probability of success on a single
trial.

(b) In a certain sequence of Bernoulli trials,
the probability of 3 successes in 5 trials is 2/3 of
the probability of 3 successes in 6 trials. Find p,
the probability of success in a single trial.

Assume that one penny in every 100,000,000 minted
has two heads. The rest are normal. A coin is chosen

at random and tossed 20 times. The coin comes up

heads on each of the 20 tosses. What is the probability

that it has two heads?

A box contains a fair coin'and a biased coin. The
biased coin comes up heads 75 percent of the time when
it is tossed. A coin is chosen at random and tossed
four times. It comes up heads on three of those tosses.

What is the probability that it is the biased coin?






