LONG TIME BEHAVIOR OF THE HALF-WAVE TRACE AND WEYL REMAINDERS
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Abstract. Given a compact Riemannian manifold \((M, g)\), Chazarain, Hörmander, Duistermaat, and Guillemin study the half-wave trace \(HWT_{M,g}(\tau) \in \mathcal{S}'(\mathbb{R})\). From the asymptotics of the half-wave trace as \(\tau \to 0\), Hörmander deduces the now standard remainder \(O(\sigma^{d-1}) = O(\lambda^{d/2-1/2})\) in Weyl’s law, where \(d = \dim M\). Given a dynamical assumption implying additional local regularity, Duistermaat and Guillemin improve this to \(o(\sigma^{d-1})\). By examining the Tauberian step in the argument, we prove a quantitative version
\[
N(\sigma) = Z(\sigma) + O(\sigma^{d-1}R(\sigma)^{-1/2})
\]
of the Duistermaat-Guillemin result under only slightly stronger hypotheses, namely that the \((d-1)\)-fold regularized half-wave trace \(\langle D_{\tau} \rangle^{1-d} HWT_{M,g}(\tau)\) is in \(L^1_{\text{loc}}(\mathbb{R} \setminus \{0\})\). Here \(Z(\sigma) \in \mathbb{R}[\sigma]\) is a polynomial and \(R(\sigma) : \mathbb{R}^+ \to \mathbb{R}^+\) is an \((M,g)\)-dependent nondecreasing function with \(\lim_{\sigma \to \infty} R(\sigma) = \infty\), specified in terms of the growth rate of \(\langle D_{\tau} \rangle^{1-d-1} HWT_{M,g}(\tau)\) as measured in \(L^{1,1}\). Per Duistermaat-Guillemin, this hypothesis is implied by geometric conditions that hold “generically” for \(d \geq 3\). Thus, we clarify the relation between the error term in Weyl’s law and the long time behavior of the half-wave trace.
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1. INTRODUCTION

In this paper we apply a modification of an argument – originally used by Newman [New80] in order to prove the prime number theorem – to the proof of Weyl-type laws, e.g. Weyl’s law.
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\[ N(\lambda) = (2\pi)^{-d} \text{Vol}_g(M) \text{Vol}(\mathbb{B}^d)\lambda^{d/2} + O(\lambda^{d/2-1/2}) \]  

(1)

\[ N(\lambda) = (2\pi)^{-d} \text{Vol}_g(M) \text{Vol}(\mathbb{B}^d)\Sigma^d + O(\Sigma^{d-1}), \]  

(2)

where the function \( N : [0, \infty) \rightarrow \mathbb{N} \), \( N(\lambda) = \# \{ n : \lambda_n \leq \lambda \} \) is the counting function of the eigenvalues \( \lambda_0, \lambda_1, \lambda_2, \ldots \) of the Laplace-Beltrami operator on a compact Riemannian manifold \((M, g)\), without boundary. (Going forward, we will work with \( \Sigma = \lambda^{1/2} \) instead of \( \lambda \), following the notational conventions of [DG75].) One goal following [Wey11] is to estimate, under appropriate geometric or analytic assumptions, the remainder \( N(\lambda) - (2\pi)^{-d} \text{Vol}_g(M) \text{Vol}(\mathbb{B}^d)\lambda^{d/2} \). For recent work in this vein, along with a more extensive bibliography, see [CG20a][CG20b]. The standard estimate, \( O(\lambda^{d/2-1/2}) \), as written in eq. (2), is sharp when \((M, g)\) is a Zoll manifold (e.g. the \( d \)-sphere, \( S^d \)), so any improvement will have to be specific to some particular class of manifolds under consideration.

One method for estimating the remainder involves using a Tauberian theorem – e.g. the Ingham-Karamata theorem – for the Laplace transform in \( \lambda \); the standard version of this theorem yields only an \( o(\lambda^{d/2}) \) remainder in eq. (1). Newman, in his elegant proof [New80][Kor82][Zag97][Kor04] of Ingham’s Tauberian theorem, essentially assumed continuity of the Fourier-Laplace transform of the function \( \alpha \) whose asymptotics were under study all the way up to and including the imaginary axis (sans the origin). (See the expositions by Zagier [Zag97] and Korevaar [Kor82][Kor04] for this perspective, which differs slightly from Newman’s.) Continuity is one form of regularity, and so one takeaway is that a Tauberian argument using the Fourier-Laplace transform \( FL\alpha \) can be strengthened by appealing to an assumption regarding the regularity of \( \mathcal{F}\alpha \). In a series of papers, Hörmander [Hör68] (inspired by [Lev52][Ava56]), Chazarain [Cha74], and Duistermaat & Guillemin [DG75] established, under geometric hypotheses, the precise regularity of the half-wave trace \(-i\tau F NL_{1/2}(\tau)\) along the whole real axis (\( NL_{1/2}(\Sigma) = N(\Sigma^2) \)). In particular, Duistermaat & Guillemin show that, under an appropriate genericity assumption (to rule out spheres, or Zoll manifolds more generally), the worst singularity of the half-wave trace is at the origin. When fed into Newman’s Tauberian argument, this yields a generic improvement of eq. (2) in which the remainder is smaller than that in eq. (2) by an \( o(1) \) factor, as originally shown using a different argument in [DG75, Theorem 3.5]. When supplemented with a bound on the growth of the half-wave trace as measured in an appropriate Sobolev space (a Sobolev space in which the half-wave trace of a Zoll manifold cannot lie, even locally), we can replace Duistermaat-Guillemin’s \( o(1) \) with a function specified in terms of the growth rate of the half-wave trace. Demonstrating this fact is the goal of the present paper.

We record here the main Tauberian theorem (or perhaps a corollary of the main Tauberian theorem, Theorem 3.5). It is a version of Ingham’s Tauberian theorem with remainder, which we state in the case when

- the function \( \alpha \) under investigation is bounded,
- the Fourier transform \( a = \mathcal{F}\alpha \) is in \( \tau L^{1,1}_{\text{loc}}(\mathbb{R}_\tau) \),
- \( \alpha \) is related to a monotonic, piecewise-continuous function \( N : \mathbb{R}^\geq 0 \rightarrow (0, \infty) \) by a polynomial weighting determined by the degree of the polynomial ansatz used to estimate \( N \).

All three of these conditions can be weakened. See §3, §4. The main result (Theorem 3.5) of §3 is stated in greater generality.
Theorem 1.1. Suppose that \( N : \mathbb{R}^\geq 0 \to (0, \infty) \) is a piecewise-continuous, nondecreasing function, \( Z(\sigma) \in \mathbb{C}[\sigma] \) is a polynomial in \( \sigma \) of degree \( d = \deg Z \) and \( E \in C^\infty_c((0, \infty)) \). Let
\[
\alpha(\sigma) = \begin{cases} 
\langle \sigma \rangle^{1 - \deg Z} (N(\sigma) - Z(\sigma) + E(\sigma)) & (\sigma \ge 0) \\
0 & (\sigma < 0),
\end{cases}
\]
and suppose that the singular support of \( F \cdot N \) and hence \( a = F \cdot \alpha \) is discrete. Suppose further that
\( 1 \) \( \alpha \in L^\infty(\mathbb{R}) \),
\( 2 \) \( \alpha(\tau) \) is in \( \tau L^{1,\ell}_\text{loc}(\mathbb{R}_\tau) \) for some integer \( \ell \ge 1 \).
Then, for \( R_0(\Sigma) = \max\{1, \sup\{T > 0 : T \|r^{-1}\alpha(t)\|_{L^1,\ell[-T,+T]} \leq \Sigma^f\}\} \),
\[
N(\Sigma) = Z(\Sigma) + O(\Sigma^{d-1}R_0(\Sigma)^{-1/2})
\]
as \( \Sigma \to \infty \).

And the main application to Weyl’s law:

Theorem 1.2. Suppose that \((M, g)\) is a compact Riemannian manifold such that
\[
\tau^{-1}\langle D_\tau \rangle^{1-d} \tau^{-1} \text{HWT}_{M, g}(\tau) \in L^{1,\ell}_\text{loc}(\mathbb{R}\setminus \{0\})
\]
for some \( \ell \in \mathbb{N}^+ \). Then, for some polynomial \( Z_0(\sigma) \in \mathbb{C}[\sigma] \) of degree at most \( d - 2 \),
\[
N(\lambda) = (2\pi)^{-d} \text{Vol}_g(M) \text{Vol}(\mathbb{B}^d) \Sigma^d + Z_0(\Sigma) + O(\Sigma^{d-1}R(\Sigma)^{-1/2})
\]
as \( \Sigma \to \infty \), where \( R(\Sigma) = \max\{1, \sup\{T > 0 : T \|r^{-1}\langle D_\tau \rangle^{1-d}(\tau^{-1} \text{HWT}_{M, g}(\tau))\|_{L^1,\ell[1,T]} \leq \Sigma^f\}\} \).

Note that \( R(\Sigma) \) satisfies \( \lim_{\Sigma \to \infty} R(\Sigma) = \infty \), so \( O(\Sigma^{d-1}R(\Sigma)^{-1/2}) = o(\Sigma^{d-1}) \).

Combined with Proposition 5.2, Theorem 1.2 yields the following (somewhat loosely stated) theorem:

Theorem 1.3. Suppose that \((M, g)\) is a nonpathologial \( d \)-dimensional compact Riemannian manifold (in the sense of satisfying the hypotheses of [DG75, Theorem 4.5] for all \( T \)) whose nontrivial geodesic loops are at most \( \delta \)-fold degenerate, \( \delta \in \{0, \ldots, 2d - 1\} \).

Consider \( \ell \in \{1, \ldots, [d - \delta/2 - 1/2] - 1\} \).

Then, \( \langle D_\tau \rangle^{1-d}(\tau^{-1} \text{HWT}_{M, g}(\tau)) \in L^{1,\ell}_\text{loc}(\mathbb{R}\setminus \{0\}) \), and for some polynomial \( Z_0(\sigma) \in \mathbb{C}[\sigma] \) of degree at most \( d - 2 \),
\[
N(\lambda) = (2\pi)^{-d} \text{Vol}_g(M) \text{Vol}(\mathbb{B}^d) \Sigma^d + Z_0(\Sigma) + O(\Sigma^{d-1}R(\Sigma)^{-1/2})
\]
as \( \Sigma \to \infty \), where \( R(\Sigma) = \sup\{1, T > 0 : T \|\tau^{-1}\langle D_\tau \rangle^{1-d}(\tau^{-1} \text{HWT}_{M, g}(\tau))\|_{L^1,\ell[1,T]} \leq \Sigma^f\} \).

Remark 1. Of course, \( Z_0 \) can be computed in terms of the Laurent series of \( \text{HWT}_{M, g}(\tau) \) at \( \tau = 0 \), though we will not do so explicitly below.

Remark 2. Roughly speaking, \( \nu = 2d - 1 - \delta \) is the codimension of the subset of the sphere bundle consisting of generators of periodic bicharacteristics. In order to apply the previous theorem, we need \( \nu \geq 3 \). Since the Duistermaat-Guillemin improvement [DG75, Theorem 3.5] of Weyl’s law applies (loosely speaking) when the set of generators of periodic bicharacteristics has positive codimension \( \nu \geq 1 \), Theorem 1.2 applies in slightly less generality. However, we expect that a version of Theorem 1.2 does apply to all Riemannian manifolds to which the Duistermaat-Guillemin theorem applies, the restriction above being more born out of a desire to avoid fractional regularity \( L^1 \)-based function spaces than any apparent need.

See §5 for a more precise discussion.
Debruyne [Deb18, §6] has recently proven results with a similar flavor to Theorem 1.1. We would like to point out the following two special cases of Theorem 1.2:

- A polynomial bound on the half-wave trace (as measured in an appropriate Sobolev space), e.g. \( \langle D_T \rangle^{1-d} \langle \omega \rangle^{1-k} \in L^1(\mathbb{R}^d) \cap \langle \tau \rangle^k L^1(1,\infty) \) for \( \ell \in \mathbb{N} \) and \( k \geq 1 \), yields a polynomial improvement of Weyl’s law:

\[
N(\lambda) = (2\pi)^{-d} \text{Vol}(M) \text{Vol}(\mathbb{B}^d) \lambda^d + O(\lambda^{d-1})
\]

for \( \epsilon = \ell/2k > 0 \). Indeed, in this case, \( \mathcal{R}(\Sigma) = \Omega(\lambda^{\ell/k}) \).

For instance, the half-wave trace on the \( d \)-torus \( T^d = \mathbb{R}^d / \Lambda \), \( \Lambda \) a full rank lattice, grows polynomially in the relevant sense (as can be proven via the method of images) (although actually we should regularize the half-wave trace by an extra \( \epsilon \) for arbitrarily small \( \epsilon > 0 \) before carrying out the argument below in order to get a sharp integral amount of Sobolev regularity).

- On the other hand, if \( \langle D_T \rangle^{1-d} \langle \omega \rangle^{1-k} \in L^1(\mathbb{R}^d) \cap e^{\epsilon \tau^D} L^1(1,\infty) \) for some \( c > 0 \) and \( \beta > 0 \), then we have

\[
N(\lambda) = (2\pi)^{-d} \text{Vol}(M) \text{Vol}(\mathbb{B}^d) \lambda^d + O(\lambda^{d-1} / \log^{1/2} \beta) \Sigma).
\]

Indeed, \( \mathcal{R}(\Sigma) = \Omega(\log^{1/2} \beta) \) in this case.

Note that we do not in the present paper prove any bounds on the half-wave trace.

We now outline the proof of Theorem 1.1. While the proof is not long (being modeled on Newman’s short proof of Ingham’s Tauberian theorem), we believe the central idea is worth presenting once at a low level of detail (and with a somewhat philosophical emphasis). There exist many variants of Ingham’s Tauberian theorem and correspondingly many proofs. Newman’s – especially as presented by [Kor82][Zag97] – makes manifest use of the behavior of the Fourier–Laplace transform along the imaginary axis, which is in a precise sense (Proposition 2.3) the Fourier transform. While this hypothesis is unnecessarily strong for proving Ingham’s Tauberian theorem, it is precisely what is needed here to make use of the rich structure of the half-wave trace revealed by [Cha74][Hör68][DG75]. In some sense, the argument below (and Tauberian arguments more generally), represent the crudest form of analysis in phase space, using not only the structure of the half-wave trace but also – in the form of a Tauberian hypothesis – the fact that \( N \) is a piecewise-continuous function satisfying eq. (2).

Applied to the Laplace transform, the idea behind Newman’s proof of Ingham’s theorem is as follows: given a nondecreasing (typically piecewise-constant) function \( N(\sigma) \in \langle \sigma \rangle^K L^\infty(\mathbb{R}_{\sigma}^0) \), for some \( K \in \mathbb{R} \), and given an ansatz \( Z_0(\sigma) \in \langle \sigma \rangle^K L^\infty(\mathbb{R}_{\sigma}^0) \) (typically a polynomial, possibly corrected by an element of \( C^\infty((0,\infty))) \) for \( N \), attempt to determine the asymptotics of the improper integral

\[
A_\Sigma = \int_0^\Sigma \frac{1}{(\sigma)^J} (N(\sigma) - Z_0(\sigma)) d\sigma
\]

as \( \Sigma \to \infty \), for appropriate \( J \in \mathbb{R} \). (Here \( \langle \sigma \rangle = (1 + \sigma^2)^{1/2} \) is the “Japanese bracket.”) If \( Z_0(\sigma) \) is a good polynomial ansatz (and the Fourier transform of the integrand is sufficiently regular around zero), then the integrand \( \langle \sigma \rangle^{-J} (N(\sigma) - Z(\sigma)) \) should be oscillating, and the integral of an oscillating function is typically smaller than we would expect via computing an \( L^1 \)-norm. Consequently, in order to understand the \( \Sigma \to \infty \) asymptotics of \( A_\Sigma \), we should expect to have to understand the amplitude of these oscillations – that is, understand the Fourier transform away from zero. In typical applications, \( K \in \mathbb{N} \), with the general case introducing only notational complications, and we take
$Z_0$ to be a polynomial of degree $K$ outside of some neighborhood of the origin. When estimating the remainder in Weyl’s law, $Z_0(\sigma)$ can be taken to be

$$Z_0(\sigma) = \Theta(\sigma)Z(\sigma) + E(\sigma)$$

(11)

for $Z \in \mathbb{R}[\sigma]$ of degree $d$, $E \in C_0^\infty(\mathbb{R}^+)$ (or perhaps Schwartz). Here $\Theta : \mathbb{R} \to \{0, 1\}$ is the Heaviside step function, $\Theta(\sigma) = (1 + \text{sign } \sigma)/2$. In this case, for all $J \geq K$ sufficiently large, $A_\Sigma$ will converge as $\Sigma \to \infty$, at some polynomial rate which can be estimated. (And $E$ can be chosen so as to make $\lim_{\Sigma \to \infty} A_\Sigma = 0$, if so desired.) Suppose that $J$ is in fact sufficiently large, leaving aside for the moment the question of what precisely this means (which will, of course, depend on the specifics). Since $N$ is nondecreasing, if for some $\sigma_0 > 0$ the quantity $N(\sigma_0)$ differs too much from its leading order asymptotic, as captured by the ansatz $Z(\sigma_0)$, then the integrand above will be comparably large over an interval of polynomial length; this will result in a relatively large contribution to the tail of the improper integral (10). If this event were to occur for infinitely many, arbitrarily large $\sigma_0$, then this sets a bound for the rate of convergence of $A_\Sigma$ as $\Sigma \to \infty$. If this bound contradicts the known rate of convergence, then we can conclude that the difference between $N(\sigma)$ and $Z(\sigma)$ is smaller than supposed, at least for sufficiently large $\sigma$. See §4, where this argument (a basic “mean-to-max” argument) is made precise.

The crux of the argument, then, is estimating the quantity $A_\Sigma$ defined by eq. (10) to a sufficiently high degree of accuracy. In Newman’s Tauberian approach, this is done by comparing $A_\Sigma$ with

$$A_\Sigma(t) = \int_0^{\Sigma} \frac{e^{-\sigma t}}{(\sigma)^{\alpha}}(N(\sigma) - Z_0(\sigma)) d\sigma, \quad A(t) = \int_0^{\infty} \frac{e^{-\sigma t}}{(\sigma)^{\alpha}}(N(\sigma) - Z_0(\sigma)) d\sigma,$$

(12)

defined initially for $t > 0$. As $t \to 0^+$ for fixed $\Sigma > 0$, $A_\Sigma(t) \to A_\Sigma$ (indeed, $A_\Sigma(t)$ is entire in $t$), and as $\Sigma \to \infty$ for fixed $t > 0$, $A_\Sigma(t) \to A(t)$. So, by taking $t \to 0^+$ and $\Sigma \to \infty$ together at some appropriate relative rate, and by estimating the closeness of $A_\Sigma(t), A(t), A_\Sigma$, we can estimate $A_\Sigma$. If $Z$ is chosen correctly, then $A(t)$ (in the applications at hand) will actually be continuous all the way down to $t = 0$, so it makes sense to first take $t \to 0^+$ and then take $\Sigma \to \infty$. Estimating the closeness of $A_\Sigma(0)$ and $A(0)$ is accomplished by means of a complex analytic argument whose input is the regularity of the Fourier transform $\mathcal{F}_\alpha$ of

$$\alpha(\sigma) = \begin{cases} (\sigma)^{-J}(N(\sigma) - Z_0(\sigma)) & (\sigma > 0) \\ 0 & (\sigma \leq 0) \end{cases}$$

(13)

in the interval $[-T, +T]$, for each $T > 0$. (We will mainly take $J = d - 1$, but modifications of the arguments below can deal with other $J$.) Indeed, $A(t)$ is the Laplace transform of $(\sigma)^{-J}(N(\sigma) - Z_0(\sigma))$, evaluated at $t$. Hence, $A(t)$ analytically continues to $t \in \mathbb{H}_R, \mathbb{H}_\mathbb{R} \subset \mathbb{C}$ the right half of the complex plane. This is the Fourier-Laplace transform, and the Fourier transform is its distributional boundary value at the imaginary axis $i\mathbb{R}_+ \subset \mathbb{C}_t$. See §2. Trivially, $L^1$-based Sobolev regularity of $\mathcal{F}_\alpha$ implies $L^\infty$-based decay of $\alpha$ – indeed, it implies even better decay by the Riemann-Lebesgue lemma – but Newman’s argument is stronger, precisely because it works even if $\mathcal{F}_\alpha$ fails to decay, and this is definitely necessary for an application to Weyl’s law. In other words, Newman’s argument works even if $\mathcal{F}_\alpha$ only has local $L^1$-based Sobolev regularity. If a tempered distribution such as $\alpha$ fails to decay, this might signal the irregularity of the distribution’s Fourier transform $\alpha$, but even if the half-wave trace has rapid growth we already know that $\alpha$ is a function. This fact allows us to make up for the lack of decay by estimating (when $A \in \tau L^1[-\epsilon, +\epsilon]$, for some $\epsilon > 0$) the closeness
of the full Fourier transform $\mathcal{F}^{-1}_\tau \rightarrow \Sigma (\tau^{-1} A(i\tau))(\Sigma)$ and the partial Fourier transform

$$\frac{1}{2\pi} \int_{-T}^{+T} e^{i\tau \Sigma} A(i\tau) \frac{d\tau}{\tau}$$

in terms of $L^\infty$-bounds on $\alpha$. The integral (14) corresponds to one component of Newman’s contour integral, and the other components are bounded in terms of assumed $L^\infty$-bounds on $\alpha$, while (14) is bounded in terms of the regularity of the half-wave trace. This is not completely correct, because some smoothing of the integrand at $\tau = \pm T$ is necessary, but such smoothing is easily handled.

In the application to Weyl’s law, $a(\tau) = \mathcal{F} \alpha(\tau)$ is essentially the (regularized, weighted) half-wave trace away from the origin, weighted by $1/\tau$. By Chazarain [Cha74, §0], the singular support of $a$ is the set $T \subset \mathbb{R}$ of lengths of all geodesic loops (a.k.a. “periodic bicharacteristics”) in $(M,g)$, including loops which consist of multiple laps around a basic loop. Generically, $T$ is a discrete set, and the half-wave trace $\text{HWT}_{(M,g)}(\tau)$ will be given by a Laurent series

$$\text{HWT}_{(M,g)}(\tau) = \sum_{s \in S} a_s \left( \frac{\tau}{\tau - T - it} \right)^s \text{mod } C^\infty(\mathbb{R}_T) \text{ near } T,$$

for $S(T) \subset \mathbb{Z}^+ \cup (1/2)\mathbb{Z}^+$ finite and $T$-dependent $\{a_s\}_{s \in S(T)} \subseteq \mathbb{C}$, in some neighborhood of each $T \in T$. It is therefore to be expected that the size of the remainder in Weyl’s law be estimated in terms of

- (I) the size of the elements of $S(T)$ and $\{a_s\}_{s \in S(T)}$ in eq. (15), as $T$ varies,
- (II) the density of $T \subset \mathbb{R}$ (roughly speaking), and
- (III) the growth rate of the smooth remainder in eq. (15).

The case $T = 0$ is different from the case $T \neq 0$; the pole of $a$ in the former case yields contributions to $A_\Sigma$ that are one power of $\Sigma$ larger than the poles of the same order in the latter case. (So, due to the weighting by $1/\tau$, the pole at $T = 0$ of the half-wave trace yields contributions to $A_\Sigma$ that are two powers larger than the poles of the same order in the latter case.)

The subsequent sections of this paper are organized as follows:

- §2 is a primer on the Fourier-Laplace transform,
- §3 contains the bulk of the Tauberian argument for estimating the asymptotics of $A_\Sigma$, including a flexible and somewhat refined version (Theorem 3.5) of Ingham’s theorem, with a strong estimate of the remainder,
- §4 contains the mean-to-max step of the Tauberian argument, the extraction of weak asymptotics of $N(\Sigma)$ from the asymptotics of $A_\Sigma$ via monotonicity (finishing the proof of Theorem 1.1), and
- §5 contains the application to Weyl’s law, including the proof of Theorem 1.2.

The harmonic analysis utilized in §5 is somewhat overkill, but it does yield a clean statement and proof of the main theorem.

It is worth noting that we do not take into account any cancellations between the various contributions to $N(\Sigma)$ coming from the poles in (15) for different $T \neq 0$ (though Theorem 3.5 is stated in sufficient generality to make use of such cancellations if they are known). We simply apply the triangle inequality. When $(M,g)$ is a standard flat torus $\mathbb{R}^d/\mathbb{Z}^d$ of dimension $d \geq 2$ (for which the problem of estimating $N(\Sigma)$ is the Gauss $d$-sphere problem), such cancellations do in fact occur. See [Ivi+04] for the best known results for the Gauss $d$-sphere problem. See also [Hux96] for an extensive discussion of the $d = 2$ case, along with related techniques.
2. Primer on the Fourier-Laplace Transform

Let $\mathcal{S}'(\mathbb{R}^{\geq 0}) \subset \mathcal{S}'(\mathbb{R})$ denote the set of tempered distributions supported on the nonnegative real axis. That is, $u \in \mathcal{S}'(\mathbb{R})$ is in $\mathcal{S}'(\mathbb{R}^{\geq 0})$ if and only if $u(\chi) = 0$ whenever $\text{supp} \chi \subset (-\infty, 0)$. In this section, we review the Fourier-Laplace transform, defined as a map $\mathcal{FL} : \mathcal{S}'(\mathbb{R}^{\geq 0}) \to \mathcal{A}(\mathbb{H}_R)$, where $\mathcal{A}(\mathbb{H}_R)$ is the set of analytic functions on $\mathbb{H}_R = \{ z \in \mathbb{C} : \Re z > 0 \}$. (The Fourier-Laplace transform actually makes sense on distributions supported on translates of $\mathbb{R}^{\geq 0}$, as is clear from the discussion below, but we have no use for this level of generality, although this may be useful in other applications of Newman’s argument.) Detailed presentations of the Laplace transform on tempered distributions can be found in a number of textbooks, e.g. [Dij13], so we will be brief, presenting only the results crucial to the rest of the paper.

The map is defined as follows. For any $\alpha \in \mathcal{S}'(\mathbb{R}^{\geq 0})$ and $t \geq 0$, the product $\alpha_t(\sigma) = \exp(-t\sigma)\alpha(\sigma) \in \mathcal{S}'(\mathbb{R}^{\geq 0})$ is well-defined, and in fact if $t > 0$ we have $\alpha_t \in \bigcup_{\ell \in \mathbb{Z}} \bigcap_{k \in \mathbb{Z}} (\sigma)^k (D)^\ell L^2(\mathbb{R}_x)$, so the Fourier transform

$$F\alpha_t(\tau) = \int_{-\infty}^{+\infty} e^{-i\tau \sigma - i t \sigma} \alpha(\sigma) \, d\sigma \in \bigcup_{\ell \in \mathbb{Z}} \bigcap_{k \in \mathbb{Z}} (\tau)^\ell (D)^k L^2(\mathbb{R}_x)$$

is well-defined, the integral above being formal if $\alpha$ is not a subexponential function (but typically a Lebesgue integral in the cases of interest). By the Sobolev embedding theorem, we deduce that $F\alpha_t(\tau)$ is actually a smooth function of $\tau$. Consequently, we can define a function $\mathcal{FL} : \mathbb{H}_R \to \mathbb{C}$ by $\mathcal{FL} \alpha(t + i\tau) = F\alpha_t(\tau)$, $t > 0$ and $\tau \in \mathbb{R}$.

**Proposition 2.1.** Given $\alpha \in \mathcal{S}'(\mathbb{R}^{\geq 0})$, $\mathcal{FL} \alpha$ is analytic.

For the following proof, we recall the following facts about tempered distributions $u \in \mathcal{S}'(\mathbb{R}^2)$ of the form $u(x, y) = u_1(x)u_2(y)$ for $u_1, u_2 \in \mathcal{S}'(\mathbb{R})$:

- $\partial_x u(x, y) = (\partial_x u_1(x))u_2(y)$,
- $\partial_y u(x, y) = u_1(x)(\partial_y u_2(y))$,

the partial Fourier transform in either of $x, y$ is well-defined and has the expected mapping properties, and the distributional derivatives of any smooth distribution agree with the classical derivatives (and likewise for a.e. derivatives, etc.).

**Proof.** For each $t_0 > 0$, let $\alpha^{(t_0)}(t, \sigma) = 1_{t \geq t_0} e^{-t\sigma} \alpha(\sigma)$, which is a well-defined element of $\mathcal{S}'(\mathbb{R}_t \times \mathbb{R}_x)$. Let

$$1_{t \geq t_0} \mathcal{FL} \alpha(t + i\tau) = \begin{cases} 0 & (t < t_0) \\ \mathcal{FL} \alpha(t + i\tau) & (t \geq t_0) \end{cases}$$

which we can interpret as an element of $\mathcal{S}'(\mathbb{R}_t \times \mathbb{R}_x)$. Clearly, this is the partial Fourier transform of $\alpha^{(t_0)}(t, \sigma)$ along $\mathbb{R}_x$. Fix $\chi \in C_c(\mathbb{C})$ supported in $2t_0 + \mathbb{H}_R$. We see that

$$\chi(z) \frac{\partial^2}{\partial t^2} 1_{t \geq t_0} \mathcal{FL} \alpha(t + i\tau) = +\chi(z)1_{t \geq t_0} \mathcal{FL}(\sigma^2 \alpha(\sigma))(t + i\tau),$$

$$\chi(z) \frac{\partial^2}{\partial \tau^2} 1_{t \geq t_0} \mathcal{FL} \alpha(t + i\tau) = -\chi(z)1_{t \geq t_0} \mathcal{FL}(\sigma^2 \alpha(\sigma))(t + i\tau),$$

which means that $\mathcal{FL} \alpha(t + i\tau)$ is harmonic -- and therefore smooth by elliptic regularity -- in the interior of the support of $\chi$. By the arbitrariness of $\chi$ and $t_0$, we deduce that $\mathcal{FL} \alpha$ is actually smooth in $\mathbb{H}_R$. 
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Clearly, $\mathcal{FL}\alpha$ satisfies the Cauchy-Riemann equations in the distributional sense (by analogous reasoning), from which it follows that it satisfies the Cauchy-Riemann equations in the usual classical sense. We conclude that $\mathcal{FL}$ is analytic, as claimed.

So, $\alpha \mapsto \mathcal{FL}$ defines a map $\mathcal{FL} : \mathcal{S}'(\mathbb{R}^\geq 0) \to A(\mathbb{H}_R)$, and this is the Fourier-Laplace transform. Note that not all elements of $\mathcal{S}'(\mathbb{R}^\geq 0)$ that are locally integrable admit a Laplace transform in the sense of a Lebesgue integral:

$$
\begin{cases}
  e^\sigma \cos(\sigma) & (\sigma \geq 0) \\
  0 & (\sigma < 0)
\end{cases}
$$

(20)
defines an element of $\mathcal{S}'(\mathbb{R}^\geq 0) \cap \mathcal{L}^1_{\text{loc}}(\mathbb{R}_\sigma)$, but the Laplace transform of (20) does not make sense as a Lebesgue integral. Nevertheless, we have:

**Proposition 2.2.** Suppose that $\alpha \in \bigcup_{k \in \mathbb{N}} \langle \sigma \rangle^k \mathcal{L}^1(\mathbb{R}_\sigma)$, so that $e^{-i\tau} \alpha(\sigma) \in \mathcal{L}^1(\mathbb{R}_\sigma)$ for each $t > 0$. Then,

$$
\mathcal{FL}\alpha(t + i\tau) = \int_0^\infty e^{-i\tau \sigma - t\sigma} \alpha(\sigma) \, d\sigma,
$$

(21)
where the right-hand side is now a well-defined Lebesgue integral.

This is just a special case of the statement that Schwartz’s and Lebesgue’s Fourier transforms agree on $\mathcal{L}^1(\mathbb{R})$.

We now discuss distributional boundary values.

**Proposition 2.3.** For any $\alpha \in \mathcal{S}'(\mathbb{R}^\geq 0)$, the indexed set $\{\mathcal{FL}\alpha(t + i\tau)\}_{t > 0} \subset \mathcal{S}'(\mathbb{R}_t)$ satisfies $\mathcal{FL}\alpha(t + i\tau) \to \mathcal{F}\alpha(\tau)$ in $\mathcal{S}'(\mathbb{R}_t)$, i.e. $\mathcal{F}\alpha$ is the “distributional boundary value” of $\mathcal{FL}\alpha$ on the imaginary axis.

**Proof.** Since $\mathcal{FL}\alpha(t + i\tau) = \mathcal{F}\alpha_t(\tau)$, it suffices (since $\mathcal{F} : \mathcal{S}'(\mathbb{R}) \to \mathcal{S}'(\mathbb{R})$ is continuous) to show that $\alpha_t(\sigma) \to \alpha(\sigma)$ in $\mathcal{S}'(\mathbb{R}_t)$ as $t \to 0^+$. This latter claim follows from the proposition that if $\varphi \in \mathcal{S}(\mathbb{R})$ vanishes identically for sufficiently negative input, then $e^{-i\sigma}\varphi(\sigma)$ converges to $\varphi(\sigma)$ in $\mathcal{S}(\mathbb{R}_\sigma)$. This is the statement that, for all $\varphi$ as above, $\sigma^j \partial_t^k (e^{-i\tau} \varphi(\sigma) - \varphi(\sigma)) \to 0$ as $t \to 0^+$ in $\mathcal{L}^\infty(\mathbb{R}_\sigma)$ for each $j, k \in \mathbb{N}$. By Leibniz’s rule, this follows from the statement that

$$
t^k e^{-i\sigma}\varphi(\sigma) \to 0 \quad \text{and} \quad (e^{-i\tau}\varphi(\sigma) - \varphi(\sigma)) \to 0
$$

(22)
in $\mathcal{L}^\infty(\mathbb{R}_\sigma)$ for all $k \geq 1$ and all $\varphi \in \mathcal{S}(\mathbb{R})$ vanishing identically for sufficiently negative input. The first is clear, since $\|t^k e^{-i\sigma}\varphi(\sigma)\|_{\mathcal{L}^\infty(\mathbb{R}_\sigma)} \leq t^k \|\varphi\|_{\mathcal{L}^\infty} \sup_{\sigma \in \text{supp} \varphi} e^{-i\sigma}.$

The second statement in eq. (22) holds because $\varphi(\sigma) \in \langle \sigma \rangle^{-1} \mathcal{L}^\infty(\mathbb{R}_\sigma)$.

The following proposition (while likely not strictly necessary and stated without proof in [DG75]) can be convenient in simplifying the technical details of Newman’s argument. (This simplification is removed in e.g. [Kor04, Chapter III, §14][DV19], and we expect that the modified argument carries over, mutatis mutandis.) This result is a special case of a result in the theory of boundary problems for elliptic differential operators.

**Proposition 2.4.** Suppose that $\mathcal{F}\alpha \in \mathcal{S}'(\mathbb{R})$ is smooth in some neighborhood of $T \in \mathbb{R}$. Then there exists some relatively open neighborhood $U \subset \mathbb{H}_R$ of $iT$ in which $\mathcal{FL}\alpha$ extends smoothly to the boundary.
3. Tauberian Argument: Newman’s Computation

The cornerstone of Newman’s Tauberian argument is the following complex-analytic computation, expressing the integral

\[ A : [0, \infty)_\Sigma \to \mathbb{R}, \quad A : \Sigma \mapsto A_\Sigma, \quad A_\Sigma = \int_0^\Sigma a(\sigma) \, d\sigma \tag{23} \]

of a tempered, locally integrable (possibly complex-valued) function supported on the nonnegative real axis – denoted \( \alpha \in \mathcal{F}'(\mathbb{R}_{\geq 0}) \cap L^1_{\text{loc}}(\mathbb{R}_{\geq 0}) \) throughout this section – in terms of

- a contribution from the principal part of the Laurent series of \( a(\tau) = \mathcal{F}\alpha(\tau) \) at \( \tau = 0 \) (whose well-definedness will be one of our hypotheses),
- a separately treated contribution from the constant term of the Laurent series,
- a contribution from the singularities \( T \in T \setminus \{0\} \) of \( a(\tau) \) in \([-T,+T]\) away from \( \tau = 0\),
- a typically small contribution from the remainder of \( a(\tau) \) on \([-T,+T]\), and
- a controllable contribution from \( a(\tau) \) outside of \([-T,+T]\),

where \( T \geq 1 \) is a parameter of the argument. We will not be explicit about the contribution to \( A_\Sigma \) from the off-origin poles of \( a \), which can be treated as an error to be controlled (and in applications should typically be the same size of the error from \( a(\tau) \) outside of \([-T,+T]\)). We handle the off-origin singularities of \( a(\tau) \) separately from the smooth background because while it is most convenient to measure the latter in an \( L^1 \)-based Sobolev space, in order to be sharp it is necessary to measure the former as a pseudomeasure, i.e. in \( \mathcal{F}(\sigma)^K L^\infty(\mathbb{R}_\sigma) \) for some \( K \geq 0 \).

Based on our treatment of each contribution, we decompose

\[ a(\tau) = a_{00}\mathcal{F}\chi_0 + a_0(\tau) + b(\tau) + c(\tau), \tag{24} \]

where \( a_{00} \in \mathbb{C}, \chi_0 \in C_\infty_c(\mathbb{R}_+) \) satisfies \( \int_0^\infty \chi_0(\sigma) \, d\sigma = 1 \), and

- \( a_0(\tau) = \sum_{j \in J} a_0^{(j)}(\tau - i0)^{-j} \) for some finite subset \( J \subset \mathbb{R}_+ \) of positive real numbers and some indexed collection \( \{a_0^{(j)}\}_{j \in J} \subset \mathbb{C} \),
- \( c(\tau) \in \tau L^1_{\text{loc}}(\mathbb{R}_+ \setminus (-\epsilon, +\epsilon)) \cap \mathcal{F}'(\mathbb{R}_+) \) is a tempered distribution (with discrete singular support) of the form \( c = \mathcal{F}\gamma \) for

\[ \gamma(\sigma) \in \mathcal{F}'(\mathbb{R}_{\geq 0}) \cap \bigcup_{K \geq 0} (\sigma)^K L^\infty(\mathbb{R}_{\sigma}^{\geq 0}), \tag{25} \]

and

- \( b = a - a_0 - c \) is the remainder, which we will not analyze (but will in applications typically be zero).

We will further split \( c(\tau) = p(\tau) + g(\tau) \), where \( g(\tau) \) is regular (so \( p \) absorbs all of the off-origin poles). The function \( g \) is the portion of \( c \) that will be measured in an \( L^1 \)-based Sobolev space, while \( p \) will be analyzed in \( \mathcal{F}(\sigma)^K L^\infty(\mathbb{R}_\sigma) \). Given the setup above, \( b \) can be the entirety of \( a \). So no matter what \( \alpha \) is, we can find \( a_{00}, a_0, b, c \) as above such that (24) holds, but consequently the results below are only interesting when the contribution from \( b \) can be analyzed somewhat explicitly — e.g. if \( b = 0 \) (which, as mentioned above, will be the case in typical applications).

The main result of this section, presented in Theorem 3.5, is a result of the following form: given \( \alpha, a, a_{00}, a_0, b, c, g, p \) as above, and given appropriate control on \( g, p, \)

\[ \int_0^\Sigma a(\sigma) \, d\sigma = \sum_{j \in J} \frac{e^{\pi ij/2}}{j!} a_0^{(j)} \Sigma^j + \int_0^\Sigma \beta(\sigma) \, d\sigma + a_{00} + \frac{1}{R(\Sigma)} \tag{26} \]
for sufficiently large $\Sigma$, where $\beta = F^{-1}b$ is the inverse Fourier transform of $b$ and $R(\Sigma) > 0$ is to-be-specified. This result is to be thought of as an estimation of the left-hand side by the right-hand side sans the $1/R(\sigma)$ term. The $1/R(\Sigma)$ term is to be thought of as the estimate’s error, bounded in terms of the global Sobolev regularity of $g$, the size of $\mathcal{F}p$, and the assumed growth rate of $\gamma$ (that is, the $K$ witnessing eq. (25)). Hence, if e.g. $b, \beta = 0$ and the function $1/R(\Sigma)$ is sufficiently slowly growing (or, better yet, decaying), then we understand the $\Sigma \to \infty$ asymptotics of $A_\Sigma$, at least to what is generically leading order. Our estimate is closely related to – but not obviously equivalent to – a result of Debruyne [Deb18, §6], but our the argument is different (following Newman).

The key computation is:

**Proposition 3.1.** Suppose that $\alpha \in \mathcal{S}'(\mathbb{R}^2) \cap L^1_{\text{loc}}(\mathbb{R}^2)$. Let $a = F\alpha$. Suppose we are given some distributions $b, c \in \mathcal{D}'(\mathbb{R})$ of the form

1. $b = F\beta$ for $\beta \in \mathcal{S}'(\mathbb{R}^2) \cap L^1_{\text{loc}}(\mathbb{R}^2)$ and
2. $c = F\gamma$ for $\gamma \in \mathcal{S}'(\mathbb{R}^2) \cap L^1_{\text{loc}}(\mathbb{R}^2)$

such that $a = b + c$ and $c$ is continuous in some neighborhood of the origin. Then, if $T > 0$ is such that $c$ is smooth in some neighborhood of the two points $-T, +T \in \mathbb{R}$, we can write, for each $\Sigma > 0$

$$\int_{0}^{\Sigma} \alpha(\sigma) \, d\sigma = \int_{0}^{\Sigma} \beta(\sigma) \, d\sigma + c(0) + I_1(T, \Sigma, M) + I_2(T, \Sigma, M) + I_3(T, \Sigma, M),$$

for arbitrary $M \in \mathbb{N}^+$, where $I_1$ is a well-defined Riemann integral given by eq. (45),

$$I_1(T, \Sigma, M) = \frac{1}{2\pi i} \int_{\Gamma_+(T, 0)} (C_{\Sigma}(t) - C(t)) e^{i \Sigma t} \left(1 + \frac{t^2}{T^2}\right)^M \frac{dt}{t},$$

and $I_2, I_3$ are well-defined distributional pairings given by (46, 47),

$$I_2(T, \Sigma, M) = -\frac{1}{2\pi i} \int_{-T}^{+T} C_{\Sigma}(i\tau) e^{i \Sigma \tau} \left(1 - \frac{\tau^2}{T^2}\right)^M \frac{d\tau}{\tau + i0},$$

$$I_3(T, \Sigma, M) = +\frac{1}{2\pi i} \int_{-T}^{+T} c(\tau) e^{i \Sigma \tau} \left(1 - \frac{\tau^2}{T^2}\right)^M \frac{d\tau}{\tau + i0},$$

where $\Gamma_+(T, 0)$ is the positively oriented contour whose path is the semicircle arc of radius $T$. ■

**Proof.** For each $T > 0$ and $\delta \in [0, T)$, let $\Gamma = \Gamma(T, \delta)$ denote the boundary of the region $\{z \in \mathbb{C} : |z| \leq T, \Re z \geq \delta\}$. We consider $\Gamma$ as a contour, oriented counterclockwise. Set $\Gamma_0(T, \delta) = \{z \in \mathbb{C} : |z| \leq T, \Re z = \delta\}$ and $\Gamma_+(T, \delta) = \{z \in \mathbb{C} : |z| = T, \Re z > \delta\}$, so that

$$\Gamma(T, \delta) = \Gamma_+(T, \delta) \cup \Gamma_0(T, \delta).$$

We consider $\Gamma_0$ and $\Gamma_+$ as contours, with orientations consistent with that of $\Gamma$. (That is, $\Gamma_0$ is oriented top-to-bottom, and $\Gamma_+$ is oriented counterclockwise.)

Let $A, B, C : \mathbb{H}_R \to \mathbb{C}$ denote the (well-defined) Fourier-Laplace transforms

$$A(t) = \int_{0}^{\infty} \alpha(\sigma) e^{-\sigma t} \, d\sigma, \quad B(t) = \int_{0}^{\infty} \beta(\sigma) e^{-\sigma t} \, d\sigma, \quad C(t) = \int_{0}^{\infty} \gamma(\sigma) e^{-\sigma t} \, d\sigma.$$

(These integrals may have to be interpreted formally if $\alpha, \beta, \gamma$ are not in $\cup_{K>0} \mathcal{S}^K L^1(\mathbb{R})$, but $A = \mathcal{F}L\alpha, B = \mathcal{F}L\beta, C = \mathcal{F}L\gamma$ are always well-defined functions, as shown in the previous section.) For each $\Sigma \geq 0$, let $A_{\Sigma}, B_{\Sigma}, C_{\Sigma} : \mathbb{C} \to \mathbb{C}$ be the entire functions defined by the Lebesgue integrals

$$A_{\Sigma}(t) = \int_{0}^{\Sigma} \alpha(\sigma) e^{-\sigma t} \, d\sigma, \quad B_{\Sigma}(t) = \int_{0}^{\Sigma} \beta(\sigma) e^{-\sigma t} \, d\sigma, \quad C_{\Sigma}(t) = \int_{0}^{\Sigma} \gamma(\sigma) e^{-\sigma t} \, d\sigma.$$
(We are assuming that \(\alpha, \beta, \gamma\) are locally integrable. Entirety is proven as in Proposition 2.1.) Note that, by Proposition 2.3, \(a, b, c\) are the distributional boundary values of \(A, B, C\) (respectively) at the imaginary axis.

By the Cauchy integral theorem: for each \(t_0 \in (\delta, T)\) and \(M \in \mathbb{N}^+\),
\[
(C_\Sigma(t_0) - C(t_0))e^{it_0\Sigma}(1 + \frac{t^2}{T^2})^M = \frac{1}{2\pi i} \int_{\Gamma} (C_\Sigma(t) - C(t))e^{it\Sigma}(1 + \frac{t^2}{T^2})^M \frac{dt}{t - t_0}.
\]

We split up the integral in (31) into three pieces:
\[
\frac{1}{2\pi i} \int_{\Gamma} (C_\Sigma(t) - C(t))e^{it\Sigma}(1 + \frac{t^2}{T^2})^M \frac{dt}{t - t_0} = I_1 + I_2 + I_3,
\]
where \(I_1 = I_1(\delta, t_0, T, \Sigma, M), I_2 = I_2(\delta, t_0, T, \Sigma, M),\) and \(I_3 = I_3(\delta, t_0, T, \Sigma, M)\) are functions of \(\delta, t_0, T, \Sigma, M\) given by
\[
I_1 = \frac{1}{2\pi i} \int_{\Gamma_\alpha(T, \delta)} (C_\Sigma(t) - C(t))e^{it\Sigma}(1 + \frac{t^2}{T^2})^M \frac{dt}{t - t_0},
\]
\[
I_2 = \frac{1}{2\pi i} \int_{\Gamma_\alpha(T, \delta)} C_\Sigma(t)e^{it\Sigma}(1 + \frac{t^2}{T^2})^M \frac{dt}{t - t_0},
\]
\[
I_3 = \frac{1}{2\pi i} \int_{\Gamma_\alpha(T, \delta)} C(t)e^{it\Sigma}(1 + \frac{t^2}{T^2})^M \frac{dt}{t - t_0}.
\]

We now consider the limit \(\delta \downarrow 0\), for fixed \(t_0, T, \sigma, M\). Clearly, \(\lim_{\delta \to 0^+} I_2(\delta, t_0, T, \Sigma, M)\) exists and is equal to
\[
I_2(t_0, T, \Sigma, M) = \frac{1}{2\pi i} \int_{\Gamma_\alpha(T, \delta)} C_\Sigma(t) - C(t)e^{it\Sigma}(1 + \frac{t^2}{T^2})^M \frac{dt}{t - t_0},
\]
\[
= -\frac{1}{2\pi i} \int_{-T}^{+T} C_\Sigma(it)e^{it\Sigma}(1 - \frac{\tau^2}{T^2})^M \frac{d\tau}{\tau + it_0}.
\]

Similarly, since \(\pm T \notin \text{singsupp } C\) and therefore \(C\) is continuous in some neighborhood of \(\pm iT\) in \(\mathbb{R}\), by Proposition 2.4 \(-\lim_{\delta \to 0^+} I_1(\delta, t_0, T, \Sigma, M)\) exists and is equal to
\[
I_1(t_0, T, \Sigma, M) = \frac{1}{2\pi i} \int_{\Gamma_\alpha(T, \delta)} (C_\Sigma(t) - C(t))e^{it\Sigma}(1 + \frac{t^2}{T^2})^M \frac{dt}{t - t_0},
\]
which is well-defined as a Riemann integral. The \(\delta \downarrow 0\) limit of \(I_3\) requires a bit of care. Since \(\pm T \notin \text{singsupp } c\) (and singular supports are closed sets, by definition), we can find some \(T_0 \in (0, T)\) such that \([-T, +T] \cap \text{singsupp } c \subseteq [-T_0, +T_0]\). Choose some \(\chi \in C^\infty_c(\mathbb{R})\) which is supported in the interior of \([-T, +T]\) and such that \(\chi\) is identically equal to one on the slightly smaller interval \([-T + (T - T_0)/2, +T - (T - T_0)/2]\). Then we can write
\[
I_3(\delta, t_0, T, \Sigma, M) = -\frac{1}{2\pi i} \int_{\Gamma_\alpha(T, \delta)} \chi(\mathfrak{R} t)C(t)e^{it\Sigma}(1 + \frac{t^2}{T^2})^M \frac{dt}{t - t_0},
\]
\[
-\frac{1}{2\pi i} \int_{\Gamma_\alpha(T, \delta)} (1 - \chi(\mathfrak{R} t))C(t)e^{it\Sigma}(1 + \frac{t^2}{T^2})^M \frac{dt}{t - t_0}.
\]

As \(\delta \to 0^+\), the first term on the right-hand side converges to
\[
\frac{1}{2\pi i} \int_{-T}^{+T} \chi(\mathfrak{R} \tau)e^{i\tau\Sigma}(1 - \frac{\tau^2}{T^2})^M \frac{d\tau}{\tau + it_0} = \frac{1}{2\pi i} \langle c(\mathfrak{R}), \chi(\mathfrak{R})e^{i\tau\Sigma}(1 - \frac{\tau^2}{T^2})^M \frac{1}{\tau + it_0}\rangle_{\mathscr{S}'(\mathbb{R})}.
\]
by the definition of distributional convergence, and the second term, (40), converges to the well-defined Riemann integral

$$\frac{1}{2\pi i} \int_{-T}^{+T} (1 - \chi(\tau))c(\tau)e^{i\tau\Sigma} (1 - \frac{\tau^2}{T^2})^M \frac{d\tau}{\tau + it_0}$$

(42)

since $C(t)$ is continuous on some neighborhood in $\mathbb{R}$ of the compact set $[-T, -T + (T - T_0)/2] \cup [+T - (T - T_0)/2, +T]$. Combining (41) and (42): \( \lim_{\delta \to 0^+} I_3(\delta, t_0, T, \Sigma, M) \) exists (although this we could deduce from the limits already considered) and is equal to the well-defined distributional pairing

$$I_3(t_0, T, \Sigma, M) = \frac{1}{2\pi i} \int_{-T}^{+T} c(\tau)e^{i\tau\Sigma} (1 - \frac{\tau^2}{T^2})^M \frac{d\tau}{\tau + it_0}.$$  

(43)

Combining what we have shown so far,

$$(C_\Sigma(t_0) - C(t_0))e^{\delta t_0\Sigma} (1 + \frac{t^2}{T^2})^M = I_1(t_0, T, \Sigma, M) + I_2(t_0, T, \Sigma, M) + I_3(t_0, T, \Sigma, M),$$

(44)

where $I_1, I_2, I_3$ are given by eq. (38), eq. (37), eq. (40), respectively.

We now consider the limit $t_0 \to 0^+$, for fixed $T, \Sigma, M$. The limit $\lim_{t_0 \to 0^+} I_1(t_0, T, \Sigma, M)$ clearly exists and is equal to

$$I_1(T, \Sigma, M) = \frac{1}{2\pi i} \int_{\Gamma_+(T, 0)} (C_\Sigma(t) - C(t))e^{t\Sigma} (1 + \frac{t^2}{T^2})^M \frac{dt}{t}.$$  

(45)

Since $C_\Sigma|_{\mathbb{R}}$ (by entirety) and $c$ (by assumption) are both continuous in some neighborhood of the origin, $\lim_{t_0 \to 0^+} I_2(t_0, T, \Sigma, M)$ and $\lim_{t_0 \to 0^+} I_3(t_0, T, \Sigma, M)$ exist and are equal to the well-defined distributional pairings

$$I_2(T, \Sigma, M) = -\frac{1}{2\pi i} \int_{-T}^{+T} C_S(i\tau)e^{i\tau\Sigma} (1 - \frac{\tau^2}{T^2})^M \frac{d\tau}{\tau + it_0},$$

(46)

$$I_3(T, \Sigma, M) = +\frac{1}{2\pi i} \int_{-T}^{+T} c(\tau)e^{i\tau\Sigma} (1 - \frac{\tau^2}{T^2})^M \frac{d\tau}{\tau + it_0}.$$  

(47)

It follows from (44) and the computations of the limits above that

$$C_\Sigma(0) = \lim_{t_0 \to 0^+} C_\Sigma(t_0)e^{\delta t_0\Sigma} (1 + \frac{t_0^2}{T^2})^M = \lim_{t_0 \to 0^+} \left[ C(t_0)e^{\delta t_0\Sigma} (1 + \frac{t_0^2}{T^2})^M + \sum_{j=1}^3 I_j(t_0, T, \Sigma, M) \right]$$

(48)

$$= c(0) + I_1(T, \Sigma, M) + I_2(T, \Sigma, M) + I_3(T, \Sigma, M).$$

(49)

Since $C_\Sigma(0) = A_\Sigma(0) - B_\Sigma(0)$, we have $A_\Sigma(0) = B_\Sigma(0) + c(0) + I_1(T, \Sigma, M) + I_3(T, \Sigma, M) + I_2(T, \Sigma, M)$, which is precisely the desired result, eq. (27). \( \square \)

### 3.1. Estimates of the Errors.

We now bound the contribution to the integral $A_\Sigma$ coming from $I_1(T, \Sigma, M), I_2(T, \Sigma, M)$, given an \textit{a priori} polynomial bound

$$\gamma \in \cup_{K \geq 0} \langle \sigma \rangle^K L^\infty(\mathbb{R}_\sigma),$$

(50)

so that $\gamma \in \langle \sigma \rangle^K L^\infty(\mathbb{R}_\sigma)$ for some real number $K \geq 0$. This weak bound (involving no detailed asymptotics of $\gamma$, only an upper bound of the absolute value) functions as the “Tauberian hypothesis” of the initial part of Newman’s Tauberian argument (the part discussed in the present section). In the application to Weyl’s law, this hypothesis is verified by Weyl’s law with the standard remainder. (So the standard form of Weyl’s law will be used with some assumptions on the half-wave trace in order to deduce a strengthened form of Weyl’s law.) Allowing $K > 0$ is typically not necessary (since
we could always work with more heavily weighted \( \alpha \), but it is convenient. The most important case is \( K = 0 \). In this subsection only “momentum-space” – i.e. \( \mathbb{R}_\sigma \)-side – assumptions come into play.

The \( M = 1, K = 0 \) case of the next proposition can be found at the end of [Zag97]:

**Proposition 3.2.** Consider the setup of Proposition 3.1, and suppose that (50) holds, with \( \gamma \in \langle \sigma \rangle^K L^\infty(\mathbb{R}_\sigma) \), \( K \geq 0 \). Then, if \( M \geq K + 1 \), \( I_1(T, \Sigma, M) \) and \( I_2(T, \Sigma, M) \) obey the bounds

\[
|I_1(T, \Sigma, M)|, |I_2(T, \Sigma, M)| \leq R_{K,M} \Sigma^K F/ T
\]

for \( T \geq 1 \) and sufficiently large \( \Sigma > \Sigma_K > 0 \), where \( F = \| \gamma \|_{L^\infty(\mathbb{R}_\sigma)} \) and \( R_{K,M} > 0 \) is some constant depending only on \( K \) and \( M \).

**Proof.** We handle \( I_1, I_2 \) in that order. In the following, \( R \) (with or without subscripts) will denote an arbitrary constant (which will change line to line). One computation that appears in both bounds in Equation (51) is that, on the circle \( T \Sigma^1 = \{ t \in \mathbb{C} : |t| = T \} \) of radius \( T > 0 \), \( |1 + t^2/T^2| = |2Rt/T| \).

1. On \( \Gamma_+(T) \setminus \{ \pm iT \} = \Gamma_+(T, 0) \setminus \{ \pm iT \} \),

\[
|C_\Sigma(t) - C(t)| = \left| \int_\Sigma \gamma(\sigma)e^{-\sigma t} d\sigma \right| \leq F \int_\Sigma \langle \sigma \rangle^K e^{-\sigma R t} d\sigma.
\]

For sufficiently large \( \Sigma_K > 0 \), all \( \Sigma > \Sigma_K \) we can bound \( \langle \sigma \rangle^K \) for \( \sigma \geq \Sigma \) above by \( 2\sigma^K \), so

\[
|C_\Sigma(t) - C(t)| \leq 2F \int_\Sigma \sigma^K e^{-\sigma R t} d\sigma = 2F \frac{1}{(\Re t)^{K+1}} \int_\Sigma \sigma^K e^{-\sigma} d\sigma
\]

for such \( \Sigma \). If \( K \) is a nonnegative integer, we have the explicit computation

\[
\int_\Sigma \sigma^K e^{-\sigma} d\sigma = \sum_{k=0}^{K} k! \left( \frac{\sigma^K}{K} \right) e^{-\sigma} \leq R_K e^{-\Sigma R t} (\Sigma R t)^K.
\]

If \( K \) is not an integer, then, observing that \( \sup_{\sigma \geq \Sigma R t} (1 + \sigma^{[K]})^{-1}\sigma^K = O((\Sigma R t)^{K-[K]}) \), we have

\[
\int_\Sigma \sigma^K e^{-\sigma} d\sigma = \int_\Sigma \left( 1 + \frac{\sigma^K}{1 + \sigma^{[K]}} \right) (1 + \sigma^{[K]})^{-1}\sigma^K e^{-\sigma} d\sigma
\]

\[
\leq \sup_{\sigma \geq \Sigma R t} \left\{ (1 + \sigma^{[K]})^{-1}\sigma^K \right\} \int_\Sigma (1 + \sigma^{[K]})^{-1}\sigma^K e^{-\sigma} d\sigma
\]

\[
\leq R_K e^{-\Sigma R t} (\Sigma R t)^K.
\]

So, regardless of whether or not \( K \) is an integer, \( \int_{\Sigma R t} \sigma^K e^{-\sigma} d\sigma \leq R_K e^{-\Sigma R t} (\Sigma R t)^K \).

Plugging this into eq. (53), \( |C_\Sigma(t) - C(t)| \leq 2F R_K (\Re t)^{-K-1} e^{-\Sigma R t} (\Sigma R t)^K \).

Now,

\[
|e^{i\Sigma \left( 1 + \frac{t^2}{T^2} \right) \frac{M}{1} \frac{1}{T}}| = e^{\Sigma R t} \left( \frac{2Rt}{T} \right)^M \frac{1}{T^M+1}
\]

on \( \Gamma_+(T) \). So, we have the following bound on the integrand of \( I_1(T, \Sigma, M) \):

\[
\left| (C_\Sigma(t) - C(\sigma)) e^{i\Sigma \left( 1 + \frac{t^2}{T^2} \right) \frac{M}{1} \frac{1}{T}} \right| \leq 2^{M+1} F R_K (\Re t)^{M-1-K} (\Sigma R t)^K \frac{1}{T^{M+1}}.
\]

Under the assumption that \( M \geq 1 + K \), \( (\Re t)^{M-1-K} \leq (\Re t)^{M-1-K} \) on \( \Gamma_+(T) \), so the right-hand side above is bounded above by \( R_{K,M} F (\Sigma)^K (\Re t)^{M-1-K}/T^{M+1} \). Redefining \( R_{K,M} \), this is bounded above by \( R_{K,M} F (\Sigma)^K/T^2 \). For \( \Sigma \) sufficiently large, this is bounded above by \( R_{K,M} F (\Sigma)^K/T^2 \), for some new \( R_{K,M} \).
It follows that \( I_1(T, \Sigma, M) \) is bounded above in absolute value by \( R_{K,M}\Sigma^K F / T \), as claimed, for some new \( R_{K,M} \).

(2) Since \( C_\Sigma \) (along with the rest of the integrand of \( I_2(\delta, t_0, T, \Sigma, M) \), for \( \delta > 0 \)) is analytic to the left of \( t_0 \), we can deform the contour \( \Gamma_0(T, \delta) \) to the (slightly extended) semicircle \( \Gamma_-(\delta) = \{ t \in \mathbb{C} : |t| = T, \Re t \leq \delta \} \) oriented counterclockwise:

\[
I_2(\delta, t_0, T, \Sigma, M) = \frac{1}{2\pi i} \int_{\Gamma_-(T, \delta)} C_\Sigma(t) e^{i\Sigma} \left( 1 + \frac{t^2}{T^2} \right)^M \frac{dt}{t-t_0}.
\]

(60)

Obviously, we can take \( \delta \to 0^+ \), so \( I_2(t_0, T, \Sigma, M) = (2\pi i)^{-1} \int_{\Gamma_-(T)} C_\Sigma(t) e^{i\Sigma}(1+t^2/T^2)^M (t-t_0)^{-1} \, dt \), where \( \Gamma_-(T) = \Gamma_-(T,0) = \{ t \in \mathbb{C} : |t| = T, \Re t \leq 0 \} \), oriented as before. Since \( \Gamma_-(T) \) is bounded away from the origin of the complex plane, the limit of the integral as \( t_0 \to 0^+ \) is well-defined (as a Riemann integral, not just as a distributional pairing) and equal to the contour integral

\[
I_2(T, \Sigma, M) = \frac{1}{2\pi i} \int_{\Gamma_-(T)} C_\Sigma(t) e^{i\Sigma} \left( 1 + \frac{t^2}{T^2} \right)^M \frac{dt}{t}.
\]

(61)

On \( \Gamma_-(T), t \notin i\mathbb{R} \), we can bound

\[
|C_\Sigma(t)| = \left| \int_{t_0}^{\Sigma} \gamma(\sigma) e^{-\sigma t} \, d\sigma \right| \leq \mathcal{F} \int_{t_0}^{\Sigma} |\gamma(\sigma)| e^{\sigma |\Re t|} \, d\sigma.
\]

(62)

For sufficiently large \( \Sigma_K \) (and for some \( R_K > 0 \)), for all \( \Sigma > \Sigma_K \) we can bound the right-hand side by \( |\Re t|^{-1} \cdot \mathcal{F} R_K e^{\Sigma |\Re t|} \Sigma \). And:

\[
\left| e^{i\Sigma} \left( 1 + \frac{t^2}{T^2} \right)^M \frac{1}{t} \right| = e^{-\Sigma |\Re t|} \cdot \frac{(2 |\Re t|)^M}{T} \cdot \frac{1}{t} \leq e^{-\Sigma |\Re t|} \cdot \frac{2^M |\Re t|}{T^2}
\]

(63)

on \( \Gamma_-(T) \). So, (61), which is an integral of a continuous function along a contour of length \( \pi T \), is bounded above in absolute value by \( R_{K,M}\Sigma^K F / T \), as claimed.

\[\square\]

We now turn to

\[
I_3(T, \Sigma, M) = \frac{1}{2\pi i} \int_{-T}^{+T} \frac{c(\tau) e^{i\tau \Sigma} \left( 1 - \frac{\tau^2}{T^2} \right)^M \, d\tau}{\tau + i0},
\]

(64)

which is evidently where the regularity of \( c \) becomes relevant.

**Proposition 3.3.** Consider the setup of Proposition 3.1, \( T, -T \notin \text{supp} \, c \). If \( Q(\tau) = \tau^{-1} c(\tau) \) is in \( L^{1,N}[-T,+T] \) for \( N \in \mathbb{N} \) and \( M \geq N \), \( I_3(T, \Sigma, M) \) obeys the bound

\[
|I_3(T, \Sigma, M)| \leq R_{N,M}\Sigma^{-N} \|Q\|_{L^{1,N}[-T,+T]},
\]

(65)

for \( T \geq 1 \), where \( R_{N,M} > 0 \) is a constant depending only on \( N, M \).

\[\blacksquare\]

**Proof.** In terms of \( Q \), \( I_3(T, \Sigma, M) \) is given by

\[
I_3(T, \Sigma, M) = \frac{1}{2\pi i} \int_{-T}^{+T} Q(\tau) e^{i\tau \Sigma} \left( 1 - \frac{\tau^2}{T^2} \right)^M \, d\tau.
\]

(66)

One of our hypotheses is that \( c \) is smooth in some neighborhoods of \( \pm T \), so we can integrate by parts. Fixing \( M \geq N \),

\[
I_3(T, \Sigma, M) = \frac{1}{2\pi i} \left( \frac{1}{(i \Sigma)^N} \right) \int_{-T}^{+T} Q(\tau) (\partial_\tau^N e^{i\tau \Sigma}) \left( 1 - \frac{\tau^2}{T^2} \right)^M \, d\tau = \sum_{n=0}^{N} J_n,
\]

(67)
where, for \( n = 0, \ldots, N \), \( J_n = J_n(T, \Sigma, M) \) is given by
\[
J_n = (-1)^N \frac{1}{2\pi i} \frac{1}{N!} \int_{-T}^{+T} e^{r^2/2} (\partial^2_{\tau} Q(\tau)) \partial^N_{\tau} \left( 1 - \frac{\tau^2}{T^2} \right)^M \ d\tau. \quad (68)
\]
Note the absence of boundary terms when performing the integration by parts — this follows from our assumption that \( M \geq N \). We then have
\[
\left| \int_{-T}^{+T} e^{r^2/2} (\partial^2_{\tau} Q(\tau)) \partial^N_{\tau} \left( 1 - \frac{\tau^2}{T^2} \right)^M \right| \leq \left\| \partial^N_{\tau} Q(\tau) \right\|_{L^1[-T,+T]} \left\| \partial^N_{\tau} \right\|_{L^\infty[-T,+T]} \leq T^{-N} \left\| \partial^N_{\tau} Q(\tau) \right\|_{L^1[-T,+T]} \left\| \partial^N_{\tau} (1 - \tau)^M \right\|_{L^\infty[-1,+1]} \leq T^{-N} \left\| Q \right\|_{L^1[-T,+T]} \left\| \partial^N_{\tau} (1 - \tau)^M \right\|_{L^\infty[-1,+1]}.
\]
Consequently, \( |J_n| \leq R_{N,M,n} T^{-N} \| Q^{(N-n)} \|_{L^1[-T,+T]} \) for some constant \( R_{N,M,n} > 0 \). Adding up the contributions from each \( n = 0, \ldots, N \), we conclude eq. (65).
\]

3.2. Contribution from the Origin. If \( a \) has a pole at the origin but no constant term, that is if
\[
a(\tau) = \sum_{j=1}^{J} a_j \frac{1}{(\tau - i0)^j} \mod \tau C^\infty(-\epsilon, +\epsilon), \quad (70)
\]
in some neighborhood \( (-\epsilon, +\epsilon) \) of \( \tau = 0 \), then we can find a polynomial \( Z(\sigma) \in \mathbb{C}[\sigma] \) whose Fourier transform is \( a_j(\tau - i0)^{-j} + \cdots + a_1(\tau - i0)^{-1} \). For this, we note that
\[
F : \{ \Theta(\sigma)Z(\sigma) \in \mathbb{C}[\sigma] : \deg Z \leq J - 1 \} \to \{ a_j(\tau - i0)^{-j} + \cdots + a_1(\tau - i0)^{-1} : a_j, \ldots, a_1 \in \mathbb{C} \} \quad (71)
\]
is bijective. Since we would like to be explicit in stating asymptotics, we record the exact correspondence:

**Proposition 3.4.** Given \( J \in \mathbb{N}^+ \) and \( a_j, \ldots, a_1 \in \mathbb{C} \), the unique \( Z(\sigma) \in \mathbb{C}[\sigma] \) such that
\[
F(\Theta Z)(\tau) = \sum_{j=1}^{J} a_j \frac{1}{(\tau - i0)^j} \quad (72)
\]
is given by \( Z(\sigma) = \sum_{j=0}^{J-1} i^j a_j \sigma^{j+1} / j! \).\]

**Proof.** We see that \( F(\Theta Z) = Z(D)F\Theta \), where \( D = i\partial \). (So \( Z(D) \) is a differential operator.) We recall that \( F\Theta = -i(\tau - i0)^{-1} \). It follows that \( Z \) has degree \( J - 1 \), so \( Z(\sigma) = b_{J-1}\sigma^{J-1} + \cdots + b_0 \) for some \( b_0, \ldots, b_{J-1} \in \mathbb{C} \).
\[
Z(D)F\Theta = \sum_{j=1}^{J} i^j (-1)^j (j - 1)! \cdot b_{j-1} \frac{1}{(\tau - i0)^j}. \quad (73)
\]
We conclude that \( b_j = i^j a_{j+1} / j! \) for each \( j = 0, \ldots, J - 1 \).
\]

The analogous formula holds for nonintegral \( j \), in which case we interpret \( i^j \) as \( e^{\pi i j/2} \) and \( j! \) as \( \Gamma(j + 1) \) — cf. [GS64, Vol. 1, pg. 359]. (Note that in [GS64] Gelfand and Shilov use the reverse of our conventions for \( F, F^{-1} \).) For the application to Weyl’s law, the case when \( j \) is a half-integer is particularly useful.
3.3. Conclusion.

Theorem 3.5. Suppose that \( \alpha \in \mathcal{S}'(\mathbb{R}^{\geq 0}) \cap L^1_{\text{loc}}(\mathbb{R}^{\geq 0}) \), and let \( a = F\alpha \), \( \chi_0 \in C_c^\infty(\mathbb{R}^+) \) with \( \int_0^\infty \chi_0(\sigma) \, d\sigma = 1 \).

Suppose further that we are given some distributions \( a_0, b, c, g, p \in \mathcal{S}'(\mathbb{R}) \) of the form

1. \( a_0(\tau) = \sum_{j \in \mathcal{J}} a_0^{(j)}(\tau - i0) - j \) for some finite subset \( \mathcal{J} \subset \mathbb{R}^+ \) of positive real numbers and some indexed collection \( \{a_0^{(j)}\}_{j \in \mathcal{J}} \subset \mathbb{C} \),
2. \( b = F\beta \) for \( \beta \in \mathcal{S}'(\mathbb{R}^{\geq 0}) \cap L^1_{\text{loc}}(\mathbb{R}^{\geq 0}) \),
3. \( c = F\gamma \) for \( \gamma \in \mathcal{S}'(\mathbb{R}^{\geq 0}) \cap L^1_{\text{loc}}(\mathbb{R}^{\geq 0}) \), such that \( c \) is continuous in some neighborhood of the origin,
4. \( g \in \tau L^1_{\text{loc}}(\mathbb{R}_+) \) with discrete singular support, for some \( N \in \mathbb{N} \),
5. \( p \in \mathcal{S}'(\mathbb{R}) \) with discrete singular support not containing the origin, vanishing at the origin, such that \( a(\tau) = a_0 F\chi_0 + a_0(\tau) + b(\tau) + c(\tau) \) for some \( a_0 \in \mathbb{C} \), where \( c = g + p \) and \( \gamma + F^{-1} p \in \langle \sigma \rangle^K L^\infty(\mathbb{R}_+) \) for some \( K \geq 0 \) (Tauberian hypothesis). Suppose moreover that we have a nondecreasing continuous function \( \mathfrak{R} : \mathbb{R}^+ \to \mathbb{R}^+ \) such that

- \( g(\tau) \) satisfies \( \|\tau^{-1} g(\tau)\|_{L^1_{\text{loc}}(-T, T)} \leq \mathfrak{R}(T) \) for all \( T \geq 1 \) and
- \( p \) satisfies

\[
\sup_{\Sigma > 1, T > 1} \frac{\Sigma^N}{\mathfrak{R}(T)} \left| \int_{-T}^{+T} \frac{p(\tau)}{\tau} e^{i\tau\Sigma} \left(1 - \frac{\tau^2}{T^2}\right)^M \, d\tau \right| < \infty
\]

for some \( M \geq \max\{K + 1, N\} \).

Then, for any \( \Lambda > 0 \),

\[
\int_0^\Sigma \alpha(\sigma) \, d\sigma = a_0 + \sum_{j \in \mathcal{J}, j \neq 0} \frac{e^{i\Sigma j/2}}{j!} a_0^{(j)} \Sigma^j + \int_0^\Sigma \beta(\sigma) \, d\sigma + O(\Sigma^K \mathfrak{R}(\Sigma)^{-1})
\]

as \( \Sigma \to \infty \), where \( \mathfrak{R}(\Sigma) = \max\{1, \sup\{T > 0 : T \mathfrak{R}(T) \leq \Lambda \Sigma^{N-K}\}\} \). \( \blacksquare \)

Proof. We apply Proposition 3.1 with \( a_0 F\chi_0 + a_0(\tau) + b(\tau) \) in place of \( b(\tau) \). Then, for any \( T \notin \text{singsupp} c \),

\[
\int_0^\Sigma \alpha(\sigma) \, d\sigma = \int_0^\Sigma \left( a_0 \chi_0(\sigma) + F^{-1} a_0(\sigma) + \beta(\sigma) \right) \, d\sigma \\
+ I_1(T, \Sigma, M) + I_2(T, \Sigma, M) + I_3(T, \Sigma, M)
\]

where \( I_1 = I_1(T, \Sigma, M) \), \( I_2 = I_2(T, \Sigma, M) \), \( I_3 = I_3(T, \Sigma, M) \) are as in Proposition 3.1. Since \( \int_0^\infty \chi_0(\sigma) \, d\sigma = 1 \), the first term above contributes an \( a_0 \) to the sum for sufficiently large \( \Sigma \). By Proposition 3.4,

\[
F^{-1} a_0(\sigma) = \Theta(\sigma) \sum_{j \in \mathcal{J}} i^j \frac{a_0^{(j)}}{(j-1)!} \sigma^{j-1}.
\]
So, \(\int_0^\Sigma F^{-1} a_0(\sigma) = \sum_{j \in J} i^j a_0^{(j)} \Sigma^j / j!\). So, for sufficiently large \(\Sigma\) and \(T \geq 1\),
\[\int_0^\Sigma \alpha(\sigma) \, d\sigma = a_{00} + \sum_{j \in J, j \neq 0} \frac{i^j}{j!} a_0^{(j)} \Sigma^j + \int_0^\Sigma \beta(\sigma) \, d\sigma + I_1 + I_2 + I_3 \quad (78)\]
\[= a_{00} + \sum_{j \in J, j \neq 0} \frac{i^j}{j!} a_0^{(j)} \Sigma^j + \int_0^\Sigma \beta(\sigma) \, d\sigma + O(\Sigma^K T^{-1}) + I_3 \quad (79)\]
\[= a_{00} + \sum_{j \in J, j \neq 0} \frac{i^j}{j!} a_0^{(j)} \Sigma^j + \int_0^\Sigma \beta(\sigma) \, d\sigma + O(\Sigma^K T^{-1}) + O(\Sigma^{-N} R(T)) \quad (80)\]
using Proposition 3.2, Proposition 3.3. The constants in the big-Os do not depend on \(\Sigma, T\). Here we decomposed
\[I_3(T, \Sigma, M) = \frac{1}{2\pi i} \int_{-T}^{+T} \frac{g(\tau)}{\tau} e^{i\tau \Sigma} \left(1 - \frac{\tau^2}{T^2}\right)^M \, d\tau + \frac{1}{2\pi i} \int_{-T}^{+T} \frac{p(\tau)}{\tau} e^{i\tau \Sigma} \left(1 - \frac{\tau^2}{T^2}\right)^M \, d\tau, \quad (81)\]
bounded the first using Proposition 3.3, and bounded the second using the assumption eq. (74). If \(T = R(\Sigma)\), then (say, for \(\Sigma \geq 1\))
\[O(\Sigma^K T^{-1}) = O(\Sigma^K R^{-1}(\Sigma)) \geq O(\Sigma^{-N} R(T)). \quad (82)\]
While \(R(\Sigma)\) might be in \(\text{singsupp } c\) (in which case we cannot take \(T = R(\Sigma)\) and appeal to the results above), because \(R\) is continuous and because the singular support of \(c\) is discrete it is the case that for any sufficiently large \(\Sigma > 0\) we can find \(T \geq 1\) not in the singular support of \(c\) such that eq. (82) holds in the sense that
\[I_3(T, \Sigma, M) \leq C \Sigma^K R^{-1}(\Sigma) \quad (83)\]
for some constant \(C > 0\) independent of \(\Sigma, T\). Then, eq. (80) reads
\[\int_0^\Sigma \alpha(\sigma) \, d\sigma = a_{00} + \sum_{j \in J, j \neq 0} \frac{i^j}{j!} a_0^{(j)} \Sigma^j + \int_0^\Sigma \beta(\sigma) \, d\sigma + O(\Sigma^K R^{-1}(\Sigma)), \quad (84)\]
which is eq. (75). \(\Box\)

4. Tauberian Argument: Mean-to-Max

We now move on to the second step (the “mean-to-max” step) of Newman’s argument, which involves attempting to extract information about \(\alpha \in \cup_{K \geq 0} \{\alpha\}^K L^\infty(\mathbb{R}_+^\Sigma)\) from the asymptotics of
\[A_\Sigma = \int_0^\Sigma \alpha(\sigma) \, d\sigma \quad (85)\]
as \(\Sigma \to \infty\). In order to extract any asymptotics whatsoever, we need to know that \(\alpha(\sigma)\) does not fluctuate too rapidly with \(\sigma\). Rather than axiomatize this condition (which can be done [Kor04]), we specialize to the sort of functions considered in eigenvalue counting problems: we assume that \(\alpha(\sigma)\) is of the form
\[\alpha(\sigma) = \frac{1}{(\sigma)^s} (N(\sigma) - Z(\sigma) + E(\sigma)) \quad (86)\]
for some nondecreasing piecewise-continuous \(N : \mathbb{R}^+ \to \mathbb{R}^+\), polynomial \(Z(\sigma) \in \mathbb{R}[\sigma]\) of degree \(L > 0\) (which will in Weyl’s law be \(d\)), and \(E \in C_c^\infty(\mathbb{R}^+).\) Here \(J \geq 0\) is a to-be-decided parameter, but – given the range of admissible \(K\) in Proposition 3.2 – we will want to take \(J \leq K_0\), where
$K_0$ is such that $N(\sigma) - Z(\sigma) \in <\sigma>^{K_0}L^\infty(\mathbb{R}_\sigma)$ is known to hold. (We write ‘$K_0$’ instead of ‘$K$’ in the previous sentence to distinguish the growth rate of $N(\sigma) - Z(\sigma)$ from that of $\alpha(\sigma)$, the latter being denoted $K$ as in the previous section.) (Increasing $J$ above $K_0$ yields weaker results.) In the application to Weyl’s law, we take $J = K_0 = d - 1$. In this section, we will mainly take $J$ to be sufficiently large such that Theorem 3.5 will imply that $\lim_{\Sigma \to \infty} A_\Sigma = \lim_{\Sigma \to \infty} \int_0^\Sigma \alpha(\sigma) d\sigma$ exists. Similar results to those proven under this assumption will hold as long as $A_\Sigma$ does not diverge or fluctuate too rapidly as $\Sigma \to \infty$.

**Proposition 4.1.** Given the setup above, $J \leq L$, suppose that $\lim_{\Sigma \to \infty} A_\Sigma$ exists and satisfies

$$A_\Sigma = o\left(\frac{1}{R(\Sigma)}\right) + \lim_{\Sigma \to \infty} A_\Sigma$$

or

$$A_\Sigma = O\left(\frac{1}{R(\Sigma)}\right) + \lim_{\Sigma \to \infty} A_\Sigma$$

for some nondecreasing $R : [0, \infty) \to (0, \infty)$ with $\lim_{\Sigma \to \infty} R(\Sigma) = \infty$. Set $\kappa = L - \Delta = (L + J - 1)/2$, where $\Delta \geq 0$ is defined by $\Delta = (L - J + 1)/2$.

Then, for sufficiently large $\sigma \geq 0$, $N(\Sigma) = Z(\Sigma) + o(\Sigma^\kappa R(\Sigma/2)^{-1/2})$ if eq. (87) holds and $N(\Sigma) = Z(\Sigma) + O(\Sigma^\kappa R(\Sigma/2)^{-1/2})$ if eq. (88) holds.

**Proof.** It evidently suffices to consider the case $E = 0$. We exploit the inequalities

$$(N(\sigma) - Z(\sigma)) \min\left\{ \frac{1}{\langle \sigma \rangle^{J-1}}, \left| \frac{N(\sigma) - Z(\sigma)}{\langle \sigma \rangle^{J+L-1}} \right| \right\} = O\left( \sup_{\Sigma \geq \sigma} |A_\Sigma - A_\sigma| \right)$$

$$(Z(\sigma) - N(\sigma)) \min\left\{ \frac{1}{\langle \sigma \rangle^{J-1}}, \left| \frac{N(\sigma) - Z(\sigma)}{\langle \sigma \rangle^{J+L-1}} \right| \right\} = O\left( \sup_{\sigma/2 \leq \Sigma \leq \sigma} |A_\Sigma - A_\sigma| \right),$$

which hold for $\sigma > \sigma_0$, $\sigma_0$ sufficiently large (where the constant depends on $Z, \sigma_0$, but not on $\Sigma, \sigma$). These bounds follow from the assumed monotonicity of $N$ and the slow variation of $Z$ (which is a consequence of the latter being a polynomial):

- for sufficiently large $\sigma_0$, $\sigma > \sigma_0$, if $N(\sigma) > Z(\sigma)$,

$$A_\Sigma - A_\sigma = \int_\sigma^\Sigma \frac{1}{\langle \xi \rangle^J} (N(\xi) - Z(\xi)) d\xi$$

$$= \left[ (N(\sigma) - Z(\sigma)) \int_\sigma^\Sigma \frac{1}{\langle \xi \rangle^J} d\xi + \int_\sigma^\Sigma \frac{1}{\langle \xi \rangle^J} (Z(\sigma) - Z(\xi)) d\xi \right],$$

as long as $\sigma \leq \Sigma \leq 2\sigma$. So,

$$(N(\sigma) - Z(\sigma)) \frac{\Sigma - \sigma}{\langle \Sigma \rangle^J} d\Sigma = O\left( |A_\Sigma - A_\sigma| + \frac{1}{\langle \sigma \rangle^J} \langle \sigma \rangle^{L-1}(\Sigma - \sigma)^2 \right).$$

Consequently, there exists a $C > 0$ (dependent on $\sigma_0, Z$, but not on $\sigma$) such that for any $c > 0$, if $c < (\Sigma - \sigma)(\Sigma^{L-1}(N(\sigma) - Z(\sigma))^{-1}) < C$ and $\sigma \leq \Sigma \leq 2\sigma$, then we can absorb the second error on the right-hand side of eq. (92) into the left-hand side to get

$$A_\Sigma - A_\sigma \geq \Omega\left( \frac{1}{\langle \sigma \rangle^{J+L-1}} (N(\sigma) - Z(\sigma))^2 \right)$$

(93)
(where the constant depends on $c, C$, along with $Z$). On the other hand, if $|N(\sigma) - Z(\sigma)| \geq \langle \sigma \rangle^L$, then we can find $c', C' > 0$ with $c' < C' < 1$ such that if $(1 + c')\sigma \leq \Sigma \leq (1 + C')\sigma$ then

$$A_\sigma - A_\Sigma \geq \Omega \left( \frac{1}{\langle \sigma \rangle^{J-1}} (N(\sigma) - Z(\sigma)) \right)$$  \quad (94)$$

(where the constant depends on $\sigma', C'$). Taking $c \in (0, 1/2)$, if $\sigma$ is sufficiently large and if $|N(\sigma) - Z(\sigma)| \leq \langle \sigma \rangle^L$ then there exists a $\Sigma$ such that $\sigma \leq \Sigma \leq 2\sigma$ and $c < (\Sigma - \sigma)\langle \sigma \rangle^{L-1}(N(\sigma) - Z(\sigma))^{-1} < C$, in which case we conclude eq. (93). Otherwise, we have eq. (94) for some $\Sigma \in [\sigma, 2\sigma]$. In either case, eq. (89) holds (if $N(\sigma) > Z(\sigma)$). (And eq. (89) holds trivially if $N(\sigma) \leq Z(\sigma)$.)

- Similarly, if $N(\sigma) < Z(\sigma)$ for some sufficiently large $\sigma$,

$$A_\sigma - A_\Sigma = \int_{\Sigma}^{\sigma} \frac{1}{\langle \varsigma \rangle^J} (N(\varsigma) - Z(\varsigma)) \, d\varsigma$$  \quad (95)$$

$$= \left[ (N(\sigma) - Z(\sigma)) \int_{\Sigma}^{\sigma} \frac{1}{\langle \varsigma \rangle^J} \, d\varsigma + \int_{\Sigma}^{\sigma} \frac{1}{\langle \varsigma \rangle^J} (Z(\varsigma) - Z(\varsigma)) \, d\varsigma \right]$$  \quad (96)$$

$$\geq \left[ (N(\sigma) - Z(\sigma)) (\langle \sigma - \Sigma \rangle + O \left( \frac{1}{\langle \sigma \rangle^J} \langle \sigma \rangle^{L-1} (\sigma - \Sigma)^2 \right) \right]$$  \quad (97)$$

as long as $\Sigma \in (\sigma/2, \sigma)$. We conclude as before that, for sufficiently large $\sigma$, eq. (90) holds. Combining eq. (89) and eq. (90), and using the fact that $R$ is nondecreasing, we get the inequality

$$|N(\sigma) - Z(\sigma)| \leq O \left( \max \{ \langle \sigma \rangle^{J-1} R(\sigma/2)^{-1}, \langle \sigma \rangle^{(J+L-1)/2} R(\sigma/2)^{-1/2} \} \right)$$  \quad (98)$$

$$\leq O \left( \langle \sigma \rangle^{(J+L-1)/2} R(\sigma/2)^{-1/2} \right)$$  \quad (99)$$

or the inequality

$$|N(\sigma) - Z(\sigma)| \leq o \left( \max \{ \langle \sigma \rangle^{J-1} R(\sigma/2)^{-1}, \langle \sigma \rangle^{(J+L-1)/2} R(\sigma/2)^{-1/2} \} \right)$$  \quad (100)$$

$$\leq o \left( \langle \sigma \rangle^{(J+L-1)/2} R(\sigma/2)^{-1/2} \right),$$  \quad (101)$$

depending on which of eq. (87), eq. (88) hold.

We now prove Theorem 1.1, which we rewrite here as a proposition:

**Proposition 4.2.** Suppose that $N : \mathbb{R}_{\geq 0} \to (0, \infty)$ is a piecewise-continuous, nondecreasing function, $Z(\sigma) \in \mathbb{C}[\sigma]$ is a polynomial in $\sigma$ of degree at most $d \in \mathbb{N}$, and $E \in C^\infty_c((0, \infty))$. Let

$$\alpha(\sigma) = \begin{cases} \langle \sigma \rangle^{1-d} (N(\sigma) - Z(\sigma) + E(\sigma)) & (\sigma \geq 0) \\ 0 & (\sigma < 0), \end{cases}$$  \quad (102)$$

and suppose that the singular support of $FN$ and hence $a = F\alpha$ is discrete. Suppose further that

1. $a \in L^\infty(\mathbb{R})$,
2. $a(\tau)$ is in $L^1_{loc}(\mathbb{R}_+)$ for some integer $\ell \geq 1$.

Then, for any $\Lambda > 0$, setting $R_{0, \Lambda}(\Sigma) = \max \{ 1, \sup \{ T > 0 : T \| t^{-1} a(t) \|_{L^\ell([T, T+T])} \leq \Lambda \Sigma^\ell \} \}$,

$$N(\Sigma) = Z(\Sigma) + O(\Sigma^{d-1} R_{0, \Lambda}(\Sigma)^{-1/2})$$  \quad (103)$$

as $\Sigma \to \infty$. \)


Proof. We apply Theorem 3.5 with $a_{00}, a_0, b, p = 0$, i.e. with $a = c = g$. The assumptions item 1, item 2 give the hypotheses of that theorem. (Note that $a \in \mathcal{T}_1^{1/2}(\mathbb{R}_+)$ implies $a \in \mathcal{C}^0(\mathbb{R}_+)$, so in particular $a$ is continuous in some neighborhood of the origin, verifying the remaining hypothesis of Theorem 3.5.) Then, per the conclusion of the theorem,

$$A_\Sigma = \int_0^\Sigma \frac{1}{\langle \sigma \rangle^{d-1}} (N(\sigma) - Z(\sigma)) \, d\sigma = \int_0^\Sigma \alpha(\sigma) \, d\sigma - \int_0^\Sigma \frac{E(\sigma)}{\langle \sigma \rangle^{d-1}} \, d\sigma$$

(104)

$$= -\int_0^\infty \frac{E(\sigma)}{\langle \sigma \rangle^{d-1}} \, d\sigma + O(R_{0,2/\varepsilon,\Lambda}(\Sigma)^{-1})$$

(105)

$$= -\int_0^\infty \frac{E(\sigma)}{\langle \sigma \rangle^{d-1}} \, d\sigma + O(R_{0,\Lambda}(2\Sigma)^{-1}).$$

(106)

Since $\lim_{\Sigma \to \infty} R_{0,\Lambda}(\Sigma) = \infty$, eq. (106) implies that $\lim_{\Sigma \to \infty} A_\Sigma = -\int_0^\infty E(\sigma) \langle \sigma \rangle^{1-d} \, d\sigma$ exists. Applying Proposition 4.1, we conclude that $N(\Sigma) = Z(\Sigma) + O(\Sigma^{-1} R_{0,\Lambda}(\Sigma)^{-1/2})$. 

\[\square\]

5. Application To Weyl’s Law

Let $(M, g)$ denote a compact Riemannian manifold of dimension $d \geq 1$, and let $0 = \lambda_0 \leq \lambda_1 \leq \lambda_2 \leq \cdots$ denote the eigenvalues of the positive semidefinite Laplace-Beltrami operator (counted with multiplicity), and for convenience we assume $\text{Vol}_g M = 1$. Consider the following well-defined regular Borel measure on the line $\mathbb{R}_+$:

$$\mu_{1/2}(\sigma) = \sum_{n=0}^\infty \delta(\sigma - \lambda_n^{1/2}) = \sum_{n=0}^\infty \delta(\sigma - \sigma_n),$$

(107)

where $\sigma_n = \lambda_n^{1/2}$. Note that $\mu_{1/2}$, considered as a map $\mathcal{S}(\mathbb{R}) \ni \varphi \mapsto \int_0^{\infty} \varphi(\sigma) \, d\mu_{1/2}(\sigma)$, is in $\mathcal{S}'(\mathbb{R})$ (e.g. as a consequence of the weakest form of Weyl’s law). This measure is related to the eigenvalue counting function $N(\lambda) = \{n \in \mathbb{N} : \lambda_n \leq \lambda\}$ by the distributional identity $\partial_\sigma N_{1/2}(\sigma) = \mu_{1/2}(\sigma)$, where

$$N_{1/2}(\sigma) = \# \{n : \lambda_n^{1/2} = \sigma_n \leq \sigma\} = N(\sigma^2).$$

(108)

Now suppose that the nontrivial geodesic loops in $M$ are at most $\delta$-fold degenerate. (‘Geodesic loop’ means smooth geodesic loop, so a periodic trajectory of the Hamiltonian flow in phase space.) Here

$$\delta \in \{0, \ldots, 2d-1\}$$

(109)

is roughly the Hausdorff dimension of the set of points in the sphere bundle $SM$ lying along a (nontrivial) geodesic loop. (This dimension will always be positive, unless $M$ just so happens to have no nontrivial geodesic loops.) Suppose that $(M, g)$ is a nonpathological (see the precise hypotheses of [DG75, Theorem 4.5]), smooth, compact Riemannian manifold without boundary of dimension $d \geq 1$, whose nontrivial geodesic loops are at most $\delta$-fold degenerate. Then, as shown in [Cha74][Hör68][DG75], letting $\mathcal{T} \subseteq \mathbb{R}$ be the set of lengths of geodesic loops (including loops consisting of multiple laps around a single loop):

1. $\mathcal{T}$ is discrete and has no accumulation points.
2. The singular support of the half-wave trace $\text{HWT}_{M,g} = \mathcal{F}\mu_{1/2}$ is $\mathcal{T}$.
3. $0 \in \mathcal{T}$, and given an open neighborhood $U \subset \mathbb{R}$ of 0 whose closure is disjoint from $\mathcal{T}\backslash\{0\}$,

$$\mathcal{F}\mu_{1/2}|_U(\tau) = \sum_{j=0}^{d-1} \frac{Z_j}{(\tau - i0)^{d-j}} + E(\tau)$$
therefore conclude that
See [Sim15, §6.3] for a direct treatment.) So, L

\[ L \] \[ \Psi \]

\[ \chi u \]

Lemma 5.1. For any \( \varepsilon > 0 \) and \( s \in \mathbb{R} \), if \( \ell \in \mathbb{N} \) satisfies \( \ell \leq s \), if \( u \in \langle D \rangle^{-s} L^{1+\varepsilon}_{\text{loc}}(U) \) then \( \chi u \in L^{1+\varepsilon,\ell}(\mathbb{R}) \) for all \( \chi \in C^\infty_c(U) \).

Proof. We have that \( \partial^j \chi u = \partial^j \langle D \rangle^{-s} \langle D \rangle^s u \in \partial^j \langle D \rangle^{-s} L^{1+\varepsilon}(\mathbb{R}) \). For \( j \leq \ell \), \( \partial^j \langle D \rangle^{-s} \) is a Kohn-Nirenberg \( \Psi \)DO of nonpositive order, which implies that it maps compactly supported elements of \( L^{1+\varepsilon}(\mathbb{R}) \) to \( L^{1+\varepsilon}(\mathbb{R}) \) (using the \( L^p \)-boundedness of Kohn-Nirenberg \( \Psi \)DOs for \( p > 1 \); see e.g. [Sim15, Theorem 6.5.5]). (Of course, one does not need all this theory to deal with the special case of \( \langle D \rangle^{-s} \). See [Sim15, §6.3] for a direct treatment.) So, \( \partial^j \chi u \in L^{1+\varepsilon}(\mathbb{R}) \) for each \( j = 1, \ldots, \ell \), and we can therefore conclude that \( \chi u \in L^{1+\varepsilon,\ell}(\mathbb{R}) \). □

Figure 1. A numerical approximation of \(|\text{HWT}_{M,\beta}(\tau)|\) on the flat 2-torus \( \mathbb{T}^2 \), scaled so that \( T = \{ \pm(n^2+m^2)^{1/2} : n, m \in \mathbb{N} \} \). Dashed red lines mark the elements of \( T \cap (-4,4) \).

for some \( Z_0, \ldots, Z_{d-1} \in \mathbb{C} \), \( Z_0 \neq 0 \), and \( E \in C^\infty(U) \). Moreover, \( Z_1, Z_3, Z_5, \ldots = 0 \) [DG75, Proposition 2.1].

(4) Given any \( T \in T \setminus \{0\} \) and an open neighborhood \( V \subseteq \mathbb{R} \) of \( T \) whose closure is disjoint from \( T \setminus \{T\} \),

\[
\mathcal{F}_{\mu_{1/2}}|_V(\tau) = \frac{C_j}{(\tau - T - \delta_0)^{-j+1+\varepsilon/2}} + E(\tau)
\]

for some \( T \)-dependent \( C_0 = C_0(T), \ldots, C_{2^{-(1-\delta-1)}} = C_{2^{-(1-\delta-1)}}(T) \in \mathbb{C} \), and function \( E \subset C^\infty(V) \).

Referring to the statement of [DG75, Theorem 4.5], \( \delta = \max\{d_j(T) : j = 1, \ldots, r, T \in T \setminus \{0\}\} \). In fact, Hörmander and Duistermaat & Guillemin provide explicit formulas for the first couple of these coefficients. The very precise information on the singularities of \( \mathcal{F}_{\mu_{1/2}} \) given by the Duistermaat-Guillemin result can serve as the local input to Newman’s Tauberian argument. For each \( s \in \mathbb{R} \), \( \varepsilon > 0 \), and open \( U \subset \mathbb{R} \), let \( \langle D \rangle^{-s} L^{1+\varepsilon}_{\text{loc}}(U) \subset \mathbb{S}'(\mathbb{R}) \) denote the subspace of tempered distributions \( u \) such that whenever \( \chi \in C^\infty_c(\mathbb{R}) \) is supported in \( U \), \( \langle D \rangle^s u \in L^{1+\varepsilon}(\mathbb{R}) \). (This notation is slightly abusive, since according to standard usage a statement such as “\( u \in L^{1+\varepsilon}_{\text{loc}}(\mathbb{R}) \)” is not supposed to involve any temperedness of \( u \) — but since \( \langle D \rangle^s \) is only defined on tempered distributions (except for \( s \in 2\mathbb{N} \)), this should not cause any confusion below.)
Proposition 5.2. Suppose that \((M, g)\) is a nonpathological \(d\)-dimensional compact Riemannian manifold (in the sense of satisfying the hypotheses of \([DG75, \text{Theorem 4.5}]\)) whose nontrivial geodesic loops are at most \(\delta\)-fold degenerate, \(\delta \in \{0, \ldots, 2d - 2\}\).

Then,

\[
\langle D_T \rangle^{1-d} (\tau^{-1} HWT_{M, g}(\tau)) \in L^1_{\text{loc}}(\mathbb{R}\setminus\{0\})
\]  

(110)

for \(\ell = [d - \delta/2 - 1/2] - 1\).

Proof. We first show that there exists a function \(\epsilon : \mathbb{R}^+ \to \mathbb{R}^+\) with \(\lim_{\epsilon \to 0^+} \epsilon(\epsilon) = 0\) such that the regularized half-wave trace \(\langle D_T \rangle^{1-d}(\tau^{-1} HWT_{M, g}(\tau))\) satisfies

\[
\langle D_T \rangle^{1-d}(\tau^{-1} HWT_{M, g}(\tau)) \in (D)^{-(d-\delta/2-1/2-\epsilon(\epsilon))} L^1_{\text{loc}}(\mathbb{R}\setminus\{0\})
\]  

(111)

for every \(\epsilon > 0\). Given this, eq. (110) follows from Lemma 5.1. Set \(\alpha(\sigma) = \langle \sigma \rangle^{1-d} N_{1/2}(\sigma)\). Since \(HWT_{M, g}(\tau) = -i\tau F_{N_{1/2}}\), eq. (111) is equivalent to

\[
\mathcal{F}_{\alpha} \in (D)^{-(d-\delta/2-1/2-\epsilon(\epsilon))} L^1_{\text{loc}}(\mathbb{R}\setminus\{0\}).
\]  

(112)

Since \(\mathcal{T}\) is discrete, we may choose a partition of unity \(\{\chi_n\}_{n=0}^\infty \subset C^\infty_c(\mathbb{R}; [0, 1])\) of \(\mathbb{R}\) such that each \(\chi_n\) contains at most one point of \(\mathcal{T}\) in its support and (if it contains such a point) is identically equal to one in some neighborhood of it. We index our partition of unity such that \(\chi_0\) is the only element of this partition of unity whose support contains the origin. We can write, for each \(n \in \mathbb{N}\),

\[
\chi_n \mathcal{F}_{\alpha} = \chi_n \langle D \rangle^{1-d} F_{N_{1/2}}^{1/2} = \chi_n \langle D \rangle^{1-d} \chi_n \mathcal{F}_{N_{1/2}}^{1/2} + \chi_n \langle D \rangle^{1-d} (1 - \chi_n) \mathcal{F}_{N_{1/2}}^{1/2}.
\]  

(113)

Since \(\mathcal{F}_{N_{1/2}} = -i\tau \mathcal{F}_{N_{1/2}}\), by the pseudolocality of \(\langle D \rangle^{1-d}\) the second term in (113), \(\chi_n \langle D \rangle^{1-d} (1 - \chi_n) \mathcal{F}_{N_{1/2}}^{1/2}\), is smooth. (If \(\text{supp} \chi_n \cap \mathcal{T} = \emptyset\), then from \(\text{singsupp}(\langle D \rangle^{1-d} (1 - \chi_n) \mathcal{F}_{N_{1/2}}^{1/2}) \subset \mathcal{T}\) we conclude \(\text{singsupp} \chi_n \langle D \rangle^{1-d} (1 - \chi_n) \mathcal{F}_{N_{1/2}}^{1/2} = \emptyset\). If \(\text{supp} \chi_n \cap \mathcal{T} = \{T\}\), then \(\text{singsupp}(1 - \chi_n) \mathcal{F}_{N_{1/2}}^{1/2} \subset \mathcal{T} \setminus \{T\}\), so a similar conclusion holds. Alternatively, via the symbol calculus, the essential support of the operator \(\chi_n \langle D \rangle^{1-d} (1 - \chi_n)\) is disjoint from \(\mathcal{T}\). It remains therefore to show that

\[
\chi_n \langle D \rangle^{1-d} \chi_n \mathcal{F}_{N_{1/2}}^{1/2} \in (D)^{-(d-\delta/2-1/2-\epsilon)} L^1_{\text{loc}}(\mathbb{R}\setminus\{0\})
\]  

(114)

for each \(n \neq 0\). This will hold if \(\langle D \rangle^{-(d-\delta/2-1/2-\epsilon)} L^1_{\text{loc}}(\mathbb{R}\setminus\{0\})\) holds.

If \(\chi_n\) contains no points of \(\mathcal{T}\) in its support, then by Chazarain’s theorem, \(\chi_n \mathcal{F}_{\alpha} \in C^\infty_c(\mathbb{R})\), so by the pseudolocality of \(\langle D \rangle^{1-d}\), (114) holds. Otherwise – letting \(T\) denote the sole point in \(\mathcal{T} \cap \text{supp} \chi_n\) – by the Duistermaat-Guillemin result, we can write

\[
\chi_n(\tau) \mathcal{F}_{\mu_{1/2}}(\tau) = \chi_n(\tau) \sum_{j=0}^{\lfloor 2^{-1}(\delta-1) \rfloor} C_j (\tau - T - i0)^j (\delta+1)/2 + E(\tau)
\]  

(115)

for some \(E \in C^\infty_c(\mathbb{R})\), depending on \(n\). Since \(\chi_n\) is identically equal to one in some neighborhood of \(T\), eq. (115) actually implies that

\[
\chi_n(\tau) \mathcal{F}_{\mu_{1/2}}(\tau) = \sum_{j=0}^{\lfloor 2^{-1}(\delta-1) \rfloor} C_j (\tau - T - i0)^j (\delta+1)/2 + F(\tau)
\]  

(116)

for some \(F \in C^\infty_c(\mathbb{R})\). Applying the pseudodifferential operator \(\langle D \rangle^{1-d}\) to both sides eq. (116),

\[
\langle D \rangle^{1-d} \chi_n \mathcal{F}_{\mu_{1/2}}(\tau) = \sum_{j=0}^{\lfloor 2^{-1}(\delta-1) \rfloor} C_j (\langle D \rangle^{1-d}) (\tau - T - i0)^j (\delta+1)/2 + \langle D \rangle^{1-d} F(\tau).
\]  

(117)
By the mapping properties of ΨDOs (or equivalently pseudolocality), \( \langle D \rangle^{1-d} F(\tau) \in C^\infty(\mathbb{R}) \). It therefore suffices to observe that
\[
\langle D \rangle^{1-d}(\tau - T - i0)^j(\delta+1)/2 \in \langle D \rangle^{-(d-\delta)/2-1/2-\epsilon} L^{1+\epsilon}_{\text{loc}}(\mathbb{R})
\]
(118) holds, for each \( j = 0, \ldots, [2^{-1}(\delta - 1)] \), which is equivalent to the inclusion \( (\tau - T - i0)^j(\delta+1)/2 \in \langle D \rangle^{-(d-\delta)/2-1/2-\epsilon} L^{1+\epsilon}_{\text{loc}}(\mathbb{R}) \) holding for each \( j \). By the translation invariance of \( \langle D \rangle \) and its fractional powers, it suffices to show that \( \langle D \rangle^{1-d}(\tau - i0)^j(\delta+1)/2 \in \langle D \rangle^{-(d-\delta)/2-1/2-\epsilon} L^{1+\epsilon}_{\text{loc}}(\mathbb{R}) \) holds, for each \( j = 0, \ldots, [2^{-1}(\delta - 1)] \). Via the Taylor series expansion of \( \langle \sigma \rangle^\epsilon \) around \( \sigma = \infty \), we see that \( \langle D \rangle^{1-d}(\tau - i0)^j(\delta+1)/2 = (\tau - i0)^{-1+\epsilon(\delta+1)/2}G(\tau) \) for some continuous \( G(\tau) \). This is in \( L^{1+\epsilon}(\mathbb{R}) \) for each \( j = 0, \ldots, [2^{-1}(\delta - 1)] \) if and only if it is for \( j = 0 \). This holds if \((1-\epsilon)/2(1+\epsilon) < 1 \), so we can find \( \epsilon(\delta) \) with the desired properties.

Finally, Theorem 1.2, restated here as a proposition:

**Proposition 5.3.** Suppose that \((M, g)\) is a compact Riemannian manifold such that the regularized half-wave trace \( \tau^{-1}(D_T)^{1-d}(\tau^{-1} \text{HWT}_{M,g}(\tau)) \) is in \( L^{1+\epsilon}_{\text{loc}}(\mathbb{R}\setminus\{0\}) \) for some \( \epsilon > 0 \).

Then, for some polynomial \( Z_0(\sigma) \in \mathbb{C}[\sigma] \) of degree at most \( d-2 \),
\[
N_{1/2}(\Sigma) = (2\pi)^{-d} \text{Vol}_g(M) \text{Vol}(\mathbb{B}^d) \Sigma^d + Z_0(\Sigma) + O(\Sigma^{d-1} \mathcal{R}(\Sigma)^{-1/2})
\]
(119) as \( \Sigma \to \infty \), where \( \mathcal{R}(\Sigma) = \max\{1, \sup\{T > 0 : T||\tau^{-1}(D_T)^{1-d}(\tau^{-1} \text{HWT}_{M,g}(\tau))||_{L^{1+\epsilon}[1,T]} \leq \Sigma^\epsilon \} \} \).

**Proof.** We can choose a \( Z \in \mathbb{C}[\sigma] \), \( E \in C^\infty(\mathbb{R}^+) \) such that, setting
\[
\alpha(\sigma) = \begin{cases} 0 & (\sigma < 0) \\ (\sigma)^{1-d}(N_{1/2}(\sigma) - Z(\sigma) + E(\sigma)) & (\sigma \geq 0) \end{cases}
\]
(120)
a = \( \mathcal{F} \alpha \) is smooth in some neighborhood of the origin and vanishing to first order. Moreover, the leading term of \( Z \) is \((2\pi)^{-d} \text{Vol}_g(M) \text{Vol}(\mathbb{B}^d) \sigma^d \) (by the same computation as in the proof of Weyl’s law). From the absence of half of the terms in Item 3 (note the different usage of ‘\( Z \’) – see also \[DG75, \text{Equation 2.4}\] – we see that the subleading part \( Z_0 \) of \( Z \) has degree at most \( d-2 \).

We now apply Proposition 4.2, the result being
\[
N_{1/2}(\Sigma) = (2\pi)^{-d} \text{Vol}_g(M) \text{Vol}(\mathbb{B}^d) \Sigma^d + Z_0(\Sigma) + O(\Sigma^{d-1} \mathcal{R}_{0,\Lambda}(\Sigma)^{-1/2})
\]
(121)
for \( \mathcal{R}_{0,\Lambda}(\Sigma) = \sup\{T > 1 : T||\tau^{-1}a(t)||_{L^{1+\epsilon}[1,T]} \leq \Lambda \Sigma^\epsilon \} \) and \( \Lambda > 0 \) arbitrary. Away from the origin
\[
a(\tau) = i\langle D_T \rangle^{1-d}(\tau^{-1} \text{HWT}_{M,g}(\tau)) + \langle D_T \rangle^{1-d} \mathcal{F}E(\tau).
\]
(122)
As noted above, \( \langle D_T \rangle^{1-d} \mathcal{F}E(\tau) \) is Schwartz. Since the half-wave trace satisfies \( \text{HWT}_{M,g}(-\tau) = \text{HWT}_{M,g}(\tau^*) \), we can write
\[
||\tau^{-1}a(\tau)||_{L^{1+\epsilon}[1,T]} = ||\tau^{-1}a(\tau)||_{L^{1+\epsilon}[1,-1+1]} + 2||\tau^{-1}a(\tau)||_{L^{1+\epsilon}[1,T]}
\]
(123)
for \( T \geq 1 \). Also,
\[
||\tau^{-1}a(\tau)||_{L^{1+\epsilon}[1,T]} \leq ||\tau^{-1}(D_T)^{1-d}(\tau^{-1} \text{HWT}_{M,g}(\tau))||_{L^{1+\epsilon}[1,T]}
\]
+ \( \sup_{\tau \in [1,\infty]} ||\tau^{-1}(D_T)^{1-d} \mathcal{F}E(\tau)||_{L^{1+\epsilon}[1,\infty]} \) (124)
Note that \( a \) cannot be identically zero on \([1,\infty]\), so for some \( T_0 > 0 \) there exists some \( c > 0 \) such that \( \sup_{T \geq T_0} ||\tau^{-1}a(\tau)||_{L^{1+\epsilon}[1,\infty]} \leq c ||\tau^{-1}(D_T)^{1-d} \mathcal{F}E(\tau)||_{L^{1+\epsilon}[1,T]} \) for \( T \geq T_0 \).
For $\Lambda > 2 + 3c,$
\[
\mathcal{R}_{0,\Lambda}(\Sigma) \geq \sup\{1, T \geq T_0 : T \|\tau^{-1} \langle D_\tau \rangle^{1-d}(\tau^{-1} \text{HWT}_{M,g}(\tau))\|_{L^1([1,T])} \leq (2 + 3c)^{-1} \Lambda \Sigma^f\} \tag{125}
\]
\[
\geq \sup\{1, T > 0 : T \|\tau^{-1} \langle D_\tau \rangle^{1-d}(\tau^{-1} \text{HWT}_{M,g}(\tau))\|_{L^1([1,T])} \leq \Sigma^f\} = \mathcal{R}(\Sigma). \tag{126}
\]
Substituting this into eq. (121) yields eq. (119).

With Proposition 5.2, this yields Theorem 1.3.

Acknowledgements

The author is supported by a Hertz fellowship and thanks Gregory Debruyne, Elliott Fairchild, Peter Hintz, and Richard Melrose for helpful comments and/or conversations.

References


Email address: ethanwsmit.edu

Department of Mathematics, Massachusetts Institute of Technology, Massachusetts 02139-4307, USA