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Confining surfaces play crucial roles in dynamics, transport, and order in many physical systems, but

their effects on active matter, a broad class of dynamically self-organizing systems, are poorly understood.

We investigate here the influence of global confinement and surface curvature on collective motion

by studying the flow and orientational order within small droplets of a dense bacterial suspension.

The competition between radial confinement, self-propulsion, steric interactions, and hydrodynamics

robustly induces an intriguing steady single-vortex state, in which cells align in inward spiraling patterns

accompanied by a thin counterrotating boundary layer. A minimal continuum model is shown to be in

good agreement with these observations.
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Geometric boundaries and surface interactions are
known to have profound effects on transport and order in
condensed matter systems, with examples ranging from
nanoscale edge currents in quantum Hall devices [1,2] to
topological frustration in liquid crystals (LCs) tuned by
manipulating molecular alignment at confining surfaces
[3]. By contrast, in spite of considerable recent interest
[4–8], the effects of external geometric constraints and
confining interfaces on collective dynamics of active bio-
logical matter [9,10], such as polar gels [11,12] and bacte-
rial [13–18] or algal suspensions [19], are not yet well
understood, not least owing to a lack of well-controlled
experimental systems.

At high concentrations, motile rodlike cells exhibit self-
organization akin to nematic LC ordering [13,14,20], with
the added facet of polar alignment driven by collective
swimming [21,22]. Unlike passive LCs, cellular suspen-
sions are in a constant state of flux: at scales between
10 �m and 1 mm, coherent structures (swirls, jets, and
plumes) continually emerge and persist for seconds at a
time [14–17,23,24]. While some progress has been made in
understanding the dynamics of dense bacterial suspensions
in bulk [16,18,23–26], microorganisms often live in porous
habitats like soil, where encounters with interfaces or
three-phase contact lines are common [13,14,27]. Recent
work has clarified how single cells interact with surfaces
[28–31], but it remains unclear how global geometric con-
straints influence their collective motion.

Here, we combine experiment and theory to investigate
how confinement and boundary curvature affect stability

and topology of collective dynamics in active suspensions.
The physical system we study is an oil emulsion containing
droplets of a highly concentrated aqueous suspension of
Bacillus subtilis [Fig. 1(a)]. For drops of diameter d ¼
30–70 �m and height h�25�m, we find that the suspen-
sion self-organizes into a single stable vortex [Fig. 1(b)]
that persists as long as oxygen is available. This pattern is
reminiscent of structures seen in colonies on the surface of
agar [32], spontaneously circulating cytoplasmic extracts
of algal cells [6], and the rotating interior of fibroblasts
on micropatterned surfaces [33]. The vortex flow described
here is purely azimuthal and accompanied by a thin coun-
terrotating boundary layer, consisting of cells swimming
opposite to the bulk. Surprisingly, we observe that the cells
arrange in spirals with a maximum pitch angle of up to 35�
relative to the azimuthal bulk flow direction [Fig. 1(b)].
We suggest that this intriguing helical pattern results from
the interplay of boundary curvature and steric and hydro-
dynamic interactions. Building on this hypothesis, we for-
mulate a simple continuummodel and find good agreement
between its predictions and experimental results.

FIG. 1 (color online). Overview. (a) Experimental setup.
(b) Bright field image of a 40 �m drop, and definition of cell
orientation angle relative to main circulation direction.
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B. subtilis (wild-type strain 168) were grown in standard
Terrific Broth (TB, Sigma) at 35� C on a shaker. An over-
night culture was diluted 200� and grown for 5 h until the
end of exponential growth when the proportion of motile
cells is maximal [34]. Cells were then centrifuged at 1500g
for 10 min. The pellet was gently mixed and transferred
to 4 volumes of mineral oil, with 10 mg=mL diphytanoyl
phosphatidylcholine (DiPhyPC, Avanti) added to prevent
the emulsion from coalescing. Small drops were created
by slowly pipetting the suspension, 10 �L of which was
placed between two coverslips such that it spread by
surface tension to the coverslip edge. This procedure
yielded many flattened drops with h� 25 �m and diam-
eters ranging from 10–150 �m, and bacterial volume
fraction ’� 0:4. The surrounding oil provided a source
of oxygen necessary for bacterial motion. The relatively
smaller diffusive influx in the largest drops resulted in
an oxygen gradient that we avoided by taking movies
in the very first minutes of the experiment, while bacteria in
smaller drops would swim in a steady state vortex for more
than 10 min. Coverslips were rendered hydrophobic with
silane, resulting in pancake-shaped drops that are wider at
the midplane of the chamber than at the top and bottom
[Fig. 1(a)]. Movies were acquired at 125 fps with a high-
speed camera (Fastcam, Photron) on an inverted microscope
(Cell Observer, Zeiss), using a 100� oil-immersion objec-
tive and analyzed with custom Matlab algorithms. Flows
were imaged in the center of the chamber to minimize
optical distortions.

Confinement by the oil interface stabilizes rapidly rotat-
ing vortices (Fig. 2 and Video 1 in the Supplemental
Material [35]). To quantify this effect, we determined the
local bacterial velocity field vðxÞ, using a customized
version of the particle image velocimetry (PIV) toolbox
mPIV [36] that averages pixel correlations over two

seconds [37]. The PIV algorithm yields the local mean
velocity of the bacteria, reflecting locomotion due to swim-
ming and advection by flow [Fig. 2(a)]. The emergence
of stable azimuthal flow is captured by the vortex order
parameter

� ¼
P

i jvi � tij=
P

j kvjk � 2=�

1� 2=�
;

where vi is the in-plane velocity and ti the azimuthal unit
vector [Fig. 1(b)] at PIV grid point xi. � ¼ 1 for steady
azimuthal circulation, � ¼ 0 for disordered chaotic flows,
and �< 0 for predominantly radial flows. Plotting � as a
function of drop diameter reveals that a highly ordered
single-vortex state with �> 0:7 forms if d� < d< dþ
with d��30�m and dþ�70�m [Fig. 2(c)]. Clockwise
and counterclockwise vortices occur with equal probabil-
ity. The lower critical diameter d� depends on the chamber
height h [Fig. 2(d)]. Lowering h restores the quasi-2D
nature of the confinement and allows for formation of
vortex states at smaller diameter d. The upper critical
diameter dþ is consistent with the size of the transient
turbulent swirls observed in 3D bulk bacterial suspensions
[16,18,24]. In drops slightly larger than dþ flow is still
azimuthal near the boundary regions but the vortex order
decreases toward the center. Drops with d * 100 �m
show fully developed bacterial turbulence as seen in
quasi-infinite suspensions [14,16,18,24].
The azimuthal flow speed in a vortex state is maximal

at a distance �d=4 from the center [Fig. 2(e)]. Across
experiments, the maximum speed increases with d, reach-
ing �40 �m=s for dþ, roughly four times the typical
swimming speed of an isolated bacterium [17] and in
agreement with measurements in open B. subtilis suspen-
sions [16,17]. While our setup does not supply oxygen, and
the bacterial motility decreases [18] with time, recent

FIG. 2 (color online). Steady-state circulation in highly concentrated B. subtilis droplets. (a) PIV flow field for a droplet with a
volume filling fraction ’� 0:4. For clarity, not all PIV vectors are shown. (b) Enlarged region reveals the counterrotating boundary
layer. All PIV vectors are shown. (c),(d) Vortex order parameter � for varying diameter d. (c) Drops of constant height h� 25 �m.
Dashed lines denote the highly ordered single-vortex regime. (d) Averaged vortex order parameter � (5 �m bins) for h� 15 �m
(red dashed line) and h� 25 �m (blue solid line). Error bars indicate the standard deviation. (e) Azimuthal flow vtðrÞ ¼ hv � ti�
profile for three different experiments (blue solid lines), compared with continuum bulk flow model results (red dashed lines). Negative
flow indicates the counterrotating boundary layer.
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studies of quasi-infinite suspensions [18,24] have shown
that the flow correlation length is independent of swim-
ming speed at high cell density, so we may neglect oxygen
depletion in the analysis of patterns. In the following, we
focus on the properties of single-vortex states with�> 0:7
and take the azimuthal unit vector t to point in the direction
of bulk flow, so that we may treat clockwise and counter-
clockwise vortices equally [Fig. 1(b)].

Detailed flow field analysis reveals that highly ordered
vortex states are always accompanied by a thin layer of
cells swimming along the oil interface in the opposite
direction to the bulk flow [Fig. 2(b)]. This surprising fact
is reflected in the azimuthally averaged velocity profile
vtðrÞ¼hvðxÞ�ti�, where x¼ðrcos�;rsin�Þ, which changes
sign near the edge of the droplet [Fig. 2(e)]. The basic
form of vtðrÞ is preserved among all well-ordered droplets
with �> 0:7 [Fig. 2(e)]. To exclude the possibility that
the backflow arises from interactions between bacteria,
DiPhyPC and oil, we performed control experiments with
dense suspensions in shallow cylindrical polydimethylsi-
loxane chambers, and found similar behavior. This sug-
gests that the formation of a thin counterflow boundary
layer is a generic phenomenon in bacterial suspensions
confined by a higher-viscosity medium (Video 2 in
Supplemental Material [35]). By determining the zeros of
vt for all ordered droplets, we find that the boundary layer
thickness b is independent of d [Fig. 2(e)]. The average
value �b�4�m is slightly smaller than the length ‘�5�m
of B. subtilis [23], suggesting that the counterflow is com-
posed of a single layer of cells. By imaging droplets in a
plane near the bottom cover slip in order to resolve vertical
cell layers more easily, we confirmed that cells swimming
in the direction opposite to the bulk flow are in direct
contact with the oil interface [Fig. 3(a) and Video 3 in
the Supplemental Material [35] ].

The presence of this previously unreported counterflow
layer can be understood by considering the main forces
causing reorientation near the boundary. Since the oil

viscosity is 10� that of water, the interface acts as a nearly
no-slip boundary. Thus, circular bulk motion creates a
shear flow that exerts torque on the cells in the boundary
layer [Fig. 3(b)]. As recently shown for dilute suspensions
[38], bacteria prefer to swim upstream when exposed to
such flow gradients, thereby favoring the formation of a
counterrotating layer. If the concentration of cells is suffi-
ciently high, nematic ordering due to steric interactions
further stabilizes this layer [10,21,22]. Once the layer has
formed, cells trapped in it form a ratchetlike structure and,
because they are pusher-type swimmers [31], they generate
a backflow in the direction opposite to their orientation
[Fig. 3(d)]. Both effects force cells in the second layer
to move in the other direction: the boundary monolayer
stabilizes the bulk flow and vice versa. The absence of such
backflow in the free-boundary geometry of Czirok et al.
[32] provides further evidence that this is a consequence of
rigid boundary effects.
A dense suspension of rodlike bacteria locally aligns

through active nematic interactions [10,21,22]. We observe
cell orientation that is not parallel to the flow direction:
in the bulk circulation the cells point inwards, and in the
boundary layer they point outwards [Fig. 3(a)]. We extract
the local mean orientation from the bacterial speckle by
computing the orientation tensor [35,39] [Fig. 4(a)]. As for
the flow, we examine the azimuthally averaged orientation
angle �ðrÞ relative to the circulation direction t. Near the
center of a drop, cells are aligned roughly parallel to the
bulk circulation (� � 0), and the angle increases with r to a
maximum value �m close to the boundary. Viewing �m as a
function of d, we find an inverse correlation: the smaller
the drop (and thus the higher the boundary curvature), the
larger the deviation from the azimuthal direction, ranging
from �m�10� for d¼70�m to �m � 35� for d ¼ 30 �m
[Fig. 4(b)]. To test whether �m depends on the curvature or
on the suspension size, we performed measurements with
suspensions diluted to �2=3 of the starting concentration.

FIG. 3 (color online). Schematic cell organization in droplets.
(a) Dashed line indicates continuum model boundary, where
bulk flow begins. (b)–(d) Physical mechanisms driving boundary
layer formation. (b) Shear flow reorients cells to face upstream.
(c) Contact angle �m decreases with the drop diameter, restricted
by steric interactions. (d) Ratchetlike steric repulsion and inward
flow (red arrows) created by boundary cells force the next layer
to move in the opposite azimuthal direction, thereby setting the
bulk flow direction.

FIG. 4 (color online). Bacterial orientation. (a) Local orienta-
tion, averaged over 2 s. External ring lies at the water-oil
interface and shows local azimuthal direction t, and cellular
orientation appears in the central disc. Discontinuity in color
between ring and disc indicates the angle between cells and the
azimuthal direction. (b) Boundary angle [Fig. 3(c)] as a function
of drop diameter. Symbols denote different bacterial concentra-
tions. Dashed black lines indicate geometric estimates of mini-
mum packing angle � for different cell lengths.
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In such drops, cells concentrate at the boundary, leaving
the center almost empty (Video 4 in the Supplemental
Material [35]). Yet, the measured angles are comparable
to those of fully concentrated suspensions [Fig. 4(b)],
indicating that this is indeed an effect of boundary
curvature.

To explain this phenomenon, we consider purely steric
packing in the boundary layer. This viewpoint is supported
by the simulations of Wensink and Löwen [5] which show
that a group of self-propelled particles does not align
parallel to a boundary but instead lies at an angle limited
by steric repulsion. Given a bacterial concentration, we
model cells as thin rectangles equally spaced around a
circle of diameter d and calculate the minimum angle �
with the azimuthal direction at which the cells could lie in
one plane. A dilute suspension thus has edge-parallel pack-
ing (� ¼ 0�), while at some limiting concentration they
become boundary perpendicular (� ¼ 90�). In the inter-
mediate regime, � decreases as drop diameter d increases
[i.e., as boundary curvature falls; Fig. 3(c)]. Figure 4(b)
illustrates packing curves for two cell lengths, ‘ ¼ 4 �m
and ‘ ¼ 8 �m, at a volume fraction of 0.5. Measured
values of �m lie between these curves, suggesting the
scatter can be explained by variations in cell length (which
was observed across experiments).

Recent work has demonstrated accurate modeling of
dense bacterial flow in unbounded domains using phe-
nomenological single-field models [23–25]. However, in
this work we have been able to measure a second observ-
able beyond the aggregate flow field—namely, the under-
lying bacterial orientation—and so a two-field model is
necessary in order to fully reproduce the experimental
results. Thus, as is typical in active suspension theory
[40], we describe the system using two fields: the bacterial
polar order parameter P, where jPj ¼ 0 for total disorder
and jPj ¼ 1 for total order with mean orientation direction
P, and the flow field u of the suspending fluid.

The flow is taken to be incompressible (r � u ¼ 0) and
to obey the forced Stokes equations with friction:

��r2uþ �uþr� ¼ �c0�r � ðPPÞ:

The frictional term �u captures the effects of vertical
confinement (cf. Hele-Shaw flow) and high bacterial
density (cf. Darcy’s law), in addition to the usual viscous
term with viscosity �. The flow, with pressure �,
responds to dipolar ‘‘pusher’’ forcing on the right-hand
side of strength � for a suspension of concentration (num-
ber density) c0.

To model the action of dense bacterial swimming, we
define the swimming field s ¼ VPI, where PI is the in-
compressible part of the bacterial orientation P (defined
uniquely under Helmholtz decomposition) and V is the
bacterial swimming speed; this models swimming in a
dense suspension where concentration fluctuations are
negligible. The polar order P is then taken to evolve as

@tPþ ðuþ sÞ � rP ¼ Dsr2P�DrPþ �ð1� jPj2ÞP
þ �ðI� PPÞ � ð�EþWÞ � P:

On the left-hand side, cells are advected by an aggregate
flow field uþ s. On the right-hand side, the terms are, in
order, spatial and rotational diffusion with respective con-
stantsDs andDr, spontaneous polar ordering of strength�,
and nematic reorientation induced by solvent strain
E¼ðrTuþruTÞ=2 and vorticity W ¼ ðrTu�ruTÞ=2,
with cell shape parameter � 2 ½�1; 1� and effectiveness
� � 1 to incorporate inhibited reorientational freedom due
to steric effects.
Finally, we must impose boundary conditions. These are

provided by the bacterial boundary layer, which we have
seen is a single-cell effect rather than part of the main
suspension dynamics. This drives conditions at r ¼ d0=2
of fixed orientation angle �b; i.e., P ¼ t cos�b � r sin�b,
where r is the outward radial unit vector. A no-slip bound-
ary condition is imposed on the flow.
We seek to reproduce the experimental results shown

in Fig. 2(e). To model the steady vortex regime we reduce
to axisymmetry, where u ¼ ut and s ¼ VðP � tÞt by
incompressibility, immediately yielding purely azimuthal
flow as observed. Properties of B. subtilis [31] and of
the suspending medium supply parameter values �¼
10�3Pas, Ds ¼ 103 �m2 s�1, Dr ¼ 0:057 s�1, � ¼ 0:9,
and �b ¼ 20�, and the suspension volume fractions used
here imply an approximate number density of c0¼
0:1�m�3. Finally, we fix values for the remaining parame-
ters � ¼ 0:5, �¼25s�1, and � ¼ 10�4 Pa s�m�2, which
yield appropriate solutions for both the flow field and
bacterial orientation �ðrÞ across different domain sizes.
We simulated the three bulk domain diameters d0 ¼ 24,
26, 30 �m, and for each we set V ¼ 4, 7, 10 �ms�1 and
� ¼ 0:3, 0.525, 0:75 pN�m, respectively; the dipole
strength of a bacterium is known [31], and the scaling
(holding V=� constant) reflects varying oxygen availabil-
ity between experiments. These yield the steady-state
curves of the lab frame bacterial flow juþsj in Fig. 2(e),
exhibiting good agreement in the bulk. As shown in
the Supplemental Material [35], the orientation angle
�ðrÞ falls from its initial value �ðd0=2Þ¼�b as r decreases,
as observed.
The overall bacterial arrangement we have observed is

reminiscent of rotating spirals [12] and striped phases [41]
predicted for totally ordered active gels, although these
models describe the actin-myosin cytoskeleton and lack
interactions particular to microswimmer suspensions [42].
A more appropriate representation could be derived from
polar active liquid crystals: the bacterial boundary layer
could be regarded as a smectic structure [43] while the
bulk behaves as a chiral nematic phase [3]. Yet, it is only
by considering the microscopic hydrodynamics near the
oil interface that the presence of the backflow layer can
be inferred. This lends a note of caution to continuum
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modeling of microswimmer suspensions, suggesting that
conditions at boundaries, and microscopic effects in gen-
eral, warrant careful and deliberate consideration. Our
combined experimental and theoretical results demonstrate
that suitably designed boundaries provide a means for
stabilizing and controlling order in active microbial
systems.
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