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COALESCENCE PROBABILITIES OF CYCLE PRODUCTS

HOLDEN MUI

ABSTRACT. Generalizing a formula of Stanley, we prove combinatorially that
the probability that 1,2,..., k are contained in the same cycle of a product of
two random n-cycles is
1 4(—-1)™ 2k —1 1 1
BT ((%)) > <k+i)(n+i+1_n7i)'
k 1<i<k—1
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1. INTRODUCTION

The study of cycle products originates in the 1980s with seminal papers from
Boccara and Stanley. Boccara [3] used analytic techniques to obtain an integral
formula for the number of ways to factor a permutation into two cycles. More
generally, Stanley [14] used the character theory of the symmetric group to compute
the number of ways to factor a permutation into any given number of cycles. These
results sparked several decades of research into understanding permutation products
via cycles.

One well-studied question in this domain asks about the cycle count of a product
of two cycles. Kwak and Lee [11] used a character-theoretic result of Jackson [10]
to show that the probability that a product of two random n-cycles has v cycles is

2 Pr [e(o)=v] v=nmod?2
0ESn+1

0 v # nmod 2,

where ¢(o) denotes o’s cycle count. This formula was also obtained independently
by Zagier [17] via the representation theory of the symmetric group and Stanley
[16] via Schur functions, power sum symmetric functions, and character theory.

However, combinatorial proofs of the above results remained elusive until Can-
gelmi [6] resolved the v = 1 case. In particular, Cangelmi proved bijectively that
for odd n, the probability that a product of two random n-cycles is an n-cycle is
n%_l. The general v case was resolved combinatorially by Féray and Vassilieva [8],
and other combinatorial proofs were given in [9] and [7].

In addition to studying the cycle count of a product of two cycles, one can also
study coalescence and separation probabilities. Béna and Flynn [4] conjectured
that the probability that 1 and 2 are in the same cycle of a product of two random
n-cycles is % for odd n, and asked about the value for even n. Their conjecture was
resolved when Stanley [16] showed that this probability is

n > 2 odd
n > 2 even
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(n—1)(n+2)
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using analytic methods and a formula of Bocarra [3]. Additionally, Stanley also
showed that the probability 1, 2, and 3 are in the same cycle of a product of two
random n-cycles is

1 1
{3+(n—2)(n+3) TlZ?)Odd

1 3
g—m n23even.

For the general case, Béna and Pittel [5] use a character-based Fourier transform
to show that the probability that 1,2,...,k% are all contained in the same cycle of
a product of two random n-cycles is

11 (RS e 1
konm+1)  (37)) :0( 1)( i )z‘+k+1

2

for k < n. They also show that their expression is a rational function in n(n + 1)
for each possible parity of n and ask about its general behavior.

On the other hand, Bernardi, Du, Morales, and Stanley [2] studied separation
probabilities; they showed that the probability that 1,2,...,k are all contained in
different cycles in a product of two random n-cycles is

% n % k mod 2
n = k mod 2.

w T (k—2)!(n—2k+1)(n+k)
Notably, their proof is combinatorial and does not rely on the machinery of the
character-based Fourier transform. This begs the following question: can Béna and
Pittel’s formula also be obtained combinatorially?

Inspired by Bernardi’s [1] presentation of Lass’ [12] proof of the Harer-Zagier
formula, this paper answers the above question in the affirmative. Similar to [2]
and [13], the proof uses a diagrammatic framework for obtaining the permutation
statistics of cycle products combinatorially via a bijection to pairs of Eulerian cir-
cuits on graphs. An extension of this bijection is used to obtain the result of this
paper:

Theorem 1.1. Let k and n be positive integers such that k < n. The probability

that 1,2,...,k are all contained in the same cycle of a product of two random
n-cycles is
1 41" 2k —1 1 1
BT () 2 (k+z) <n+i+1 a n—z')'
k 1<i<k—1
i#n mod 2

Notably, this formula is written in a way that makes it clear that this coales-
cence probability is a rational function in n(n 4 1) for each possible parity of n.
Furthermore, it answers Béna and Pittel’s question about the general behavior of
these rational functions, and it resolves a specific case of a conjecture by Stanley
[15, p. 53]. These expansions, for small values of k, are given in Table 1.

Outline. Section 2 defines colored subsets of colored cycles and outlines the method
of attack. Section 3 gives a bijection between colored cycles and pairs of Eulerian
tours on directed graphs, then extends the bijection to colored subsets of colored
cycles. The main result, Theorem 1.1, is proved in Section 4 via the bijection and
extensive combinatorial manipulations on the resulting expression. Finally, future
directions are given in Section 5.
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n even n odd
k=1 1 1
k=2 R = }
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TABLE 1. Coalescence probabilities (Theorem 1.1).

2. THE SETUP

Fix a positive integer n. By relabeling, the cycle statistics of a product of n-
cycles are identical to the cycle statistics of o7, where ¢ is a random n-cycle and
7 = (n...21). This motivates the definition of an r-colored n-cycle, which consists
of two pieces of data:

e an n-cycle o, and
e a coloring of {1,2,...,n} using colors indexed by {1,2,...,r}.
The n-cycle o and the coloring must satisfy the following conditions:

e every color must be used at least once, and
e every cycle in o7 must be monochromatic.

An example of a 6-colored 16-cycle is depicted in Figure 1.

()
o e (@
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FIGURE 1. A 6-colored 16-cycle o and the colored cycles of or.

The r-colored n-cycle idea can be generalized to a t-colored k-subset of an r-
colored n-cycle, which consists of an r-colored n-cycle and a k-element subset of
{1,2,...,n} such that the subset has exactly ¢ distinct colors. An example of a
6-colored 16-cycle with a 3-colored 5-subset is depicted in Figure 2.
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FIGURE 2. A 3-colored 5-subset of a 6-colored 16-cycle.

Counting t-colored k-subsets of r-colored m-cycles enables the computation of
coalescence probabilities:

Lemma 2.1. Let k and n be positive integers such that k < n. The probability that
1,2,...,k are all contained in the same cycle of a product of two random n-cycles

18
k n
(=)™ 1 ” t-colored k-subsets
(n— 1)|(:) Z N Z(_l) #* of r-colored n-cycles (
t=1 = r=1
To prove this lemma, one first needs the following two claims:

Claim 2.2. Let b be a positive integer, and let S(b,t) denote the number of equiv-
alence relations on {1,2,...,b} with t equivalence classes. Then

b
1 b=1
1)t = 1)18(b,t) =
tz::l( o )1S(,¢) {O otherwise.

Proof. The identity

b
> SOtz —1)(x—2)--(z— (t—1)) =2,
t=1
follows by counting colorings of {1,2,...,b} using x colors by number of distinct
colors used. Dividing both sides by = and substituting x = 0 gives the result. O

Claim 2.3. Let o and 7 be n-cycles. Then ¢(o7) = n mod 2, where ¢(o7) denotes
the cycle count of oT.

Proof. If o7 has cycle lengths {1, ..., {7, then
1 =sgn(or) = (—1)51—1 . (_1)&(”)—1 — (_1)€1+~~+€c(ﬁ>—0(07) _ (_1)71—0(0’7').
Therefore ¢(o7) = n mod 2. O

Now, Lemma 2.1 can be proved:
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Proof of Lemma 2.1. Define a b-cycle k-subset of a permutation 7 € S, to be a
k-element subset of {1,2,...,n} contained in exactly b distinct cycles of . Then
for any integer t between 1 and k,
k . . t—1
b-cycle k- equivalence relations on c(om)—b

Z Z #* {subsets of 07’} #* {{1, 2,...,b} with ¢ classes q H(q

oc€ES, b=t =0

c(o)=1
counts the number of ways to

e pick an n-cycle o and an integer b between ¢ and k, inclusive,

e select a k-element subset of {1,2,...,n} contained in exactly b distinct
cycles of o,

e partition the b cycles into exactly ¢ equivalence classes,

e color the ¢(o7) — b other cycles using ¢ colors, and

color the b cycles using ¢ colors such that cycles are in the same color if

and only if they are in the same equivalence classes.

This is equal to the number of ways to

e pick an n-cycle o and an integer r between 1 and n, inclusive,
e color the cycles of o7 using exactly r colors out of ¢ total colors, and
[ ]

pick a k-element subset of {1,2,...,n} colored with exactly ¢ colors,
which is .
q t-colored k-subsets
Z r # 9 of r-colored n-cycles (
r=1

Rearranging this equality gives

- q t-colored k-subsets
Z r # 9 of r-colored n- cycles

k
— b-cycle k-
r=1 —
S(b.t c(oT)—b
qlg—1D(g—2)---(¢— (t—1)) = bz; {subsets OfO'T} (b,t)q '
c(o)=1
where S(b,t) denotes the number of equivalence relations on a {1,2,...,b} with ¢

classes. Summing over all ¢ from 1 to k, weighted by (—1)"71(t — 1)l¢' ™", gives

Z e —1)lg! En: (CI)# { t-colored k-subsets }
— (g — (1 — f r-colored n-cycl
“—~ qlq 1 2) (q (t 1)) & \r of r-colored n-cycles
k k
b-cycle k-
1-n c(or)—b
Z — Dl Z Z # {subsets of 0’7’} S(b;t)q

t=1 o€S, b=t
c(o)=1

k b
b_CyCIG k- c(or)—b+1—n t—1
Z # {subsets of 0"7'} q Z(_l) (t - 1)!S(b, t)

€S, b=1 t=1
o

k
2.2) b-cycle k- c(oT)—b+1—n
Z # {subsets of 0"7'} q Lp—s

ocesS, b=1
o

1-cycle k- c(oT)—n
= # {subsets of O’T} q :
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Finally, ¢(o7) always has the same parity as n by Claim 2.3. Thus substituting
q = —1 above gives

k n

n 1 , t-colored k-subsets n-cycles o and 1-cycle
(=1) n Z(_l) # {Of r-colored n—cycles} =# { k-subsets of o7 :

t=1 r=1
Since there are (n — 1)!(}) ways to choose an n-cycle and a k-element subset of
{1,2,...,n}, dividing both sides by (n — 1)'(2) gives the desired probability. [

Lemma 2.1 provides the method of attack for calculating coalescence probabili-
ties. It remains to count ¢-colored k-subsets of r-colored n-cycles and evaluate the
resulting sum to obtain the main result.

3. THE BIJECTION

Given a positive integer n and a sequence $1, . .., s, of positive integers summing
to n, define an (s1,..., s, )-colored n-cycle to be an r-colored n-cycle with s, colors
of color i for all 1 < i < r. For example, the 6-colored 16-cycle in Figure 1 is
a (5,2,4,1,2,2)-colored 16-cycle, where the colors are ordered orange, lime green,
sea green, blue, purple, and pink. This section will culminate in a formula for the
number of t-colored k-subsets of r-colored n-cycles by

e describing a bijection involving (s1, ..., s,)-colored n-cycles (Theorem 3.1),
which takes three subparts (Lemma 3.2, Lemma 3.3, and Lemma 3.4) to
prove,

e using the bijection to count r-colored n-cycles (Corollary 3.6), and
e extending the bijection to count ¢-colored k-subsets of r-colored n-cycles
(Corollary 3.9).

Theorem 3.1. Let n be a positive integer, let s1,...,s, be a sequence of positive
integers summing to n, and let S be the n-element set

S={(1,1),(1,2),...,(1,s1),(2,1),(2,2),...,(2,82), ..., (r,1),(r,2), ..., (r,87) }.
There is a bijection between (s1,...,s,)-colored n-cycles and ways to arrange the
elements of S to form an (r — 1)-term sequence and an (n —r + 1)-element cycle.
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Ficure 3. The bijection in Theorem 3.1.
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An example of this bijection is given in Figure 3. The elements of S are depicted
as colored circles containing ordinal numerals; the first coordinate determines the
color and the second coordinate determines the ordinal numeral.

The proof of Theorem 3.1 has three subparts. To prove it, first define a degree-
(s1,...,8) digraph, where s1,...,s, are positive integers summing to n, to be a
directed graph with vertices {1,2,...,7} and n directed edges such that vertex i has
indegree and outdegree s; for each 1 <14 < r. An example of a degree-(5,2,4,1,2,2)
digraph is given in Figure 4.

Ll

) O:)

\|_XI/0
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FIGURE 4. A degree-(5,2,4,1,2,2) digraph.

The first step of the bijection, depicted in Figure 5, is:

Lemma 3.2. Let sq,...,s, be a sequence of positive integers summing to n. There
is a bijection between (s1,...,s;)-colored n-cycles and ordered pairs of Eulerian
tours with the same starting edge on degree-(s1,...,s;) digraphs.

Proof. Consider an (s1,...,s,)-colored n-cycle with underlying cycle o. As shown
in step (1a), label the “outside” of each edge with the number it originates from,
then label the “inside” of each edge in numerical order starting from the edge
with outside label “1”. As Figure 5 suggests, the outside numbers will be referred
to as “circled numbers”, and the inside numbers will be referred to as “uncircled
numbers”. Treat the resulting object as a cycle digraph on n colored vertices with
doubly labeled edges.

To construct the (sq,. .., s.)-degree digraph from this colored cycle digraph with
doubly labeled edges, identify vertices of the same color, as shown in step (1b). This
gives a digraph with r vertices such that vertex i has degree s; for each 1 < i <.
The uncircled numbers form an Eulerian tour by construction, and the circled
numbers also form an Eulerian tour because the definition of an r-colored n-cycle
forces o(7(7)) to have the same color as i for each 1 < i < n.

Since this process is reversible, this proves the bijection. O
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FI1GURE 5. The bijection in Lemma 3.2.
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To state the second subpart of Theorem 3.1’s proof, define, given a directed
graph such that the indegree and outdegree of each vertex are equal,

e a wiring of a vertex v to be a pairing of the ingoing and outgoing edges
incident to v,

e an exit ordering of a vertex to be a total ordering of the outgoing edges
incident to the vertex, and

e the last exits of a set of vertices V', given an exit ordering for each vertex,
to be the set of directed edges that appear last in the exit ordering of some
vertex in V.

A wiring and an exit ordering are depicted in Figure 6.
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FIGURE 6. A wiring of the first (orange) vertex and an exit or-
dering of the third (sea green) vertex in the graph from Figure 4.
The last exit of the third vertex is the edge pointing towards the
second (lime green) vertex.
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The second subpart of Theorem 3.1’s proof, depicted in Figure 7, is inspired by
the BEST theorem and the “last exit tree”:

Lemma 3.3. Let sq,...,S, be a sequence of positive integers summing ton. There
s a bijection between ordered pairs of Eulerian tours with the same starting edge on
degree-(s1, ..., s,) digraphs and structures on degree-(s1, ..., s,) digraphs consisting
of

e a choice of vertex v € {1,2,...,r},

e a choice of wiring for each vertex, and

e a choice of exit orderings for each vertex

such that the wirings induce a cycle on the edges of the digraph, and the last exits
of {1,2,...,7}\ {v} form a spanning tree directed towards v.
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FiGure 7. The bijection in Lemma 3.3.
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Proof. Consider a pair of Eulerian tours on a (s1,. .., s,.)-degree digraph. As shown
in step (2a), treat the tours as separate, and call the origin of the common starting
edge vertex v. As shown in step (2b), wire each vertex according to the first tour,
and order the exits around each vertex according the traversal order of the second
tour. Combining these gives a structure consisting of a choice of v, wirings, and
exit orders, as shown in step (2c).

To prove that this gives the desired bijection, it suffices to check that

(i) the last exits of {1,2,...,7} \ {v} always form a spanning tree directed
towards v, and
(ii) every choice of exit orderings such that the last exits of {1,2,...,7}\ {v}
form a spanning tree directed towards v gives rise to an Eulerian tour.
Indeed, (i) is true because

e the last exits of {1,2,...,7} must form a subgraph with r — 1 edges,

e this subgraph cannot contain any cycles because the exit orderings were
induced from an Eulerian tour, and

e every edge is directed towards v by construction.

(ii) is true because the Eulerian tour can be obtained by starting at v and repeatedly
traversing the first untraversed edge in each exit ordering. ([

Finally, the third subpart of Theorem 3.1’s proof, depicted in Figure 8, is moti-
vated by the Priifer sequence:

Lemma 3.4. Let s1,...,s, be a sequence of positive integers summing to n, and
let S be the n-element set

{(1,1),(1,2),...,(1,51),(2,1),(2,2),...,(2,82), .-, (r, 1), (r,2), ..., (r,5:) }.
There is a bijection between structures on degree-(s1,...,s,) digraphs consisting of
e a choice of vertex v € {1,2,...,r},
e a choice of wiring for each vertex, and
e a choice of exit orderings for each vertex

such that the wirings induce a cycle on the digraph’s edges and the last exits of
{1,2,...,v}\{v} form a spanning tree directed towards v, and ways to arrange the
elements of S to form an (r — 1)-term sequence and an (n —r + 1)-element cycle.

Proof. Consider such a structure on a degree-(si,...,s,) digraph. As shown in
step (3a), follow the wiring and skip the label in front of each tree edge to form an
(n—r+1)-cycle of elements in S. Next, delete each non-tree edge. Then, as shown
in step (3b), ignore the labels not associated with any tree edges. Finally, construct
an (r — 1)-element sequence of S by repeatedly deleting the smallest-index leaf and
adding the corresponding element of S to the sequence, as shown in step (3c).

To show that this process is indeed a bijection, it suffices to describe the inverse of
the digraph-to-sequence process. To do this, start with an (r — 1)-element sequence
of elements in S, and repeat the following algorithm r — 1 times:

e Find the smallest-index color, 4, that does not appear in the sequence.

e Draw an arrow from vertex i to the color of the first element of the sequence,
labeled by the corresponding ordinal.

e Delete the first element of the sequence. ]
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FiGURE 8. The bijection in Lemma 3.4.
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Combining these lemmas gives:

Proof of Theorem 3.1. Chaining Lemma 3.2, Lemma 3.3, and Lemma 3.4 gives the
desired result. (]

Now (s1,...,s,)-colored n-cycles and r-colored n-cycles can be counted via the
next two corollaries:

Corollary 3.5. Let s1,...,s, be a sequence of positive integers summing to n.

Then
n!

n—r+1

Proof. By Theorem 3.1, it suffices to count the number of ways to arrange an n-
element set into an (r — 1)-term sequence and an (n — r + 1)-element cycle. There
is a 1-to-(n — r + 1) map from such ways to permutations of n elements, given by
unwrapping the cycle at one of n —r 4 1 possible locations and appending it to the
(r — 1)-term sequence. This gives the desired result. O

#{(s1,...,8)-colored n-cycles} =

Corollary 3.6. Let r and n be positive integers. Then

n—1 n!
#{r-colored n-cycles} = (r B 1) e

Proof. The number of ways to choose r positive integers si,..., s, summing to n
is (:f:%), so using Corollary 3.5 gives the result. ([l

Finally, the bijection in Theorem 3.1 can be extended to count ¢-colored k-subsets
of r-colored n-cycles. To do this, define an r-colored n-strip to be a coloring of
{1,2,...,n} with r colors in nondecreasing order, and define a t-colored k-subset of
an r-colored n-strip to be an r-colored n-strip and a k-element subset of {1,2,...,n}
colored with ¢ distinct colors. An example of a 6-colored 16-strip is given in Figure 9,
and an example of a 3-color 5-subset of a 6-colored 16-strip is given in Figure 10.

FIGURE 9. A 6-colored 16-strip.

IO O[T

F1GURE 10. A 3-color 5-subset of a 6-colored 16-strip.

The bijection extension, depicted in Figure 11 and Figure 12, is given by the
following two lemmas:

Lemma 3.7. Let r, n, t, and k be positive integers. There is a bijection between
t-colored k-subsets of an r-colored n-cycle and structures consisting of
e q t-colored k-subset of an r-colored n-strip, and
e an (s1,...,8.)-colored n-cycle, where s; is the number of elements in the
r-colored n-strip with color i for each 1 <i <r.
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FIGURE 11. The bijection in Lemma 3.7.

Proof. Consider a t-colored k-subset of an r-colored n-cycle, as shown in Figure 11.
Cutting it before the “1”, removing the numbers, and sorting the colors while
preserving the relative order of the elements in the subset gives a t-colored k-subset

of a r-colored n-strip. Forgetting about the subset gives the (si,...,s,)-colored
n-cycle, where s; is the number of elements in the r-colored n-cycle with color ¢ for
each 1 < i <r. This process is reversible, so it is a bijection. Il

Lemma 3.8. There is a bijection between t-colored k-subsets of r-colored n-strips
and structures consisting of an (r + k)-colored (n + t)-strip, a t-element subset of
{1,2,...,r}, and a t-colored k-strip.

(TO0 70
I (4p)
[ofoTotTxT2To o o o 12T o efefofa ]
I (40)
[aTiT2 2 s aT4als 5 677 8o o[l + CI-CJEE +

Ficure 12. The bijection in Lemma 3.8.

Proof. Given a t-colored k-subset of an r-colored n-strip, label each box with the
number of selected boxes of the same color before it, including itself. Additionally,
for each color with a selected box, add an additional box at the beginning. This is
shown in step (4b) of Figure 12.

Now:

e let the (r + k)-colored (n + t)-strip be obtained by forgetting about the
colors in the resulting structure and renumbering in ascending order,
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e let the t-element subset of {1,2,...,7} be the set of colors in the ¢-colored
k-subset, and

e let the block lengths of the t-colored k-strip represent the multiplicity of
these ¢ colors.

This is shown in step (4¢) of Figure 12, and completes the bijection description.

This process gives a valid bijection because the process has an inverse: use the

t-element subset of {1,2,...,7} and the t-colored k-strip to construct the “colored-

numbered strip” shown in the middle of Figure 12, then delete a box labeled “0”

for each color that contains a nonzero number. (]

Corollary 3.9. The total number of t-colored k-subsets of r-colored n-cycles is
n+t—1\/r\[k—-1 n!
r+k—1)\t/J\t—-1/n—r+1

Proof. Combining Lemma 3.7, Corollary 3.6, and Lemma 3.8 gives the result. O

4. COALESCENCE PROBABILITY

This section will culminate in the proof of the coalescence probability formula,
Theorem 1.1. The proof is dense and technical; at key points in the proof, the
general strategy will be highlighted to increase readability. Lemma 2.1 and Corol-
lary 3.9 shows that the probability that 1,2,...,m are all contained in the same
cycle of a product of two random n-cycles is

(—1)" ili( 1y n+t—1\/r\/ k-1 n!
(n_l)!(Z)t:1t — r+k—1)\t)J\t—-1/n—r+1’
so the proof of Theorem 1.1 will consist of showing that this expression is equal to
1 4= 2k —1 1 1
FTE 2 <k+i)<n+i+ln—i)'
2 1<i<k—1
iZn mod 2

The proof will require several combinatorial identities (Lemma 4.1 to 4.4), the
statements and proofs of which will be deferred to the end of this section.

Proof of Theorem 1.1. The first idea is to write the starting expression in a form
that absorbs the ni T factor into a binomial. This is done is by first pushing as
. . . . n+t—1
many terms outside the summation as possible, then breaking apart the (T +k_1)
binomial so that the n — r + 1 in the numerator cancels with the n%ﬂ_l factor.
Doing this gives
—1)n 1 & t—1 k—1 !
—LLfoZPNn+ r oo
(n—1!(}) t r+k—1)\t/\t—-1/n—r+1

k

() SO ()

B T T S N o [ s T s
SOV E T S () 2D (0) nlh—t+ DT ()

(YR () )

k 2k
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Now, the next goal is to write the expression in a form that makes it obvious that
the expression is a rational function in n, up to a factor of (—1)™. The idea here is
to observe that if the innermost sum’s bounds were extended to 1—k and n+1, then
the resulting sum is zero. This observation is proved in Lemma 4.1. This allows
one to replace the innermost summation with the negative of its “complement”, as

follows:
k(z(k'f>l<l::’<>§k§(n+t_l)i ()G G

Yt () 2, O
1-k<r<0

The innermost sum now consists of an “upper” part and a “lower” part, and the
expression is now more clearly a rational function in n, up to a factor of (—1)".
Splitting the sum up into these parts shows that the expression is equal to

A(n.k) — (~1)"B(n. )
k(%) ’

where A(n, k) is the summand at r =n + 1,

L = P G I e [ e

2k J t=1
BT

o= 2 () R ()G
~am n () e () G

r/=

The next idea is to treat k as fixed and write both A and B in a partial fraction
decomposition form. The denominators of A and B are both degree-2k polynomials
in n with roots at k — 1,k — 2,..., —(k — 1), —k, so the coefficients of the partial
fraction decomposition can be extracted by substituting p into (n — p)A(n, k) and
(n — p)B(n, k) for each root p.

Let’s apply this process to A first. By inspection, A can be written as a rational
function with a degree-2k numerator and a degree-2k denominator. Thus A is
asymptotically constant with constant term

lim A(n, k) = lim (71)k (—1)k(n+lljfl) (n;rl) _ (2k‘>
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The remaining terms of A can be obtained by substituting p into (n — p)A(n, k) for

each pe {k— 1,k —2,...,—k}. Doing this gives
Ak — (2 +(_1),€’“§ 1 [ n—p i +t—1 p+1
T\ k n—op ("+k) t
p=—k 2k t=1

~({)-=% (m)Z 0

Observe that if the bounds of the innermost sum ran from 0 to oo, the sum would
be zero unless p € {—1,0}, in which case the sum would equal one; this observation
is Lemma 4.2. Since all terms with ¢ > k 4+ 1 are zero, the sum can be replaced
with the negation of its value at ¢ = 0, except at p € {—1,0}, for which it can be
replaced with one plus this value. Since the summand’s value at ¢ = 0 is 1, this
gives

k—1
2k 2k — 1
A(n, k) = —1_ —2o0r -
(n, k) < ) <k—|—p>( k<p<—2 or 1<p<k—1)

- (%f) +2/€Z nip(—l) <2k ) 2k Z n+p (i:k—_p}>

p'=2

k—1
2k 2k —1 1 1
2k —
< >+ Z <k‘+i>(n—i n—i—i—i—l)’
which is the partial fraction decomposition of A.

Repeating this process on B is more involved. The same partial fraction decom-
position trick gives

k—1

B(mk)p_zknip 7(12,3; |
2. % ()
where
mw =0 (" e (T (TR (),

t=1 r’=0

To evaluate B;(k), observe that if the outside sum had bounds running from 0 to k,
then the sum would equal zero unless p = —1, in which case it would equal (—1)¥.
This observation is Lemma 4.3, and using it gives

Bi(k) = (—1)*"1p= 1 — kz_:l (-1 (k firf r/) (p Z 7”')

r’'=0
by using the negation of the t = 0 summand. Furthermore, the summation in the
above expression simplifies to

()M PLps0 — (1) PLpc0;
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this fact is Lemma 4.4. Thus
BZ(k) = (‘Ukﬂpz—l - (_1)k+pﬂp>0 + (_1)k+p1p<0
= (_1)k+p+1(1p>0 - ]lp<—1)

and the partial fraction decomposition of B(n, k) is

B(n, k) = 2k k_z__:l ! (% N 1) (Ip>o — Lp<1)

=, P\k+p

k—1
2k —1 1 1
=2k —
> (o) (o avre)
Combining everything shows that the final probability is

A(n, k) — (—1)"B(n, k)
k(¥)
2

s (1) e -m () (i)
A () ()

1<i<k—1
iZn mod 2

as desired. O

Nl

It remains to prove the four identities used in the proof above, which are:

Lemma 4.1. Let t < k < n be positive integers. Then

S () )G -

Lemma 4.2. Let p be an integer. Then
oo
t—1 1
S (" ()
t=0
is 1 if p e {—1,0} and zero otherwise.
Lemma 4.3. Let p and k be integers such that —k <p <k —1. Then
k k—1
p+t—1 4+t —1 p+k p+r
—1) -1
S () e ()G G
t=0 =0
is (—1)* if p= —1 and zero otherwise.
Lemma 4.4. Let p and k be integers such that —k <p <k —1. Then
gfﬁﬁy ptk N\ (p+r
k—1—17/ k
r’'=0
is (—=1)**P if p is positive, zero if p is zero, and (—1)TPHL if p is negative.
The proofs of these four lemmas are similar. To prove these lemmas, first define

[¥]f(z) to be the coefficient of z¥ in f(z)’s Laurent expansion, where k is an
integer and f is a rational function. The four proofs rely on the following fact:
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Fact 4.5. Let n and k be integers. Then

k n __ (Z) k >0
1+ =
() {0 k<0,
Proof. This follows from the generalized binomial thoerem. (]

To prove Lemmas 4.1 to 4.4, the general method of attack is as follows:

e Rewrite the binomials and adjust the bounds of summation so that one
binomial has the variable of summation on the bottom.

Use Fact 4.5 to write all other binomials as Taylor coefficients.

Rearrange the expression such that the coefficient extractions are done last.
Use the binomial theorem to simplify the expression.

Make an observation about the resulting Taylor coefficient.

In many cases, this outline must be modified. For example, the first step in the
method would require two binomials for double summations: one for each variable
of summation. Additionally, one must be careful when using Fact 4.5, since the
Taylor coefficient conversion is only valid when the bottom number in the binomial
is nonnegative. Lastly, it could be difficult to extract the final Taylor coefficient.
In this case, it sometimes works to replace some (Z) 's with (nf k)’s and retry the
method.

When working with infinite sums, it is important to make sure the exponents on
negative terms in expansions are bounded. Otherwise, one can derive an apparent
contradiction from taking, for example, the constant coefficient on each side of

1 T 9 3

1+$_1+$_2+"':17%_17'1:_3:_% — =,

With these heuristics in mind, here are the proofs of the four lemmas.
Proof of Lemma 4.1. By adjusting the bounds of summation, it suffices to show
that
= k4N [ —k+1\[(k+n—1"—1
—1) =0.
e ()

Indeed, by Fact 4.5 the left side equals

Z(_l)r’ (k’ + ’H> [a’:t}(l + x)r'—k+1[yk—t](1 + y)k+n—r’—1

= [2']ly" (1 +2) 4y Y (k : ”) D" A +2)"1+y)™"
/=0
k+n
— 0+ et (1 )

=[N+ ) A+ )Ry — )R (L ) TR

Due to the (y — 2)**™ term, every term in the Taylor expansion must have degree
at least k 4+ n. Thus, the aty*~* coefficient must be zero. O
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Proof of Lemma 4.2. There are two cases: p > 1 and p < 0. If p > 1, then using

Fact 4.5 gives
+1 _
p+t—1\(p+1\ X oo (L+2)PH et p 4]
S N [ B SE R t

t=0

= b1+ 2 1%1(1’“)( )

t xt

Mg

t:O

= [2%)(1 + z)P L <1 1 ; x) "

= ()P L)

which is zero for degree reasons. If p < 0, then rewriting the first binomial coefficient
and applying Fact 4.5 gives

250
-3 (Ve
= [2%](1 + 2)P*! tzj) <—tp>;t

1 -p
= [2°)(1 + x)P ! (1 + )
x
=[z7")(1 + ),
which is zero when p < —2 and 1 when p € {—1,0}. O

Proof of Lemma 4.3. This proof is only sketched because the details are messy and
the ideas have already been written out in the proofs of the other lemmas.
By flipping the direction of summation and swapping the order, the sum becomes

(Pt k v(p+k=1—=0r"\(p+k—t' =1\ (2k—2—71" -V
- 1
ZO ( )tz_jo( ) ( % k-t k—2—

after simplification. Since Fact 4.5 and the bounds 0 < r” <k —1,0 < t' <k give

[yk 2] (1 I y)%*?fr”ft’ _ {(2k—2—r”—t/) (T”,t/) ?é (k . 1’ k)

k—2—r'

0 (" )= (k—1,k),

the desired sum can be expressed as a sum of the (r” ') = (k — 1, k) summand and
a sum over Taylor coefficients. The (r”,t') = (k — 1, k) summand equals

(E0)() =t

so the entire sum simplifies to

(~D)Mpey = [2¥][y" 2+ 2)P (A 4 ) 2 P2, y),
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where P, i.(z,y) is the series

i (1) (p:,,k) v (1)~ i(—nt’ <p Tk ;1 N r”)xt’(1+x)—t’(1+y)—t’.

r'=0 =0
Simplfying this expression by using the binomial theorem twice gives

1

P, JY) =
A T s e T
so the final sum becomes
o (1 y)ktop
. DL L 2(7.
(1! — 2
Finally,
1 k—1—p
[xa b]( +y)
1+y+azy
is zero when a > b, since each x comes paired with a y. Thus, the final sum equals
(—=1)*1,-_1, as desired. O

Proof of Lemma 4.4. By flipping the direction of summation, the sum is equal to

k—1

S (1 (p: k) <p +k ;1 - r)

r'=0
Now, if the summation ranged from 0 to p + &, the sum’s value would

e not change if p+ &k <k —1, and
e increase by the value of the summand at v =p+ kifp+k >k — 1.

The value of the summand when r"/ = p + k is

o)) o

Thus the final sum, by Fact 4.5 and the binomial theorem, equals

ptk "
o k—1— (PHEY(P+Ek—1—7r
(1P + S (i (PEE) (PR

,r//
7' =0

Ptk
_ (_1)k+p]lp20 _ (_1)k Z (_1)r” (p:/‘/k> [xk](l + x)erkfl—T//
/=0
ptk
= (1 - (DM Y (P
B p+k
= (=) P15 — (—1)F[2F] (1 + z)ptr? (1 -7 j_ x)

= (=) "1z — () )1 +2) 7

as desired. O
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5. FUTURE DIRECTIONS

This paper studies coalescence probabilities, and [2] studied separation proba-
bilities. The natural generalization is, given a partition A of k, what is the prob-
ability that the elements {1,2,...,k} are distributed according to A among the
cycles of a product of two random n-cycles? Coalescence probabilities correspond
to the partition A = (k), and separation probabilities correspond to the partition
A=(1,1,...,1). Stanley [15, p. 49] claimed that for sufficiently large n, this prob-
ability is a rational function in n for each possible parity of n. However, he did not
give a formula for this probability. Perhaps calculating the partial fraction decom-
position of these rational functions could lead to new insights into the behavior of
these probabilities.
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