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Introduction

▶ We all use social media to talk to people.

▶ Privacy.

▶ Messages themselves? They are normally encrypted and
hard to obtain.

▶ Activity patterns like logging on and off?

▶ In this talk, we will explore how such information can be
used to discover connections between users.
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Hypotheses

▶ Clustering makes the problem easier because it allows the
eavesdropper to better classify them and notice patterns.

▶ Clustering makes the problem more difficult because it
homogenizes a group of people.

▶ Correlation makes the problem more difficult because it
gives the eavesdropper more repetitive information that
confuses him.

▶ Correlation makes the problem easier because the
eavesdropper has more epochs (and thus more
opportunities) to notice a connection.



Hypotheses

▶ Clustering makes the problem easier because it allows the
eavesdropper to better classify them and notice patterns.

▶ Clustering makes the problem more difficult because it
homogenizes a group of people.

▶ Correlation makes the problem more difficult because it
gives the eavesdropper more repetitive information that
confuses him.

▶ Correlation makes the problem easier because the
eavesdropper has more epochs (and thus more
opportunities) to notice a connection.



Hypotheses

▶ Clustering makes the problem easier because it allows the
eavesdropper to better classify them and notice patterns.

▶ Clustering makes the problem more difficult because it
homogenizes a group of people.

▶ Correlation makes the problem more difficult because it
gives the eavesdropper more repetitive information that
confuses him.

▶ Correlation makes the problem easier because the
eavesdropper has more epochs (and thus more
opportunities) to notice a connection.



Hypotheses

▶ Clustering makes the problem easier because it allows the
eavesdropper to better classify them and notice patterns.

▶ Clustering makes the problem more difficult because it
homogenizes a group of people.

▶ Correlation makes the problem more difficult because it
gives the eavesdropper more repetitive information that
confuses him.

▶ Correlation makes the problem easier because the
eavesdropper has more epochs (and thus more
opportunities) to notice a connection.



Little Clustering
y = 0.295x + 3.04



Medium Clustering
y = 0.885x + 2.90



Heavy Clustering
y = 1.43x + 2.93



Technical Part

You might have a few questions like

▶ How exactly are ”clustering” and ”correlation” defined
with symbols?

▶ How do you assess how difficult it is to extract
information?

▶ What exactly is the eavesdropper trying to do?
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Graph Generation

How are we going to reconstruct the graph example?

▶ Each user k is randomly assigned Ik .

▶ The bigger the intersection |Ii ∩ Ij | between two users,
the more likely they are to talk.

▶ We denote the probability that i and j talk in an epoch as
A[i, j].

▶ Let µ be the clustering coefficient. Then we have

A[i, j] = fµ(|Ii ∩ Ij |)
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▶ If i and j talked in the previous epoch, it is more likely for
them to keep talking in this epoch.

▶ How about A[i, j] → (1 + δ)A[i, j] if i and j talked in last
epoch?

▶ We call δ the correlation coefficient.
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Difficulty Assessment

We need a way to know: ”How difficult would it be for an
eavesdropper to extract information from this graph, from this
configuration?”
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probability that users i and j appear online at the same time?”

He can give an answer with his observations (aka epochs)!
Just the number of times it happened over the total number
of epochs!
We can answer the same question with the matrix A, using
some probability formula.
When the number of epochs goes to infinity, the two
probabilities should be equal.
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