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Abstract

Each orientable surface with nonempty boundary can be associated with a planar model,

whose edges can then be labeled with letters that read out a surface word. Then, the curve

word of a free homotopy class of closed curves on a surface is the minimal sequence of edges of

the planar model through which a curve in the class passes. The length of a class of curves is

defined to be the number of letters in its curve word.

We fix a surface and its corresponding planar model. Fix a free homotopy class of curves ω

on the surface. For another class of curves c, let i(ω, c) be the minimal number of intersections

of curves in ω and c. In this paper, we show that the mean of the distribution of i(ω, c), for

random curve c of length n, grows proportionally with n and appraoches µ(ω) ·n for a constant

µ(ω). We also give an algorithm to compute µ(ω) and have written a program that calculates

µ(ω) for any curve ω on any surface. In addition, we prove that i(ω, c) approahces a Gaussian

distribution as n→∞ by viewing the generation of a random curve as a Markov Chain.
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1 Introduction

The study of closed curves up to deformation on surfaces is related to many other studies, including

the structure of a Lie Algebra [1], periodic geodesics in non-Euclidean geometries [2], and the

pattern of continued fractions, which are generalized by curves on the triple punctured sphere [3].

Deformation classes of curves also have applications in the statistics of primes [4], which relate to

famous open problems in number theory such as the Twin Prime Conjecture. A property of curves

that is fundamental to these related studies is a curve’s geometric intersections. In this paper, we

study the distribution of the minimal number of intersections of curves in two free homotopy classes

of curves.

Surfaces and curves can be associated with words, or sequences of letters, in the following man-

ner: On any orientable surface S with nonempty boundary, consider a maximal set of disjoint arcs

with their endpoints on the boundary, such that removing these arcs does not render S discon-

nected. Both sides of each arc are associated with a distinct letter x and x. Then to any free

homotopy class of curves on S, we assign a curve word, defined by the shortest ordered sequence

of the letters of edges of the arcs that a curve in the class enters. The length of a class of curves is

the number of letters in its curve word.

Properties of curve words that imply intersections have been of interest for many years. In

1984, Joan S. Birman and Caroline Series [5] discovered a combinatorial algorithm that determines

whether a curve is simple, or does not intersect itself, from its curve word. In 1987, Marshall Cohen

and Martin Lustig [6] created an algorithm to count the number of intersections between two curves

from their curve words. In 2004, Moira Chas [7] proved a bijection between intersections and linked

pairs, which are broadly, pairs of words whose corresponding arcs must intersect.

One type of intersections is the self intersection, which is the minimal number of times a curve

in a class geometrically intersects itself. Denote by Cn the set of all classes of closed curves of length

n ∈ N. Moira Chas and Steven P. Lalley [8]–[10] have studied the distribution of the number of

self intersections of curves in Cn. In 2012, they proved that the distribution approaches a Gaussian

distribution as n→∞ [11].

We investigate instead the distribution of the intersections of two classes of curves, with one

fixed and the other varying. Fix a free homotopy class of closed curves ω on a surface S. Let c be

a randomly chosen class of curves from Cn, and let i(ω, c) be the minimal number of intersections

between curves in ω and c. We study the distribution of i(ω, c).

Computer generated data suggests that there exist positive constants µ(ω) and σ(ω) such that

the random variable i(ω,c)−µ(ω)·n
n

1
2

→ σ(ω) ·N(0, 1) as n→∞.

Our work involves the study of µ(ω). In our results Theorem 5.3 and Theorem 5.7, we present

a calculation for µ(ω) for any curve ω, from which it follows that that µ(ω) is rational. We have

also developed an algorithm to calculate µ(ω) and written a program that calculates µ(ω) for any

given closed curve ω.
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In addition, we model a randomly generated curve of infinite length as the result of a Markov

Chain. From the Markov Chain Central Limit Theorem [12], it follows that that a variable that

estimates i(ω, c) approaches a normal distribution as n → ∞. In Theorem 6.7, we use this result

to prove that i(ω, c) approaches a Gaussian distribution as n→∞.

An outline of this paper is as follows. In Section 2, we present fundamental definitions regarding

surfaces and curves. In Section 3, we present the theorem bijecting linked pairs to intersections

and give a few examples of linked pairs corresponding to intersections. In Section 4, we give

computer generated data supporting our conjecture that i(ω, c) approaches a Gaussian distribution

as n → ∞. Section 5 contains our main results regarding the expected value of i(ω, c) and its

calculation. Then in Section 6, we introduce Markov Chains and their relevance to arbitrarily long

curves. We then use the Markov Chain Central Limit Theorem to show that an estimate of i(ω, c)

approaches a normal distribution as n → ∞, which leads us to a proof that i(ω, c) approaches a

Gaussian distribution as n→∞. Finally, in Section 7, we summarize our work and describe future

goals.

2 Preliminaries

2.1 Surfaces

On an orientable surface with at least one boundary component, we consider a maximum number

of disjoint arcs with both endpoints on boundary components such that the surface is not rendered

disconnected. If there are k arcs, we can number the arcs from 1 to k and consider an alphabet

A = {a1, a2, . . . , ak, a1, a2, . . . , ak} with a1, a2, . . . , ak distinct letters. For each i ∈ {1, 2, . . . , n},
we assign one side of the arc with ai and the other with ai. Upon removing the arcs, the surface

is a polygon with 4k sides, with alternating edges labeled with letters such that each letter in

the alphabet is used exactly once. This polygon formed is called the planar model. A surface

word associated to a surface is the cyclic sequence of letters read from the planar model in a

counterclockwise direction. For surface S, we choose its surface word and denote it by W (S). We

also define the length of a surface word to be the number of letters in a surface word, equal to twice

the number of cuts made in forming the planar model. For surface S, we denote the length of its

surface word as |S|.

Figure 2.1: Torus with One Boundary
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Example 2.1. In Figure 2.1, the torus with one boundary component can be cut along the red

and blue arcs which are labeled with a and a, and b and b, respectively. Upon removing these cuts,

we attain an octogon with alternating sides labeled with a, b, a, and b. Hence we read the surface

word as abab.

2.2 Curves

We consider free homotopy classes of directed curves on a fixed surface S. Consider a curve u on

S. Suppose that u intersects a minimal number of the arcs which are removed from S to form the

planar model. A class of curves can be labeled by the ordered sequence of letters of the edges it

enters. We call this sequence of letters the curve word ; for curve u, let its curve word be W (u).

We define the curve length anagolous to the length of a surface word: it is the number of letters in

the curve word. We denote the curve length of a curve u as |u|.
When u intersects a minimal number of arcs, its curve word is reduced, meaning that for a curve

word u1u2u3 . . . u|u|, ui 6= ui+1 for 1 ≤ i ≤ k − 1, where x = x. For instance, the curve word aaaab

is not reduced, while aab is. For the remainder of this paper, a curve word denotes a reduced curve

word.

Our study involves, more specifically, classes of closed curves. Note that for classes of closed

curves, the curve word is cyclic, or word ujuj+1 . . . u|u|u1 . . . uj−1 is equivalent to u1u2 . . . u|u|.

Hence we consider cyclically reduced curve words for closed curves, meaning that ui 6= ui+1 for

1 ≤ i ≤ k − 1 and uk 6= u1. We use Wj(u) to refer to the curve word shifted by j − 1 places,

ujuj+1 . . . u|u|u1 . . . uj−1.

We have two types of words: cyclic and linear, or non-cyclic. Cyclic words correspond to closed

curves while linear ones are associated with open curves.

Figure 2.2: Curve abb on Torus with One Boundary

Example 2.2. Figure 2.2 displays a closed curve, drawn in green, on the torus with one boundary.

Upon forming the planar model abab, the curves become green arcs between labeled edges, as

shown. Then the curve word is abb, as the curve enters edges a, b, and b, in that order.

Example 2.3. Figure 2.3 shows open curve baa on surface abab.
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Figure 2.3: Open Curve baa on abab

Definition 2.4. Let the representative of a word w be the class of open curves with curve word w

if w is linear, or the class of closed curves with curve word w if w is cyclic.

The power of curve words can be seen in the following theorem:

Theorem 2.5. [13] Fix a planar model of an orientable surface S. There is a bijection between

curve words and free homotopy classes of closed curves on S.

Most of the topological properties of a free homotopy class of curves are recorded in a string

of letters. This allows us to study classes of curves by simply studying their corresponding curve

words.

If open curve u has curve word u1u2u3 . . . u|u|, let u be the open curve such that W (u) =

u|u|u|u|−1u|u|−2 . . . u1. We let W (u) = u|u|u|u|−1u|u|−2 . . . u1, so that W (u) = W (u). Essentially, if

we reverse the direction of each curve in u, we obtain u.

3 Intersections of Two Curves

We now consider the interactions of two curves on a surface.

Definition 3.1. For any two free homotopy classes of curves u and v on the same surface S, the

minimal intersection number of u and v, denoted by i(u, v), is the smallest number of intersection

points of u and v, counted with multiplicity.

Properties of curve words that imply intersections have been studied by many people, notably

by Moira Chas [7]. In this section, we review her results.

3.1 Extended Planar Model

For a surface S, fix a planar model and a surface word. Choose an open curve u on S with curve

word u1u2 . . . u|u|. Then an extended planar model of S is |u|−1 ordered planar models where edge

ui of the ith planar model is connected to edge ui of the (i+ 1)th planar model for 1 ≤ i ≤ |u| − 1.

Curve u can be drawn on this planar model, starting from edge u1 of the first planar model and

entering edge ui+1 of the ith planar model.

Example 3.2. Figure 3.1 shows the extended planar model of open curve babb.
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Figure 3.1: Extended Planar Model of Curve babb on Torus with One Boundary

3.2 Linked Pairs Theorem

First we introduce a few definitions.

Definition 3.3. A power of a word W is the word formed by concatenating W with itself a number

of times. In particular, let W k denote the word formed by concatenating W with itself k times.

For example, the word abbabbabb is a power of the word abb. Specifically, abbabbabb = (abb)3.

Definition 3.4. We say that word u′ is a subword of a word W if u′ is a substring of W k for some

k ∈ N.

Note that a subword is a linear word, so the representatives of subwords are directed open

curves.

Definition 3.5. A linked pair is a pair of linear words (p, q) with |p| = |q| such that one of the

following conditions hold:

1. p = p1p2 and q = q1q2 for p1, p2, q1, q2 ∈ A

2. p = p1Rp2 and q = q1Rq2 for a linear word R and p1, p2, q1, q2 ∈ A

3. p = p1Rp2 and q = q1Rq2 for a linear word R and p1, p2, q1, q2 ∈ A,

and any representatives of p and q must intersect when placed in the same extended planar model.

Figure 3.2 demonstrates a linked pair of the second type. The red edges are letters in R. Note

that for linked pair (p, q) of the second type, (p, q) is a linked pair of the third type.

This leads us to an important theorem:

Theorem 3.6. (Chas, M. (2004)) [7] For free homotopy classes of curves u and v, consider a pair

of representatives of u and v that intersect minimally. There is a bijection between intersections

and linked pairs (u′, v′), for u′ a subword of W (u) and v′ a subword of W (v).
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Figure 3.2: Linked Pair

Specifically, the intersection associated with a linked pair (p, q) is the intersection of the rep-

resentatives of p and q in their shared extended planar model. We demonstrate the linked pairs

corresponding to intersections in the following example:

Example 3.7. Displayed in Figure 3.3 are the curves a and abb on surface abab. We observe a

minimal of two intersections.

Figure 3.3: Curves a and abb on abab

Figure 3.4: Extended Planar Model of Linked Pairs (aa, bb) and (aaa, bab)

Pairs (aa, bb) and (aaa, bab) are linked pairs, as shown in Figure 3.4. Both aa and aaa are

subwords of a while bb and bab are both subwords of abb. Then the two intersections of a and abb

correspond to the linked pairs (aa, bb) and (aaa, bab).

4 Empirical Distribution

With a computer, for a fixed curve ω and positive integer n, we can study the distribution of i(ω, c)

for c ∈ Cn. We used a program in Java that computes the complete set Cn and determines the
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number of linked pairs (ω′, c′) for ω′ a subword of W (ω) and c′ a subword of W (c). By running

this program and, for each k, determining the number of classes of curves c satisfying i(ω, c) = k,

we created histograms.

Figure 4.1: Intersections with a and abb on abab

Since it takes O(cn) time to generate Cn, we only ran the program for n ≤ 15. A clear pattern

emerges rather quickly; even at n = 15, the distribution appears to approach a normal distribtuion.

We see this in Figure 4.1 for ω = a and ω = abb on the torus with one boundary component with

surface word abab.

5 Expected Number of Intersections of a Fixed Curve with Curves

of Length n

In this section, we look at the mean Ec∈Cni(ω, c) of the distribution of i(ω, c) for fixed class of

curves ω and a random class of curves c in Cn. We show that E i(ω,c)
n approaches a constant µ(ω)

as n→∞, which we can calculate.

5.1 Formula for the Mean

Recall that a multiset is a set in which repeated elements are considered distinct. Because inter-

sections are implied by linked pairs, we simply need to find the multiset C ′ of all words c′ for which

there exists a subword ω′ of W (ω) such that (ω′, c′) is a linked pair. We also consider a multiset

D′ of half the words in C ′ of length at least 3 that will be used in Lemma 5.1 and Theorem 5.7.

Determining all elements in C ′ can be done by considering individually each subword ω′ of our

fixed curve word W (ω). We denote the first character of ω′ by ω′1, the last by ω′2, and the middle

|ω′| − 2 characters by R, such that ω′ = ω′1Rω
′
2. To find a word c′ such that (ω′, c′) is a linked pair,

we search through all values of c′1 and c′2 for ones that give that (ω′, c′1Rc
′
2) is a linked pair. Then

we add c′ = c′1Rc
′
2 to C ′ and, if |c′| ≥ 3, to D′. Since c′ also gives (ω′, c′) is a linked pair, we must

also add c′ to C ′. Define C ′[i,j] to be the multiset of all words in C ′ with length at least i and at

most j. Then C ′ = C ′[2,2] ∪D
′ ∪ (∪c′∈D′{c′}).
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Let Ec′ be the expected number of times a word c′ is a subword of a random curve word of

length n, divided by n. The process of randomly generating k consecutive letters in a curve word

is equivalent to choosing the first at random from |S| possibilities, and each successive letter from

|S| − 1 possibilites. Then, we can give Ec′ an explicit formula:

Ec′ =
1

|S|(|S| − 1)|c′|−1
.

Let µm(ω) be the sum of Ec′ for all |c′| ≤ m. Then µm(ω) is equal to

µm(ω) =
∑

c′∈C′,|c′|≤m

Ec′

=
∑

c′∈C′,|c′|≤m

1

|S|(|S| − 1)|c′|−1
.

We want to show that the sequence {µm(ω)}m approaches a constant µ(ω). To facilitate calcu-

lations, we first show that we can partition the curves in C ′[3,∞) into sets [c′] for c′ ∈ C ′[3,|ω|+2], such

that [c′] contains exactly one word of length |c′|+ k|ω| for k ≥ 0.

Lemma 5.1. Each word c′ ∈ C ′[3,|ω|+2] determines a set of words [c′] ∈ C ′[3,∞), with c′′ ∈ [c′] if there

exists i and j such that c′ = c′1Rc
′
2, and c′′ is either c′1R[Wj(ω)]ic′2 or c′1R[Wj(ω)]ic′2. Each word

c′′ ∈ C ′[3,∞) belongs to exactly one of these sets.

Proof. Define D′[i,j] to be the multiset of all words in D′ with length at least i and at most j. It

suffices to prove that each word c′ ∈ D′[3,|ω|+2] determines an set of words [c′] ∈ D′[3,∞) = D′ and

that each word c′′ ∈ D′ belongs to exactly one of these sets.

For any curve c′ ∈ D′[3,|ω|+2], let c′ = c′1Rc
′
2 for c′1, c

′
2 ∈ A and R a subword of W (ω). If

W (ω) = ω1ω2 . . . ω|ω|, suppose that R = ωjωj+1 . . . ωj+|R|−1 for some positive integer j and indices

taken modulo |ω|, such that (ωj−1Rωj+|R|, c
′
1Rc

′
2) is a linked pair. Then let any word c′′ be in [c′] if

c′′ = c′1R[Wj+|R|(ω)]kc′2 for some integer value of k ≥ 0. Note that [c′] contains exactly one element

of length |c′|+ k|ω| for each k ≥ 0.

It is clear that c′′ ∈ D′[3,∞) since (ωj−1R[Wj+|R|(ω)]kωj+|R|, c
′′) is a linked pair. Also, given

c′′ ∈ D′[3,∞), we can write c′′ as c′′1R[Wj+|R|(ω)]kc′′2 for some values of c′′1, R, j, k, and c′′2, with

|R| ≤ |ω|. Then c′ = c′′1Rc
′′
2 ∈ D′[3,|ω|+2], or c′′ ∈ [c′].

We can now group the words in C ′[3,∞) by sets [c′] for c′ ∈ C ′[3,|ω|+2]. For a fixed c′ ∈ C ′[3,|ω|+2],

let µm(ω, c′) be the sum of all Ec′′ for c′′ ∈ [c′] and |c′′| ≤ m. In the following Lemma, we show

that the sequence {µm(ω, c′)}m approaches a constant µ(ω, c′).

Lemma 5.2. For some c′ ∈ C ′[3,|ω|+2], the sequence {µm(ω, c′)}m approaches a constant µ(ω, c′)

equal to
(|S| − 1)|ω|

(|S| − 1)|ω| − 1
· Ec′ ,
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with

|µm(ω, c′)− µ(ω, c′)| = Ec′

(|S| − 1)|ω| − 1
·
[

1

(|S| − 1)|ω|

]⌊m−|c′|
|ω|

⌋
.

Proof. From Lemma 5.1, we have that, for c′ ∈ C ′[3,|ω|+2], [c′] contains exactly one word of length

|c′|+ k|ω| for each integer k ≥ 0. Then

µm(ω, c′) =
∑

c′′∈[c′],|c′′|≤m

Ec′′

=
∑

c′′∈[c′],|c′′|≤m

1

|S|(|S| − 1)|c′′|−1

=
1

|S|(|S| − 1)|c′|−1
·

⌊
m−|c′|
|ω|

⌋∑
k=0

[
1

(|S| − 1)k|ω|

]

=
1

|S|(|S| − 1)|c′|−1
·

(|S| − 1)|ω| −
[

1
(|S|−1)|ω|

]⌊m−|c′|
|ω|

⌋

(|S| − 1)|ω| − 1

=
(|S| − 1)|ω| −

[
1

(|S|−1)|ω|

]⌊m−|c′|
|ω|

⌋

(|S| − 1)|ω| − 1
· Ec′ .

Let

µ(ω, c′) =
(|S| − 1)|ω|

(|S| − 1)|ω| − 1
· Ec′ .

For any ε > 0, there is a value of m0 for which

|µm(ω, c′)− µ(ω, c′)| = Ec′

(|S| − 1)|ω| − 1
·
[

1

(|S| − 1)|ω|

]⌊m−|c′|
|ω|

⌋

< ε

for all m > m0. Therefore, µ(ω, c′) is the limit of the sequence {µm(ω, c′)}m.

Let gω(k) be the number of elements of C ′ with length equal to k. This leads us to our following

result about the mean of the limiting distribution.

Theorem 5.3. Fix a surface S and its surface word. For fixed class of curves ω, {µm(ω)}m
converges to

µ(ω) =

[
gω(2)

|S|(|S| − 1)

]
+

 (|S| − 1)|ω|

(|S| − 1)|ω| − 1
·

∑
3≤k≤|ω|+2

gω(k)

|S|(|S| − 1)k−1

 ,
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such that

|µm(ω)− µ(ω)| =
∑

c′∈C′
[3,|ω|+2]

 Ec′

(|S| − 1)|ω| − 1
·
[

1

(|S| − 1)|ω|

]⌊m−|c′|
|ω|

⌋ .

Proof. Let ε > 0. Set µ(ω) equal to

µ(ω) =
∑

c′∈C′
[2,2]

Ec′ +
∑

c′∈C′
[3,|ω|+2]

µ(ω, c′)

=
∑

c′∈C′
[2,2]

Ec′ +
(|S| − 1)|ω|

(|S| − 1)|ω| − 1

∑
c′∈C′

[3,|ω|+2]

Ec′

=

 ∑
c′∈C′

[2,2]

1

|S|(|S| − 1)

+

 (|S| − 1)|ω|

(|S| − 1)|ω| − 1

∑
c′∈C′

[3,|ω|+2]

1

|S|(|S| − 1)|c′|−1


=

[
gω(2)

|S|(|S| − 1)

]
+

 (|S| − 1)|ω|

(|S| − 1)|ω| − 1
·

∑
3≤k≤|ω|+2

gω(k)

|S|(|S| − 1)k−1

 .
We have that

µm(ω) =
∑

c′∈C′
[2,2]

Ec′ +
∑

c′∈C′
[3,|ω|+2]

µm(ω, c′).

Because by Lemma 5.2,

|µm(ω, c′)− µ(ω, c′)| = Ec′

(|S| − 1)|ω| − 1
·
[

1

(|S| − 1)|ω|

]⌊m−|c′|
|ω|

⌋
,

there exists m0 such that for all m > m0,

|µm(ω)− µ(ω)| =

∣∣∣∣∣∣∣
 ∑
c′∈C′

[2,2]

Ec′ +
∑

c′∈C′
[3,|ω|+2]

µm(ω, c′)

−
 ∑
c′∈C′

[2,2]

Ec′ +
∑

c′∈C′
[3,|ω|+2]

µ(ω, c′)


∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣
∑

c′∈C′
[3,|ω|+2]

(
µm(ω, c′)− µ(ω, c′)

)∣∣∣∣∣∣∣
=

∑
c′∈C′

[3,|ω|+2]

 Ec′

(|S| − 1)|ω| − 1
·
[

1

(|S| − 1)|ω|

]⌊m−|c′|
|ω|

⌋
< ε.
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Corollary 5.4. Ec∈Cn
i(ω,c)
n is bounded.

Proof. This is clear as gω(k) is bounded for all k: Because there are 2 · |ω| choices for ω′ for which

(ω′, c′) is a linked pair, and less than |ω| choices for each of c′1 and c′2, we have that

gω(k) < 2 · |ω|3.

Furthermore, there are finitely many 3 ≤ k ≤ |ω|+ 2.

Corollary 5.5. limn→∞ Ec∈Cn
i(ω,c)
n ∈ Q.

Proof. The expression obtained for limn→∞ Ec∈Cn
i(ω,c)
n in Theorem 5.3 is a finite sum of rational

numbers, so the sum is also a rational number.

But we can calculate gω(k) from the curve word of ω. For fixed surface S, we fix a planar model

and surface word. We define a function d : A2 → Z. On surface word z1z2 . . . z|S|, let

d(zi, zj) =


j − i− 1 if i < j

|S|+ i− j − 1 if i > j

0 if i = j.

Figure 5.1: d(zi, zj)

Note that d is essentially counting in a counterclockwise direction the number of labeled edges

in the planar model of S between zi and zj .

Definition 5.6. Fix a planar model and surface word of a surface S. We say that an edge zl is

between two edges zi and zj if either i < l < j, j < i < l ≤ |S|, or l < j < i.

Then d(zi, zj) counts the number of edges zl that are between zi and zj . Now we can find a

formula for gω(k).

Theorem 5.7. For fixed class of curves ω on a fixed surface S with fixed planar model and surface

word, let the curve word of ω be ω1ω2 . . . ω|ω|. Then the function gω(k) is given by

gω(k) =

2 ·
∑|ω|

i=1 [d(ωi, ωi+1) · d(ωi+1, ωi)] if k = 2

2 ·
∑|ω|

i=1 [d(ωi, ωi+1) · d(ωi+k−1, ωi+k−2) + d(ωi+1, ωi) · d(ωi+k−2, ωi+k−1)] if 3 ≤ k ≤ |ω|+ 2,
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where indices are taken modulo |ω|.

Proof. Since for linked pair (ω′, c′), we have that |ω′| = |c′|, we consider all subwords ω′ of W (ω′)

of length k for each 3 ≤ k ≤ |ω|+ 2.

First we consider k = 2. Each ω′ of length 2 is of the form ωiωi+1 for 1 ≤ i ≤ |ω| and indices

taken modulo |ω|. Then either c′1 is between ωi and ωi+1 and c′2 is between ωi+1 and ωi, or c′1 is

between ωi+1 and ωi and c′2 is between ωi and ωi+1. The first case gives d(ωi, ωi+1) · d(ωi+1, ωi)

possibilities, and the second gives d(ωi+1, ωi) ·d(ωi, ωi+1) possiblilities, for a total of 2 · [d(ωi, ωi+1) ·
d(ωi+1, ωi)] possible values of (c′1, c

′
2). Summing across all values of i gives

gω(2) = 2 ·
|ω|∑
i=1

[d(ωi, ωi+1) · d(ωi+1, ωi)] .

Now consider 3 ≤ k ≤ |ω|+ 2. For ω′ = ωiωi+1 . . . ωi+k−2ωi+k−1, with indices taken modulo |ω|,
let R = ωi+1ωi+2 . . . ωi+k−2. Since there is a bijection between words c′ = c′1Rc

′
2 ∈ D′ and c′2Rc

′
1,

gω(k) counts twice as many words as there are words of length k in D′. Therefore we can count

the number of linked pairs (ω′, c′) with c′ = c′1Rc
′
2 ∈ D′ for c′1, c

′
2 ∈ A and multiply by 2 to account

for words c′ = c′2Rc
′
1 not in D′.

Then we are looking for the number of pairs (c′1, c
′
2) such that (ω′, c′1Rc

′
2) is a linked pair. There

are two cases. The first is if c′1 is between ωi and ωi+1 and c′2 is between ωi+k−1 and ωi+k−2, which

gives a total of d(ωi, ωi+1) · d(ωi+k−1, ωi+k−2) possible pairs (c′1, c
′
2). The other case is where c′1 is

between ωi+1 and ωi, and c′2 is between ωi+k−2 and ωi+k−1, which gives d(ωi+1, ωi)·d(ωi+k−2, ωi+k−1)

possibilites. If we sum these two cases across all values of i and multiply by 2, we get that

gω(k) = 2 ·
|ω|∑
i=1

[d(ωi, ωi+1) · d(ωi+k−1, ωi+k−2) + d(ωi+1, ωi) · d(ωi+k−2, ωi+k−1)] .

Once gω(k) has been found for 2 ≤ k ≤ |ω|+ 2, limn→∞ E i(ω,c)
n can be calculated. A computer

can both determine gω(k) as well as perform the calculations. We have written such a program

that outputs the mean of the limiting distribution of i(ω,c)
n , using the process described in this

section. The output of the program is two relatively prime positive integers k1 and k2 such that

µ(ω) = k1
k2

. The value of k1
k2

matches the experimental mean calculated by another program that

considers i(ω, c) for each c ∈ Cn individually.

5.2 Example Calculation

We now calculate µ(ω) for ω = abb to demonstrate the process of calculation concretely.

Example 5.8. Let ω = abb on surface abab. We calculate µ(abb).
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Figure 5.2: Curve abb on surface abab

First we find gabb(2). All subwords ω′ of abb of length 2 are {ab, bb, ba}. Since d(b, a) = 0, there

are no words c′ of length 2 such that (ab, c′) or (ba, c′) is a linked pair. Hence the only linked pairs

with |ω′| = 2 are (bb, aa) and (bb, aa), or gabb(2) = 2.

Now we need to find gabb(k) for 3 ≤ k ≤ |abb|+ 2 = 5. In the following table, we consider each

value of k and find each subword ω′ of abb of length k. Then if ω′ = ω′1ω
′
2 . . . ω

′
k, we find d(ω′1, ω

′
2),

d(ω′k, ω
′
k−1), d(ω′2, ω

′
1), and d(ω′k−1, ω

′
k). Then the total possible values of c′ such that (ω′, c′) is a

linked pair is 2 · [d(ω′1, ω
′
2) · d(ω′k, ω

′
k−1) + d(ω′2, ω

′
1) · d(ω′k−1, ω

′
k)], which we also record, under the

“Total” column.

|ω′| ω′ d(ω′1, ω
′
2) d(ω′k, ω

′
k−1) d(ω′2, ω

′
1) d(ω′k−1, ω

′
k) Total

3 abb 2 1 0 1 4

3 bba 1 2 1 0 4

3 bab 0 0 2 2 8

4 abba 2 2 0 0 8

4 bbab 1 0 1 2 4

4 babb 0 1 2 1 4

5 abbab 0 2 2 0 0

5 bbabb 1 1 1 1 4

5 babba 0 2 2 0 0

Then gabb(3) = 16, gabb(4) = 16, and gabb(5) = 2. Now we calculate µ(abb) =
∑

c′∈C′ Ec′ :

∑
c′∈C′

Ec′ =
∑

c′∈C′[2,2]

Ec′ +
∑

c′∈C′
[3,|ω|+2]

µ(ω, c′)

=

[
gabb(2)

|S|(|S| − 1)

]
+

27

26
·

∑
3≤k≤|abb|+2

gabb(k)

|S|(|S| − 1)k−1


=

2

4 · 3
+

27

26
·
(

16

4 · 32
+

16

4 · 33
+

4

4 · 34

)
=

31

39
.
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6 Gaussian Distribution

We have studied the mean of the distribution, and now we look at its shape. In this section, we

prove that i(ω, c) approaches a Gaussian distribution as n→∞. First, we must introduce Markov

Chains, which are instrumental to this proof.

6.1 Markov Chains

A Markov Chain is a sequence of random variables (Xi : i ≥ 0) that take on values in a state space

S and satisfy

P (Xn+1 = x|Xn = Xn, Xn−1 = Xn−1, . . . , X0 = x0) = P (Xn+1 = x|Xn = xn).

In other words, in a Markov Chain, the value of the next variable Xn+1 is only dependent on the

value of Xn.

For our problem, we study only finite state Markov Chains, or where S is a finite space.

The probabilities at time t associated with transitioning from one state to another are called

transition probabilities. For a finite state Markov Chain whose transition probabilities between

states are independent, we can assign a transition matrix P such that Pi,j is the probability of

transitioning from state i to state j.

A finite state Markov Chain is irreducible if it is possible to get from any state to another. A

state r is recurrent if P (Xi = r for infinitely many i) = 1. For a recurrent state r, let the first

return time of r be equal to τ(r) = inf{i ≥ 1 : Xi = r}. A Markov Chain is recurrent if all its states

are recurrent. For a recurrent Markov Chain, P (Xn = x) as n → ∞ approaches a fixed constant

for each value of x ∈ S. For finite state Markov Chains that are both irreducible and recurrent,

there is a unique stationary distribution π(x) of the Markov Chain, which is the probability that

Xn = x for n→∞, or π(x) = P (Xn = x|n→∞).

We can also define a reward function f : S→ R to be a function on the states of a Markov Chain

to the real numbers. Finally, to state a formula for the variance, we let τ0 and τ1 be independently

and identically distributed positive random variables. Then we have the following Central Limit

Theorem for finite state Markov Chains:

Theorem 6.1. (Markov Chain Central Limit Theorem [12]) Let X = (Xn : n ≥ 0) be an irre-

ducible, positive, and recurrent Markov chain on a discrete state space S. Then,∑n−1
i=0 f(Xi)− nπf

n
1
2

→ σN(0, 1)

as n→∞ for σ2 =
(E[
∑τ0+τ1
j=τ0

(f−πf)(Xj)])2

E[τ1] .
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6.2 Markov Chain Estimate of i(ω, c)

As we are looking at the limiting distribution of i(ω, c), we are looking at curves of arbitrarily

large length. Hence we can view the process of generating a random curve c ∈ C∞ as generating

an infinite sequence (yi : i ≥ 0) of random characters yi ∈ A, where P (yi+1 = yi) = 0 and

P (yi+1 = x) = 1
|S|−1 for x 6= yi.

The process of selecting each character one by one can be seen as a Markov Chain with state

space equal to the alphabet A. However, we can instead let the state space Sm of a Markov chain be

all reduced words of length m for some m. Then the transition matrix P has Pi,j = 1
|S|−1 if the word

formed by the last m− 1 characters of i is equal to the word formed by the first m− 1 characters

of j, and Pi,j = 0 otherwise. For instance, for surface S = abab, Pabb,bba = 1
3 and Pbaab,aab = 0.

Then generating a random curve c ∈ C∞ can be viewed instead as a sequence of random variables

(Yi|i ≥ 0), where Yi corresponds to the word yi+1yi+2 . . . yi+m.

The stationary distribution π(x) of this Markov Chain has π(x) = 1
|S|(|S|−1)m−1 for all x, since

Yi is equally likely to equal each word of length m.

We say that a word w begins another word w′ if the string formed from the first |w′| letters of

w is equal to w′. Then we can define a reward function f(x) : Sm → R to be the number of words

c′ ∈ C ′ that x begins. Then f(x) < ∞ for all x because x has finite length and hence can only

begin finitely many elements of C ′. Essentially, f(x) accounts for all words in C ′ with length less

than or equal to |x|, so that we count occurrences of words c′ ∈ C ′ with |c′| ≤ m in the Markov

Chain.

In random curve c = y1y2 . . . yn, let N(c, [i, j]) be the random variable that counts the number of

times a word c′ ∈ C ′ with length between i and j inclusive appears as a substring yiyi+1 . . . yi+|c′|−1

of c. Then N(c, [2,m]) =
∑n−m

i=0 f(Yi). For large m, N(c, [2,m]) offers an approximation of i(ω, c).

Furthermore, N(c, [2,m]) approaches a normal distribution as n → ∞, which we state in the

following lemma:

Lemma 6.2. For any m ∈ N,

N(c, [2,m])− nπf
n

1
2

→ σ(ω)N(0, 1)

for c ∈ Cn as n→∞ for some constant σ(ω).

Proof. Applying Theorem 6.1 to N(c, [2,m]), π, and f as defined gives the stated result.

In other words, for any m ∈ N, the Markov Chain Central Limit Theorem is sufficient to prove

normality for the number of occurences of the elements in C ′[2,m].

Define Gm = σ(ω) ·N(0, 1), or the limiting distribution of N(c,[2,m])
n as n → ∞, and let hm be

the random variable with distribution Gm.

It remains to generalize this normality to when all elements of C ′ are considered. But as the

length of a word c′ ∈ C ′ increases, the expected number of times it appears as a subword of the
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curve word of a curve c ∈ Cn for fixed n decreases, so intuitively, the effect of longer words c′ ∈ C ′

on the value of i(ω, c) = N(c, [2,∞]) should be small. Furthermore, as m increases, N(c, [2,m])

yields a sharper and sharper estimate of i(ω, c) for c ∈ Cn. The fact that N(c,[2,m])−nπf
n

1
2

→ σN(0, 1)

as n → ∞ for any arbitrarily large m suggests that N(c, [2,∞]) = i(ω, c) approaches a Gaussian

distribution as n→∞ as well. We prove this in the following section.

6.3 Proof of Gaussian Distribution

Consider the sequence {Gm}m. If it has a limit G, then let h be the random variable with distribu-

tion G. We want to show that the distribution of i(ω,c)
n approaches G. This bounding can be split

into considering three differences: i(ω,c)
n and N(c,[2,m])

n , N(c,[2,m])
n and hm, and hm and h.

In Theorem 6.7, we assert the existence of the limit G of {Gm} as a result of Theorem 5.3 and

Lemma 6.6. We also consider the difference in the third difference between hm and h.

The second difference, between N(c,[2,m])
n and hm, is a result of Lemma 6.2. Hence we have left

to consider the first difference between i(ω,c)
n and N(c,[2,m])

n = N(c,[m+1,∞])
n .

Let p(c, c′′) be the number of times that c′′ is a subword of c, for word c′′ and curve word c of

length n. For n ∈ N and c′ ∈ C ′[3,|ω|+2], define X(c′, n,m) to be the maximal possible number of

occurences of words c′′ ∈ [c′] with |c′′| > m in c, divided by n, over all c ∈ Cn, or:

X(c′, n,m) = max
c∈Cn

∑
c′′∈[c′],|c′′|>m

p(c, c′′)

n
.

Then N(c,[m+1,∞])
n ≤

∑
c′∈C′

[3,|ω|+2]
X(c′, n,m).

We say that a word c′ is located at a position i in a curve word W (c) for c ∈ Cn if c = y1y2 . . . yn

and c′ = yiyi+1 . . . yi+|c′|−1. This leads us to the following lemma limiting the number of words c′′

in fixed [c′] that are located at a certain position.

Lemma 6.3. At most one word c′′ ∈ [c′] can be located at any position i in a curve word W (c), for

a fixed c′ ∈ C ′[3,|ω|+2].

Proof. We first prove that for any two distinct words c′′ and c′′′ both belonging to the same set [c′]

for c′ ∈ C ′[3,|ω|+2], and for any 1 ≤ i ≤ n−max(|c′′|, |c′′′|)+1, at most one of c′′ and c′′′ can be located

at position i of curve word W (c). Suppose that c′ ∈ D′[3,|ω|+2] (the other case follows similarly).

Also, suppose without loss of generalization that |c′′| < |c′′′|. Then we can write c′′ = c′1Rc
′
2 and

c′′′ = c′3R[Wj(ω)]kc′4 for some k ≥ 1.

Suppose for the sake of contradiction that c′′ and c′′′ are both located at positition i. Then

c′′ equals the first |c′′| letters of c′′′, or c′1Rc
′
2 = c′3Rωj , so c′2 = ωj . As c′′ ∈ C ′, the pair

(c′′, ωj−|R|−1Rωj) = (c′1Rc
′
2, ωj−|R|−1Rωj) is a linked pair, but this is a contradiction as c′2 = ωj

contradicts the definition of a linked pair.

Now suppose there are K words c′′ ∈ [c′] located at a position i. If K = 0, then the result

clearly follows. Else, consider c′′ located at position i. Then no other c′′′ ∈ [c′] can also be located
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at i, or K = 1.

The following lemma is another bound on, for fixed c′, the number of c′′ ∈ [c′] that can exist in

a curve word.

Lemma 6.4. For m ≥ |ω|+ 2 and two words c′′ and c′′′, with |c′′|, |c′′′| > m, both belonging to the

same set [c′] for c′ ∈ C ′[3,|ω|+2], suppose c′′ is located in c at position i1 and c′′′ is located at position

i2 with i1 < i2. Then i2 − i1 ≥ |c′′| − |ω| − 2.

Proof. Suppose that c′ ∈ D′[3,|ω|+2] as the other case is similar. Let c′′ = c′′1R1c
′′
2 and c′′′ = c′′′1 R2c

′′′
2 .

For the sake of contradiction, suppose that i2 − i1 < |c′′| − |ω| − 2. Then the first |ω| characters of

R2, equal to Wj(ω) for some j, are contained within R1. Furthermore, since i2 > i1, c
′′′
1 Wj(ω) is

contained within R1, implying that c′′′1 = ωj−1, contradiction.

Finally, we bound X(c′, n,m) for c′ ∈ C ′[3,|ω|+2] with a value that depends on m and is indepen-

dent of n.

Lemma 6.5. For m ≥ |ω|+ 2, c′ ∈ C ′[3,|ω|+2], 0 ≤ X(c′, n,m) < 1
m−|ω|−1 .

Proof. First recall that 0 ≤ N(c,[m+1,∞])
n ≤ X(c′, n,m), hence X(c′, n,m) ≥ 0.

Let K be the number of occurences of words c′′ ∈ [c′] with |c′′| ≥ m + 1 in c ∈ Cn. If

c = y1y2 . . . yn, let the words c′′ ∈ [c′] of length greater than m contained in c be c′′1, c
′′
2, . . . , c

′′
K .

Furthermore, suppose that c′′j is located at position ij , and that i1 ≤ i2 ≤ · · · ≤ iK . By Lemma 6.3,

ij 6= ij+1, so we have i1 < i2 < · · · < iK . By Lemma 6.4, ij+1 − ij ≥ |c′′j | − |ω| − 2. Then

K · (m− |ω| − 1) = K · [(m+ 1)− |ω| − 2]

= (K − 1) · [(m+ 1)− |ω| − 2] + [(m+ 1)− |ω| − 2]

<

K−1∑
j=1

[
|c′′j | − |ω| − 2

]
+ |c′′K |

≤ n,

or

K <
n

m− |ω| − 1
.

Since X(c′, n,m) = K
n , we have that

X(c′, n,m) <

n
m−|ω|−1

n

=
1

m− |ω| − 1
.
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We now have an upper bound for X(c′, n,m) that decreases as m increases.

Before we prove that i(ω, c) approaches a normal distribution as n→∞, we must first consider

its variance. Let σ2n,m(ω) be the variance of the distribution of N(c,[2,m])
n . By Lemma 6.2, we

have that {σ2n,m(ω)}n is a sequence that converges to a constant σ2m(ω). We consider the sequence

{σ2m(ω)}m and show that this also converges to a constant σ2(ω).

Lemma 6.6. There exists a value of σ2(ω) such that, for m ≥ |ω|+ 2,

|σm(ω)− σ(ω)| <
2 · |C ′[3,|ω|+2]|
m− |ω| − 1

and

|σ2m(ω)− σ2(ω)| <
4 · |C ′[3,|ω|+2]|
m− |ω| − 1

· σ(ω) +

(
2 · |C ′[3,|ω|+2]|
m− |ω| − 1

)2

.

Then {σ2m(ω)}m converges to σ2(ω).

Proof. For sufficiently large m1 < m2, note that

|σm1(ω)− σm2(ω)| <
∑

c′∈C′
[3,|ω|+2]

X(c′,∞,m1)

<
|C ′[3,|ω|+2]|
m1 − |ω| − 1

.

Since for any ε > 0, we can choose m1 arbitrarily large so that
|C′

[3,|ω|+2]
|

m1−|ω|−1 < ε, {σm(ω)}m is a Cauchy

sequence that converges to a constant σ(ω), with

|σm(ω)− σ(ω)| <
2 · |C ′[3,|ω|+2]|
m− |ω| − 1

.

Then,

σ(ω)−
2 · |C ′[3,|ω|+2]|
m− |ω| − 1

< σm(ω) < σ(ω) +
2 · |C ′[3,|ω|+2]|
m− |ω| − 1

,

or

σ2(ω)−
4 · |C ′[3,|ω|+2]|
m− |ω| − 1

σ(ω) +

(
2 · |C ′[3,|ω|+2]|
m− |ω| − 1

)2

< σ2m(ω)

< σ2(ω) +
4 · |C ′[3,|ω|+2]|
m− |ω| − 1

· σ(ω) +

(
2 · |C ′[3,|ω|+2]|
m− |ω| − 1

)2

,
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so

|σ2m(ω)− σ2(ω)| <
4 · |C ′[3,|ω|+2]|
m− |ω| − 1

· σ(ω) +

(
2 · |C ′[3,|ω|+2]|
m− |ω| − 1

)2

.

For any ε > 0, there exists m such that
4·|C′

[3,|ω|+2]
|

m−|ω|−1 · σ(ω) +

(
2·|C′

[3,|ω|+2]
|

m−|ω|−1

)2

< ε, hence σ2m(ω)

converges to σ2(ω).

We can now prove that the distribution of i(ω, c) approaches a Gaussian distribution as n→∞.

Theorem 6.7. Fix a free homotopy closed class of curves ω on a surface S. Then for c ∈ Cn for

n ∈ N,
i(ω, c)− µ(ω) · n

n
1
2

→ σ(ω)N(0, 1)

as n→∞ for positive constant σ(ω).

Proof. Recall that hm is the random variable with distribution Gm, the limiting distribution of
N(c,[2,m])

n , which by Lemma 6.2 is a Gaussian distribution. Since the sequence {Gm}m has controlled

mean by Theorem 5.3 and controlled variance by Lemma 6.6, it approaches a limit Gaussian

distribution, G. Let h be the random variable with distribution G.

Let P(a,b)(x) denote the probability that a variable x falls in the range (a, b). Consider ε > 0.

It suffices to show that there exists n0 such that for all n > n0,∣∣∣∣P(a,b)

(
i(ω, c)

n

)
− P(a,b)(h)

∣∣∣∣ < ε.

By the triangle inequality,∣∣∣∣P(a,b)

(
i(ω, c)

n

)
− P(a,b)(h)

∣∣∣∣ ≤ ∣∣∣∣P(a,b)

(
i(ω, c)

n

)
− P(a,b)

(
N(c, [2,m])

n

)∣∣∣∣
+

∣∣∣∣P(a,b)

(
N(c, [2,m])

n

)
− P(a,b)(hm)

∣∣∣∣
+
∣∣P(a,b)(hm)− P(a,b)(h)

∣∣ .
We proceed to show that there exists m0 and n0 so that for m > m0 and n > n0, each summand

is less than ε
3 .

First, set ε1 =
|C′

[3,|ω|+2]
|

m−|ω|−1 , ε2 =
2·|C′

[3,|ω|+2]
|

m−|ω|−1 , and ε3 =
∑

c′∈C′
[3,|ω|+2]

(
Ec′

(|S|−1)|ω|−1 ·
[

1
(|S|−1)|ω|

]⌊m−|c′|
|ω|

⌋)
.
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There exists m0 ≥ |ω|+2 such that for all m > m0, the following three inequalities are all satisfied:

|C ′[3,|ω|+2]|
m− |ω| − 1

<
ε

3
(6.1)∣∣∣∣ε3 · σ(ω) + ε2 · a− ε2 · µ(ω)

σ(ω) · (σ(ω)− ε2)

∣∣∣∣ < ε

6
(6.2)∣∣∣∣ε3 · σ(ω) + ε2 · b− ε2 · µ(ω)

σ(ω) · (σ(ω)− ε2)

∣∣∣∣ < ε

6
. (6.3)

We first consider the first summand,
∣∣∣P(a,b)

(
i(ω,c)
n

)
− P(a,b)

(
N(c,[2,m])

n

)∣∣∣, which we want to show

is less than ε
3 for sufficiently large m (m > m0), independent of n. By Lemma 6.5, we have that∣∣∣∣ i(ω, c)n

− N(c, [2,m])

n

∣∣∣∣ ≤ ∑
c′∈C′

[3,|ω|+2]

X(c′, n,m)

<
|C ′[3,|ω|+2]|
m− |ω| − 1

.

Recall that ε1 =
|C′

[3,|ω|+2]
|

m−|ω|−1 . Then from Equation 6.1, for m > m0, ε1 =
|C′

[3,|ω|+2]
|

m−|ω|−1 < ε
3 . We have the

following two equations:

P(a,b)

(
i(ω, c)

n

)
≥ P(a,b−ε1)

(
N(c, [2,m])

n

)
= P(a,b)

(
N(c, [2,m])

n

)
− P(b−ε1,b)

(
N(c, [2,m])

n

)
,

and

P(a,b)

(
i(ω, c)

n

)
≤ P(a−ε1,b)

(
N(c, [2,m])

n

)
= P(a−ε1,a)

(
N(c, [2,m])

n

)
+ P(a,b)

(
N(c, [2,m])

n

)
.

These imply that∣∣∣∣P(a,b)

(
i(ω, c)

n

)
− P(a,b)

(
N(c, [2,m])

n

)∣∣∣∣ ≤ max

(
P(b−ε1,b)

(
N(c, [2,m])

n

)
,P(a−ε1,a)

(
N(c, [2,m])

n

))
≤ ε1

<
ε

3
.

The next summand is
∣∣∣P(a,b)

(
N(c,[2,m])

n

)
− P(a,b)(hm)

∣∣∣. By Lemma 6.2, we have that there exists

n0 such that for n > n0,
∣∣∣P(a,b)

(
N(c,[2,m])

n

)
− P(a,b)(hm)

∣∣∣ < ε
3 .

Finally, we have the summand
∣∣P(a,b)(hm)− P(a,b)(h)

∣∣. Let hN be the random variable with
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distribution equal to N(0, 1). Then

P(a,b)(hm) = P(a−µm(ω)
σm(ω)

,
b−µm(ω)
σm(ω)

)(hN )

and

P(a,b)(h) = P(a−µ(ω)
σ(ω)

,
b−µ(ω)
σ(ω)

)(hN ).

We then have that

∣∣P(a,b)(hm)− P(a,b)(h)
∣∣ =

∣∣∣∣P(a−µm(ω)
σm(ω)

,
b−µm(ω)
σm(ω)

)(hN )− P(a−µ(ω)
σ(ω)

,
b−µ(ω)
σ(ω)

)(hN )

∣∣∣∣
≤ P(

min
(
a−µm(ω)
σm(ω)

,
a−µ(ω)
σ(ω)

)
,max

(
a−µm(ω)
σm(ω)

,
a−µ(ω)
σ(ω)

)) (hN )

+ P(
min

(
b−µm(ω)
σm(ω)

,
b−µ(ω)
σ(ω)

)
,max

(
b−µm(ω)
σm(ω)

,
b−µ(ω)
σ(ω)

)) (hN )

≤
∣∣∣∣a− µm(ω)

σm(ω)
− a− µ(ω)

σ(ω)

∣∣∣∣+

∣∣∣∣b− µm(ω)

σm(ω)
− b− µ(ω)

σ(ω)

∣∣∣∣ .
From Lemma 6.6, we have that |σm(ω)− σ(ω)| <

2·|C′
[3,|ω|+2]

|
m−|ω|−1 = ε2, and from Theorem 5.3,

|µm(ω)− µ(ω)| =
∑

c′∈C′
[3,|ω|+2]

 Ec′

(|S| − 1)|ω| − 1
·
[

1

(|S| − 1)|ω|

]⌊m−|c′|
|ω|

⌋ = ε3.

Then

a− µm(ω)

σm(ω)
− a− µ(ω)

σ(ω)
>
a− µ(ω)− ε3
σ(ω) + ε2

− a− µ(ω)

σ(ω)

=
−ε3 · σ(ω)− ε2 · a+ ε2 · µ(ω)

σ(ω) · (σ(ω) + ε2)
,

and

a− µm(ω)

σm(ω)
− a− µ(ω)

σ(ω)
<
a− µ(ω) + ε3
σ(ω)− ε2

− a− µ(ω)

σ(ω)

=
ε3 · σ(ω) + ε2 · a− ε2 · µ(ω)

σ(ω) · (σ(ω)− ε2)
.

But
∣∣∣−ε3·σ(ω)−ε2·a+ε2·µ(ω)σ(ω)·(σ(ω)+ε2)

∣∣∣ < ∣∣∣ ε3·σ(ω)+ε2·a−ε2·µ(ω)σ(ω)·(σ(ω)−ε2)

∣∣∣ < ε
6 by Equation 6.2, so

∣∣∣∣a− µm(ω)

σm(ω)
− a− µ(ω)

σ(ω)

∣∣∣∣ < ε

6
.
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Similarly,

b− µm(ω)

σm(ω)
− b− µ(ω)

σ(ω)
>
b− µ(ω)− ε3
σ(ω) + ε2

− b− µ(ω)

σ(ω)

=
−ε3 · σ(ω)− ε2 · b+ ε2 · µ(ω)

σ(ω) · (σ(ω) + ε2)

and

b− µm(ω)

σm(ω)
− b− µ(ω)

σ(ω)
<
b− µ(ω) + ε3
σ(ω)− ε2

− b− µ(ω)

σ(ω)

=
ε3 · σ(ω) + ε2 · b− ε2 · µ(ω)

σ(ω) · (σ(ω)− ε2)
,

so since
∣∣∣−ε3·σ(ω)−ε2·b+ε2·µ(ω)σ(ω)·(σ(ω)+ε2)

∣∣∣ < ∣∣∣ ε3·σ(ω)+ε2·b−ε2·µ(ω)σ(ω)·(σ(ω)−ε2)

∣∣∣ < ε
6 by Lemma 6.3, we have that

∣∣∣∣b− µm(ω)

σm(ω)
− b− µ(ω)

σ(ω)

∣∣∣∣ < ε

6

as well.

Therefore,

∣∣P(a,b)(hm)− P(a,b)(h)
∣∣ ≤ ∣∣∣∣a− µm(ω)

σm(ω)
− a− µ(ω)

σ(ω)

∣∣∣∣+

∣∣∣∣b− µm(ω)

σm(ω)
− b− µ(ω)

σ(ω)

∣∣∣∣
<
ε

6
+
ε

6

=
ε

3
.

Now we return to our original equation, and see that for m > m0 and n > n0,∣∣∣∣P(a,b)

(
i(ω, c)

n

)
− P(a,b)(h)

∣∣∣∣ ≤ ∣∣∣∣P(a,b)

(
i(ω, c)

n

)
− P(a,b)

(
N(c, [2,m])

n

)∣∣∣∣
+

∣∣∣∣P(a,b)

(
N(c, [2,m])

n

)
− P(a,b)(hm)

∣∣∣∣
+
∣∣P(a,b)(hm)− P(a,b)(h)

∣∣
<
ε

3
+
ε

3
+
ε

3

= ε.
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7 Conclusion

In this paper, we studied the distribution of i(ω, c) for fixed curve ω and c ∈ Cn for some n ∈ N.

We have found an explicit calculation for the mean of the distribution of i(ω, c), and have written

a program in Java that computes limn→∞ E i(ω,c)
n for any fixed curve ω. We have also proved that

the distribution of i(ω, c) approaches a Gaussian distribution as n→∞.

In the future, it would be useful to investigate the standard deviation of this distribution in

order to fully quantify it. While there is a way to readily calculate the mean, it remains to be

shown whether the standard deviation can be likewise calculated.
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