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ABSTRACT: 
 
Statistical mechanics and neural network theory have long enjoyed fruitful 
interactions.  We will review some of our recent work in this area and then focus on 
two vignettes. First, we will analyze the high dimensional geometry of neural 
network error landscapes that happen to arise as the classical limit of a dissipative 
many-body quantum optimizer.  We will use the Kac-Rice formula and the replica 
method to calculate the number, location, energy levels, and Hessian eigenspectra 
of all critical points of any index and find optimal annealing schedules for 
optimization.  Second, we will reveal a new implicit bias of stochastic gradient 
descent (SGD) that forces highly overparameterized neural networks to converge to 
saddle points, not local minima.  Moreover, these saddle points: (1) correspond to 
very simple networks with far fewer effective degrees of freedom than their 
parameter count, and (2) possess superior generalization performance relative to 
local minima. Intriguingly, this implicit bias arises through position dependent 
diffusion terms in accurate Langevin dynamics models of SGD that cause freezing 
at these simple, high performing saddle points.   
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