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Abstract

We address the problem of recovering a single sparse n-vector from a basis of a subspace
spanned by the vector and k random vectors. We show that the sparse vector will be the output
to at least one of n linear programs with high probability, provided that its support size s
satisfies s < n/yvklogn. Except for the log factor, this scaling can not be improved under our
subspace model. The scaling law still holds when the desired vector is approximately sparse. We
also present results of computer simulations that empirically reveal when recovery is successful.
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1 Introduction

In this paper, we are interested in finding the sparsest nonzero element in a given subspace of R".
Such a task is interesting because it can be used to construct a basis of sparse vectors. Finding such
a basis is an important part of many problems in dictionary learning [5, 1], blind source separation
[3], and optimization theory [4]. Finding a sparse nonzero vector in a nullspace also has applications
in spectral estimation, such as with Prony’s method. [citation?].

Minimizing || - [|p over nonzero elements in the subspace is NP-hard [4]. It is natural to attempt
to minimize || - ||; instead. Spielman et al [1] provide an algorithm for finding sparse vectors in a
given subspace. They provide scaling laws for high probability recovery in the case that there is a
basis consisting entirely of sparse vectors.

In the present paper, we will study the procedure of Spielman et al [1] in a different context.
Instead of considering a subspace with a sparse basis, we will prove scaling laws for a subspace with
one sparse element together with random vectors. Additionally, we will show that the method is
robust when the special vector is close to being sparse.

Note that the task of finding the sparsest element in a subspace is different from the standard
problem of compressed sensing because the sparsest element in any subspace is zero. To get around
this trivial solution, we add an inhomogeneous linear constraint by setting one of the coefficients to
one. The resulting measurement matrix would have rows that are i.i.d. random vectors orthogonal
to a fixed sparse vector. It is not clear that such a matrix behaves like a restricted isometry, so we
find an alternative proof approach.



1.1 Exact Recovery

Consider the task of finding a sparse nonzero vector v in R™ given a subspace spanned by it and k
random vectors. Precisely, let W = span{v,(1),...,9()} where each ;) is i.i.d. N(0,1,). Such a
subspace could be specified by a basis of columns of the matrix [v, V(1) - ,f)(k)]B for some unknown
invertible matrix B. We can not simply read off v because a generic basis will not contain it in
isolation.

As in [1], we attempt to recover v by solving the collection of n linear programs

min ||z]]; such that z € W, z(i) = 1 (1)

for each 1 < i <n. From the n outputs, we select the sparsest as our estimate of v. Note that we
can only hope to recover v up to a multiplicative factor that may be negative. Given an arbitrary
basis of W, the subspace constraint can be implemented by computing a basis of the orthogonal
complement W+ and enforcing orthogonality of z against those vectors.

If v is sparse enough and if the subspace W is of low enough dimension, we anticipate that a
multiple of v will be the solution to (1) for at least one value of i. We expect that recovery will be
most likely when ¢ is the index of one of the largest components of v. In practice, no information
is known about which indices are large. Thus, we will only find v with high probability if we solve
all n programs given by (1). Precisely, we have the following theorem.

Theorem 1. Fiz a nonzero v € R™, let i* € argmax; [v(i)|, and let k < n/32. There exists a
universal constant ¢ such that for sufficiently large n,

n/vlogn v

vk v (i)
with probability at least 1 —2e™"/64 —~ e=127/2 _ fe=leyn/logn] _ % Here, v1 and vo are universal
constants.

lvllo < ¢ is the unique solution to (1) for i =1i*, (2)

From the scaling law, we observe the following scaling limits on the permissible sparsity in terms
of the dimensionality of the search space:

k~1 = vllo < n/vlogn (3)
k~n=|vllo < vn/\/logn (4)

That is, a search space of constant size permits the discovery of a vector whose support size is
almost a constant fraction of n. Similarly, a search space of fixed and sufficiently small fraction of
the ambient dimension allows recovery of a vector whose support size is almost on the the order of
the square root of that dimension.

Except for the logarithmic factor, the scaling law between n, k, and ||v||o in Theorem 1 can not
be improved. To see this, note that if i* € argmax; |v(i)|, then v/v(i*) is feasible for (1) with i = i*.
A necessary condition for successful recovery is that the sparse vector gives a lower value of || - ||;
than the minimum value attainable by the span of the random vectors:

[[v]]2

T < min||z[[; such that z € span{?(y),..., T}, 2(i") = 1, (5)
Voo

We will show in Section 2.1 that the right hand side of (5) is on the order of n/v/k when k is at
most some constant fraction of n. As ||v]|1/||v]|e < [|v]|o for all v, and the equality is attained for
some v, we conclude that high probability recovery of arbitrary v is possible only if |jv]lg < n/VE.



1.2 Stable Recovery

We now consider the corresponding task of recovering an approximately sparse v. As before, we
solve the n linear programs (1) for each 1 < ¢ < n. Of the n results, we will select the one that
is the closest to being sparse. Such a selection method could involve choosing the output with the
smallest value of || - ||o after thresholding small entries. Alternatively, it could select the output
with the smallest values of || - ||1/]| - ||2 or || - [[1/]| - [[co- We expect the solution to (1) to be a sparse
approximation of v when i is the index of one of the largest components of v. Let vs be the best
s-sparse approximation of v. This recovery method is robust in the sense of the following theorem.

Theorem 2. Fiz a nonzerov € R", let i* € argmax; |v(i)|, and let k < n/32. There exists universal
constants ¢, C' such that for sufficiently large n, for s = Lcn/i V\/lgg"j, and for i =i*, any minimizer

27 of (1) satisfies

- C\/k‘logn lv — vs]1
5 Vn |0

with probability at least 1 — 2e~ /64 — 2¢=1/32 _ ~, g=7121/2 _ e—ley/n/logn] _ k/n?.

(6)

This theorem has a favorable constant in the error bound provided that k& < n/logn. In the
case that k ~ n, the error bound has a mildly unfavorable constant, growing like v/logn. The /n/k
behavior of the error constant plays the roll of the 1/4/s term that arises in the noisy compressed
sensing problem [16]. The estimate (6) is slightly worse, as \/k/n ~ k'/*/\/s, ignoring logarithmic
factors. We believe that this behavior of the error bound could be improved.

1.3 Organization of the paper

In Section 2, we prove both theorems. In section 2.1, we derive the scaling law and proves its
optimality in the context of Theorem 1. In Section 3, we present numerical simulations.

2 Proofs

To prove the theorems, we note that (1), (2), (6), and the value of * € argmax; |v(7)| are all invariant
to any rescaling of v. Without loss of generality, it suffices to take ||v|lo = 1 and v(i*) = 1.

We begin with some notation. Let V = [v, V], where V = [0(1), D(2)5 - - - » V()] - Let Vi= . be the
i*-th row of V. Write V- . = 1, a'], where a € R¥. For a set S, write Vg and Ve as the restrictions
of V to the rows given by S and S, respectively. Let 1g be the vector that is 1 on S and 0 on S°.

Our aim is to prove that v is or is near the solution to (1) when i = i*. We begin by noting
that W = range(V'). Hence, changing variables by z = Vz, (1) is equivalent to

min ||[Vz||; such that V= .o =1 (7)

We will show that @ = e; is the solution to (7) in the exact case and is near the solution in the
noisy case. Write x = [z(1), Z] in order to separately study the behavior of  on and away from the
first coefficient. Our overall proof approach is to show that if n is larger than the given scaling, a
nonzero & gives rise to a large contribution to the ¢! norm of Vz from coefficients off the support
of v.



2.1 Derivation of Scaling Law

In this section, we derive the scaling law in the exact case of Theorem 1. We also prove its optimality
up to the log factor. Recalling that |v(i*)| = ||v|le0, & necessary condition for recovery is that the
normalized v is smaller in ¢' than any linear combination of the random vectors:

[v]l1

< min ||VZ||; such that Vi@ = 1 (8)
[v]lo

Because range(V) is a k-dimensional random subspace, we can appeal to the uniform equivalence
of the ¢! and £ norms, as given by the following lemma.

Lemma 3. Fizn < 1. For everyy in a randomly chosen (with respect to the natural Grassmannian
measure) nn-dimensional subspace of R™,

envnllyllz < llyll < v/nllyll2

with probability 1 — y1e~ 72" for universal constants vy1,7s.

This result is well known [10, 11]. Related results with different types of random subspaces can be
found at [8, 7, 9, 6]. Thus, with high probability,

V|1 ~ vn||VE|s for all (9)

We now appeal to nonasymptotic estimates of the singular values of V. Corollary 5.35 in [12]
gives that for a matrix A € R™* with k < n/16 and i.i.d. N(0,1) entries,

P<@ < Omin(4) < omax(A4) < M) >1- 2¢ /32, (10)
2 2
Thus, with high probability,

IVE|l2 ~ v/nl|Zl2 (11)

Combining (9) and (11), we get ||V Z|; ~ nl|||2 with high probability. Hence, the minimum values
of the following two programs are within fixed constant multiples of each other:
min [|[V#|; such that Vi« .# =1 ~ minn|Z|, such that Vi« .7 = 1 (12)
By the Cauchy-Schwarz inequality and concentration estimates of the length of a Gaussian vector,
any feasible point in the programs (12) satisfies
1 1
H"i‘”2 2 ~ ~ =, (13)

with failure probability that decays exponentially in k. We have thus shown that

5

n ~ ~

— ~ min||VZ||; such that Vj+ .z =1 14
e~ i |V 3 (149
with high probability. Hence, linear combinations of columns of V can reach ¢* values as low as
n/vk under the provided normalization. For (1) to succeed at finding v with high probability, it
is necessary that ||v||1/[|v]|sc stay below the n/vk level. To get successful recovery of any s-sparse
v with high probability, this necessary condition becomes s < n/ Vk.



2.2 Proof of Theorem 1

The proof of Theorem 1 hinges on the following lemma. Let S be a superset of the support of v.
Relative to the candidate x = e;, any nonzero Z gives components on S¢ that can only increase
|Vz||;. Nonzero & can give components on S that decrease ||V z||1. If the £! norm of Vi on S€ is
large enough and the ¢! norm of V# on S is small enough, then the minimizer must be e;.

Lemma 4. Let V = [v, V] with |[v]|eo = 1, Vi, = [1,a"], supp(v) C S, and card(S) = s. Suppose
that |VsZ|1 < 2s||Z||1 and ||Vsez||1 > (2]|a||oo + 2)s||Z]|1 for all Z. Then, ey is the unique solution
to (7).

Proof. For any x, observe that

Vs = Joa(1) + Vsill + |VseZlh (15)
2 [[olla]z(D)] = 2s([Z([1 + [[VseZ[l1 (16)
2 [[oll1]z(D)] + 2[|alloos||Z ]| (17)

where the first inequality is from the upper bound on |Vsz||; and the second inequality is from the
lower bound on ||[VscZ||;. Note that z = e; is feasible and has value ||Ve1||; = ||v]|;. Hence, at a
minimizer %,

loll]a® (1] + 2llalloosl|Z# 11 < folls- (18)
Using the constraint 7 (1) + @'#% = 1, a minimizer must satisfy
loll (1 = llallocllZ%[11) + 2lalloosl|lZ% 11 < [lo]l1- (19)
Noting that [|v|l; < s, a minimizer must satisfy
2[jalloos |2 1 < llalloos]|Z¥ |- (20)

Hence, ## = 0. The constraint provides a:#(l) = 1, which proves that e; is the unique solution to
(7). O

To prove Theorem 1 by applying Lemma 4, we need to study the minimum value of | Visez||1 /1121
for matrices Vge with i.i.d. N(0,1) entries. Precisely, we will show the following lemma.

Lemma 5. Let A be a n x k matriz with i.i.d. N'(0,1) entries, with k < n/16. There is a universal
constant ¢, such that with high probability, ||Az||1/||z||1 > én/Vk for all x # 0. This probability is
at least 1 — 2e~"/32 — yye7727,

Proof of Lemma 5. We are to study the problem
min | Az||; such that ||z|; =1, (21)
which is equivalent to

min | Az||; such that [|z|; > 1. (22)



The minimum value of (22) can be bounded from below by that of
min ||Az||; such that ||z|]s > 1/VEk (23)

because the feasible set of (22) is included in the feasible set of (23). We now write both the
objective and constraint in terms of Az. To that end, we apply the lower bound in (10) to get

[Az]l2
NG

The feasible set of (23) is contained by the set {x | ||Az||2 > %\/% } with high probability. Hence,
a lower bound to (23) is with high probability given by

P([Jzfl2 < 2 for all 2) > 1 — 2¢~"/32 (24)

1
min | Az||; such that [|Ax|s > 3 % (25)

In order to find a lower bound on (25), we apply Lemma 3 to the range of A, which is a k-dimensional
random subspace of R" with k& < n/16. Taking n = 1/16, we see that with high probability, the

minimal value of (25) is bounded from below by %’% The minimal value of (25), and hence

of (21), is bounded from below by én/v/k for some universal constant ¢ with probability at least
1 —2e /32 _ yjem 2, O

_ To prove the theorem by applying Lemma 4, we also need to study the maximum value of
|VsZ||1/||Z]|1 for matrices Vg with i.i.d. A(0,1) entries.

Lemma 6. Let A be a s x k matriz with i.i.d. N(0,1) entries. Then sup, s [|Az||1/|z[l1 < 2s with
probability at least 1 — ke™*.

Proof. Note that elementary matrix theory gives that the ¢! — ¢! operator norm of A is

A
max | Ay = max ||Ae;[1 (26)
20 ||zl 1<i<k

As Ae; is an s X 1 vector of i.i.d. standard normals, we have

P(||Ae; |l > t) < 2%e /28 (27)
Hence,
P(max | Aell1 > ) < j2se /% (28)
Taking ¢t = 2s, we conclude
P(max || Ae; |1 > 2s) < k2%e™28 < ke™® (29)
O

We can now combine Lemmas 4, 5, and 6 to prove Theorem 1.



Proof of Theorem 1. Let ¢ be the universal constant given by Lemma 5 and let ¢ = ¢/5. We will
show that for [jv]|o < cnvlogn Vlzg", the minimizer to (1) is v with at least the stated probability.

o
Let S be any superset of supp(v) with cardinality s = LCL V\/h—k)g"J As per Lemma 4, e; is the

solution to (7), and hence v is the unique solution to (1), if the following events occur simultaneously:

|Vsi||1 < 2s||Z||; for all & (30)
llalloc < 2v/logn (31)
Hffsca?”l > 54/logns||z||; for all & (32)

Applying Lemma 6 to the s x k matrix Vg, we get that (30) holds with probability at least 1—ke™* =
1—ke~levn/1ogn] - Classical results on the maximum of a gaussian vector establishes that (31) holds
with probability at least 1 — k/n?. Because s < n/2 and k < n/32, we have that Vgc has height
at least n/2 and width at most n/32. Hence, Lemma 5 gives that ||Vsei|1/||Z]1 > én/VE for
all & # 0 with probability at least 1 — 2e~"/6% — 4e=72%/2 Because s < g@, we conclude

vk
(32), allowing us to apply Lemma 4. Hence, successful recovery occurs with probability at least

1 — 9¢—n/64 _ ,.Yle—'ygn/2 _ ke—{c\/n/lognj _ k:/n2
O

2.3 Proof of Theorem 2

We will prove the following lemma, of which Theorem 2 is a special case.

Lemma 7. Fiz a nonzero v € R", let i* € argmax; |v(i)|, and let k < n/32. There exists universal

constants ¢, C' such that for sufficiently large n, for all s < e Vlogn V\/lgg", and for i = 1i*, any minimizer

27 of (1) satisfies

<oVl = ulh

-1, <
2 s [v]l0o

v(i*)

with probability at least 1 — 2e~™/04 — 2e=1/32 _ y e=721/2 _ =5 k/n?.

At first glance, this lemma appears to have poor error bounds for large n and poor probabilistic
guarantees for small s. On further inspection, the bounds can be improved by simply considering
a larger s, possibly even larger than the size of the support of v. Larger values of s simultaneously
increase the denominator and decrease the s-term approximation error in the numerator of (33).
Taking the largest permissible value s = LCL\/FJ, we arrive at Theorem 2.

Lemma 7 hinges on the following analog of Lemma 4.

Lemma 8. Fiz1<s<nanda>0. Let V = [v, V] with [olloo =1, Vie. = [1,a'], 6 = [lv — w1,

supp(v) C S, and card(S) = s. If |VsZ|1 < 2s||Z||1 and ||VseZ|1 > (2]|a]lco + 2 + )s||Z]|1 for all

# € R¥, then any x7 minimizing (7) satisfies
20

- 20
of —U<Z and [E#h <

Talm+ o) (34



Proof. For any x, observe that

w
t

~ ~— — ~—

IVl = o a(1) + Vsz|l1 + ||Vsez]
> [lolllz(1)] = 2s]|Z[l1 + [[Vse&llx
2 [[oll]z(D)] + (2llallco + a)s|Z]x
2 ([[oslly = O)|z(V)] + (2f|allcc + @)sl|Z]2

w
(=)

~~ o~~~
w
-3

()
Qo

where the first inequality is from the upper bound on |Vsz||; and the second inequality is from the
lower bound on ||[VseZ||;. Note that & = e; is feasible and has value [|[Vei|1 = ||[v|1 < ||lvs|l1 + 9.
Hence, at a minimizer ##,

([vslly = 0|27 (D] + @2llalleo + @)s| 1 < Jlos]ls + 0. (39)
Using the constraint 7 (1) + aZ# = 1, a minimizer must satisfy
(lvslls = )1 = llalloo /| 11) + (2llallo + a)s|Z 1 < [lvs]l1 + 6. (40)

Noting that [|vs]|1 < s, a minimizer must satisfy

20

i
z < —. 41
17700 = el + s ”
Applying the constraint again, we get
20
(1) — 1] < = (42)
s
O

We now complete the proof of Theorem 2 by proving Lemma 7.

Proof of Lemma 7. Let ¢ be the universal constant given by Lemma 5 and let ¢ = ¢/6. We will
show that for any s < c@, the minimizer to (1) is near v with at least the stated probability.

Let S be any superset of supp(vs) with cardinality s. Applying Lemma 8 with o = v/logn, we
observe that a minimizer z7 to (7) satisfies |27 (1) — 1| < 26/s and |7 ||; < 26/(s\/logn) if the
following events occur simultaneously:

Vi1 < 2s||Z||; for all & (43)
llallc < 2+/logn (44)
|Vsei||1 > 6+/logns| |1 for all & (45)

Applying Lemma 6 to the s x k matrix Vg, we get that (43) holds with probability at least 1 — ke ™.
Classical results on the maximum of a gaussian vector establishes that (44) holds with probability
at least 1 — k/n?. Because s < n/2 and k < n/32, we have that Vge has height at least n/2
and width at most n/32. Hence, Lemma 5 gives that ||[Vsei||1/||Z|1 > én/VE for all & # 0 with
probability at least 1 — 2e /64 _ 716_72"/ 2 Ifs< %%, we conclude (45), allowing us to apply
Lemma 4.



It remains to show that Va# is near v. Observe that

IVa* —vlls = [Va — Vel (46)
< llollale(1) — 1]+ V&2 (47)
< lollale(1) = 1] + oraax (V)12 (48)
< VAl (1) ~ 1] + S valla# s (49)
< Vit Vi (50)
< 0@5 (51)

The the third inequality uses the fact that [|[v]s = 1 and opmax(V) < 3/n, which occurs with
probability at least 1 — 2¢7"/32 due to the upper bound in (10). Hence, approximate recovery
occurs with probability at least 1 — 2e="/64 — 2e=7/32 _ ~ e=727/2 _ fe—s — k/n?.

O

3 Simulations

In this section, we present computer simulations that demonstrate when solving n linear programs
of the form (1) can find an approximately sparse vector v € R" from a subspace spanned by it and
k random vectors.

Let n = 100, S = {1,...,s}, and v = 1g + eu, where ¢ = 0.01 and w is i.i.d. Gaussian and
normalized such that ||ul; = 1. As before, let i* = argmax; |[v(i)]. We solve (1) for 1 < i < n
using YALMIP [13] with the SDPT3 solver [14, 15]. Among these n outputs, we let z# be either
the one corresponding to ¢ = i* or the one that has the smallest value of || - [|1/|| - ||2. We call a
recovery successful if Hz# —v/ v(z*)H2 < e. Figure 1 shows the probability of successful recovery, as
computed over 10 independent trials, for many values of k and the approximate sparsity s. Near
and below the visible curve, simulations were performed for all even values of k£ and s. In the large
region to the top-right of the curve, simulations were performed only for values of k£ and s that are
multiples of 5. In this region, the probably of recovery was always zero.

We observe that the recoverable sparsity decays rapidly in k for small values of k. For large k,
outside the scope of the theorems of this paper, the maximal recoverable sparsity decays slowly.

Unsurprisingly, when we select the best of all n programs (1), we can outperform the result
from a single program, even if an oracle tells us the index of the largest coefficient, i*. This effect
is more pronounced for small values of k. To see why, note that successful recovery is expected
when ||V; .||l is small. If k is small a large deviation of ||V;.||« is fairly likely. If there are many i
where v is large, it is likely that (1) will recover v for one of these i. If k is large, a large deviation
of ||Vi.|leo is extremely unlikely.

When selecting a signal among the solutions to (1) for each 1 < i < n, we see that we do
not recover a signal with support size much greater than 50 out of 100, even if that signal is the
minimizer for ¢ = ¢*. In this case, the selector |- ||1/]| - ||2 may preferentially select random vectors
because v is neither exactly or approximately sparse.



Probability of Recovery (Best of 1 <i <n) Probability of Recovery (i = i*)

Approximate Sparsity (s)
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Subspace Dimensionality (k) Subspace Dimensionality (k)

Figure 1: Empirical probability of recovery versus approximate sparsity and subspace dimension-
ality k. In the left panel, the n programs (1) were solved, and the output with smallest value of
|- [[1/]l - [|2 was selected. In the right panel, the one corresponding to i* = max; |v(i)| was selected.
Fach set of parameters was simulated with 10 independent trials. White represents a recovery with
probability zero. Black represents recovery with probability 1.
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