18.783 Elliptic Curves Fall 2025
Lecture #05 09/18/2025

5 Isogeny kernels and division polynomials

In this lecture we continue our study of isogenies of elliptic curves. Recall that an isogeny
is a surjective morphism that is also a group homomorphism, equivalently, a non-constant
rational map that fixes the identity. In the previous lecture we showed that every nonzero
isogeny a: E; — Ej between elliptic curves of the form y? = f(x) can be written in the

standard affine form (@) s(x)
ot = (35 563%):

where w L v and s L ¢ are pairs of relatively prime polynomials in k[z]." For any affine
point (z9,y0) € E1(k), we have a(xq,yo) = 0 if and only if v(zg) = 0 (equivalently, if and
only if ¢(xg) = 0; see Lemma 4.27 and Corollary 4.28). This follows from the fact that ker o
is a subgroup, so if P = (zg,y0) € ker o then so is —P = (x9, —yo), and this accounts for

every point in F (k) with z-coordinate xg. It follows that

1

ker o« = {(xo,y0) € E1(k): v(zg) =0} U {0}

is determined by the polynomial v(z) (here 0 := (0:1:0) is the point at infinity).

When « is the multiplication-by-n map P — nP = P 4 --- + P (which is an isogeny
because it is a group homomorphism defined by a non-constant rational map), the kernel of
« is the n-torsion subgroup

E[n] ={P € E(k) : nP =0}.

Torsion subgroups play a key role in the theory of elliptic curves. In particular, when
k = F, is a finite field, the finite abelian group E(F,) is completely determined by its
intersection with the n-torsion subgroups E[n]. Understanding the structure of E[n] will
allow us to understand the structure of E(F,;), and will also turn out to be the key to
efficiently computing #E(F,).

5.1 Kernels of isogenies

Recall that the degree of an isogeny « in standard form is defined to be max{degu,degv},
and « is separable whenever (%)/ # 0. We are going to prove that for separable isogenies,
the order of its kernel is equal to its degree. But we will first dispose of the inseparable
case by showing that every isogeny can be decomposed into the composition of a separable

isogeny and a power of the p-power Frobenius morphism (which has trivial kernel).
Lemma 5.1. Let u and v be relatively prime polynomials in k[z].

/
(%) =0 <= U=v=0 <<= u=f(2") andv = g(aP),

where f and g are polynomials in k[z] and p is the characteristic of k (which may be zero).

!The assumption that E; and s are defined by equations of the form y? = f(z) implies we are not in
characteristic 2. Most of the results we will prove can easily be extended to curves in general Weierstrass
form and thus apply to all elliptic curves. When this is the case we will state our theorems generally, but in
our proofs we will restrict to elliptic curves y? = f(x).
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Proof. Suppose (%), = UIUU;Q“/“ = 0. Then
/ /
u'v = v'u.

The polynomials u and v have no common roots in k, therefore every root of w in k must
also be a root of u/, with at least the same multiplicity. But degu’ < degwu, so this is
possible only if 4/ = 0, and by the same argument we must also have v" = 0. Conversely, if
u' = v' = 0 then v/v = v'u. This proves the first equivalence.

Now let u(z) = 3, ana™. If /(x) = Y na,z" ! = 0, then na,, = 0 for every n, which
means that n must be a multiple of p for every nonzero a,, (if p = 0 this means v’ = 0). In
this case we can write u as

u(@) =) apm(a?)" = f(a?),
where f =Y apna™. Similarly, if v'(z) = 0 then v(z) = g(aP) for some g € k[z]. Con-
versely, if u(z) = f(2P) then u/(x) = pzP~1 f'(2P) = 0, and similarly for v(z). O
Corollary 5.2. Quver a field of characteristic zero, every isogeny is separable.

We now show that every inseparable isogeny arises as the composition of a separable
isogeny with some power of the p-power Frobenius map 7: (x,y, z) — (2P, yP, 2P).

Lemma 5.3. Let a: E1 — E3 be an inseparable isogeny of elliptic curves By: y*> = fi(x)
and Ey: y* = fo(z) over a field k of characteristic p > 0. Then o can be written in the form

a = (a(a?), b(z")y")

for some rational functions a,b € k(x).

Proof. Let a(z,y) = (:jéi;, i((g y) be in standard form. It follows from Lemma 5.1 that
u(z) (z)

) = a(xP) for some a € k(z), we only need to show that :(x)y can be put in the form
b(aP)yP for some b € k(x). As in the proof of Lemma 4.27, substituting u/v and s/t into
the equation for Ey and using the equation for E; to eliminate y? yields the equality

v3s? f1 = t2w,

where w = v3fo(u/v) € klz]. Since « is inseparable, we have u/ = v/ = 0, hence w' = 0,
and therefore (w/v3)/ = (s2f1/t2)/ = 0. Thus s(x)2fi(z) = g(2P) and t(x)? = h(zP), for
some polynomials g and h. If 2y € k is a root of fi, then zf, is a root of g, so (z — zf)
divides g and (2P — 28) = (z — x0)P divides g(2P).? The roots of f; are distinct, so fi(x)P
divides g(zP) and g(zP) = g1(zP) f1(x)P for some g € k[z].?

We have s(z)%f1(z) = g1(z) f1(z)P, so s(x)? = g1(2P) f1(x)P~!. Now p is odd, so g1(2P) is
a square; indeed, g («P) = hy(z)? where hy = s/fl(p_l)/2 € k[z]. We have (h3) = 2h1h} =0,
since g(zP)" = 0, which implies h} = 0, since hy cannot be zero (s is not) and p # 2. So
hi(x) = g2(zP) for some gy € k[z] and s(x)%f1(z) = ga(2P)? f1(x)P. We now note that

(s(2)y)? = s(x)” f1(x) = ga(aP)? fr(2)? = (g2(aP)y?)?,

2We are not assuming k is perfect, this argument applies to any k. The key point is that even though k
may contain inseparable elements, the roots of f are separable (because disc f1 # 0).
3Note that fi(z)? is not necessarily equal to fi(«?), but it is a polynomial in 2?.
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where the equivalences are modulo the curve equation for Fq. Therefore

(20,) "= (20 — ey,

where 7(z) = go(x)/h(x). It follows that ig))y = b(zP)yP with b = +r; two rational functions

that agree up to sign at infinitely many k-points can differ only in sign. O

Corollary 5.4. Let o be an isogeny of elliptic curves over a field k of characteristic p > 0.
Then

Q= Qgep O T

for some separable isogeny osep and integer n > 0, where 7 is the p-power Frobenius mor-
phism (z :y: z) — (aP 1 yP : 2P). We then have deg v = p" deg vep-

Proof. This holds in general, but we will only prove it for p > 3. If « is separable then
asep =  and n = 0, so we now assume « is inseparable. By Lemma 5.3 we may write
a = (ri(aP), ra(2zP)yP) for some ri,7y € k(x). Then a = o o w with a; = (r1(x), r2(x)y).
If v is inseparable we apply the same procedure to a; (recursively) and eventually obtain
a = a, o where ay, is a separable isogeny (this process terminates because each step

reduces the degree of o, by a factor of p). We may then take agep = . If atgep = (ZE;; , jg)) )

is in standard form, composing with 7" replaces u(x) by u(z”") and v(x) by v(zP"), and
then deg o = max(p"™ degu, p" deg v) = p" max(degu, deg v) = p" deg asep. O

Remark 5.5. The isogeny ogep does not necessarily have the same domain as a: Ey — FEo,
since the image of 7" is not necessarily F (but 7" will map F; to E; whenever Fj is defined
over Fyn). We also note that when k is a perfect field (including all finite fields), we can
also decompose « as a = 7" 0 Gigep, Where disep is separable and has the same degree as oep
(indeed, owep 1s just sep With each coefficient replaced by its pth power).

Definition 5.6. For an isogeny o = atgep 0" decomposed as in Corollary 5.4, we define the
separable degree deg, o and inseparable degree deg; o of o as

deg, o := deg aep, deg; a = p",

and we always have
deg a = (deg, ) (deg; ).

The inseparable isogeny 7™ has separable degree 1; such isogenies are said to be purely
inseparable. The degree of a purely inseparable isogeny is always a power of p, but the
converse does not hold (as we shall see in the next lecture).

Remark 5.7. Note that isogenies of degree 1 (isomorphisms) are both separable and purely
inseparable. We are primarily interested in purely inseparable isogenies of degree greater
than 1.

We can now prove our first main result.

Theorem 5.8. The order of the kernel of an isogeny is equal to its separable degree.
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Proof. Let o = aigep o . Then # ker o = # ker agep, since the kernel of 7 (and hence 7™)
is trivial: we can have (zP : y?: 2P) = (0:1:0) if and only if (x : y:2) = (0:1:0). It thus
suffices to consider the case o = oep, Which we now assume.

Let a(x,y) = (Zég, f((g y) be in standard form and pick a point (a,b) in a(E;(k)) with

a,b # 0 and such that a is not equal to the ratio of the leading coefficients of u and v (such

a point (a,b) certainly exists, since a(E1(k)) is infinite). We now consider the set

S(a,b) = {(z0,%0) € E1(K) : a(zo,y0) = (a,b)}
of points in the pre-image of (a,b). Since « is a group homomorphism, #S(a,b) = # ker a.
If (zo,y0) € S(a,b) then

u(w s(x
() _ . ( O)yo
v(o) t(xo)
We must have t(zg) # 0, since « is defined at (xo,%0), and b # 0 implies s(xg) # 0. It

follows that yg = 2((3;3))13 is uniquely determined by zp. Thus to compute #S5(a,b) it suffices

to count the number of distinct values of xy that occur among the points in S(a,b).

We now let g = u — av so that a(xg,y0) = (a,b) if and only if g(z¢) = 0. We must have
deg g = deg a, since a is not equal to the ratio of the leading coefficients of u and v (so the
leading terms of u and av do not cancel when we subtract them). The cardinality of S(a, b)
is then equal to the number of distinct roots of g.

Any g € k is a multiple root of ¢ if and only if g(xg) = ¢'(xg) = 0, equivalently, if and
only if av(zg) = u(xp) and av'(xo) = u/(z¢). If we multiply opposite sides of these equations
and cancel the a’s we get

u (zo)v(zo) = ' (w0)u(z0). (1)

Now « is separable, so u'v — v'u # 0 has only a finite number of roots. Since a(Ej(k)) is
infinite and #5(a,b) = # ker « is finite, we may assume that (a,b) was chosen so that (1)
is not satisfied for any (z¢, o) in S(a,b). Then every root xy of g is distinct and we have

#kera = #S5(a,b) = degg = deg «,
as desired. O

Corollary 5.9. FEvery purely inseparable isogeny has trivial kernel.

Corollary 5.10. For any composition of isogenies o = 3 o v we have

deg o = (deg 8)(deg ), deg, o = (deg, ()(deg, ), deg; a = (deg; 3)(deg; 7).

Proof. 1t suffices to prove the last two equalities. The fact that v is surjective group homo-
morphism implies

##(ker ar) = #(ker §)#(ker y),

since ker v is the preimage of ker 8 under ~, which is a union of #ker 3 cosets of ker «;
Theorem 5.8 implies deg, o = (deg, 3)(deg,y). Applying Corollary 5.4 to «, 3, yields

a __ b c
Qgep O T —ﬁsepoﬂ' O Ysep O T .

The isogeny 6 = 7o Ysep has the same kernel, hence the same separable degree, as Ysep, and
we can apply Corollary 5.4 to write it as § = dgep © 7®. We then have

a __ be
Qgep O T = ﬂsep o(ssep o7,
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so deg, a = deg,(Bsep0lsep) = (deg, B)(deg, §) = (deg, B)(deg,y). We must have a = bc and
therefore deg; o = (deg; 3)(deg; ), since Bsep © dsep is separable (this follows from the chain
rule, the derivative of a composition of functions with nonzero derivative is nonzero). O

5.2 Isogenies from kernels

We have seen that for each isogeny a: Fy — FEj the kernel of « is a finite subgroup of E; (k).
It is reasonable to ask whether the converse holds, that is, given a finite subgroup G of
E1(k), is there an isogeny a from Ej to some elliptic curve F5 that has G as its kernel?

The answer is yes. Moreover, if we restrict our attention to separable isogenies (which
we should, since if & = agep 0 1™ then the purely inseparable isogeny 7" has trivial kernel),
the isogeny a and the elliptic curve Es are uniquely determined up to isomorphism.

The proof of this theorem relies on some standard facts from algebraic geometry that
are slightly outside the scope of this course (such as the Hurwitz genus formula), but the
theorem is so striking and useful that we will take a moment to sketch the proof. We will

then present explicit formulas for constructing o and Fs from G due to Vélu [2].

Theorem 5.11. Let E/k be an elliptic curve and let G be a finite subgroup of E(k). There
exists an elliptic curve E' and a separable isogeny ¢: E — E' with ker ¢ = G. The curve E’
and the isogeny ¢ are defined over a finite extension of k and unique up to isomorphism.

We can be more precise about the field over which the elliptic curve E’ and the isogeny
¢ are defined; it is the minimal extension L/k for which G is invariant under the action of
Gal(k/L) (each field automorphism in Gal(k/k) acts on points P € E(k) via its action on
the coordinates of P); we then say that G is defined over L. To say that G is invariant
under the action of Gal(k/L) means that the image of G under each o € Gal(k/L) is G} it
does not mean that every point in G is necessarily fixed by Gal(k/L), which is a stronger
condition (G may be defined over L even when it contains points that are not).

Proof sketch. Given any smooth projective curve C and a finite group G of automorphisms
of the curve (invertible morphisms from the curve to itself), there is a smooth projective
curve C'/G and a surjective morphism ¢: C' — C/G that maps each G-orbit {¢(P) : 0 € G}
of points P € C(k) to a distinct point in C/G. The curve C/G is called the quotient of
C by G. The standard way to prove this is to use the categorical equivalence of smooth
projective curves and their function fields to derive C'/G and ¢ from the field embedding

K(C) = k(O),

where G* denotes the group of automorphisms ¢*: k(C) — k(C)) induced by the auto-
morphisms 0: C — C in G (so o*(f) = foo), and k(C)Y" is the subfield of k(C) fixed
by G*. The morphism ¢ is separable because k(C)/k(C)%" is separable, and provided that
the group G is defined over k, both ¢ and C'/G are defined over k (if not we can always base
change E to the minimal field over which G is defined).

In our situation the curve C is an elliptic curve, and we can associate to each point
P € E(k) the automorphism 7p: Q — Q + P, the translation-by-P map. Note that 7p is
not an isogeny because it does not fix the point 0 (unless P = 0), but it is a morphism
F — FE, and it has an inverse 7_p, so it is an automorphism. We can thus associate a group
of automorphisms G to any finite subgroup of E(k), consisting of translation-by-P maps 7p
for each P € G, and we obtain a morphism ¢: F — E/G from FE to its quotient by G.
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It is not immediately clear that the smooth projective curve E/G is actually an elliptic
curve, but this is indeed the case. This follows from the Hurwitz genus formula |1, 11.2.7],
which implies that for any unramified morphism ¢: C; — Cy we must have

(291 — 2) = (deg ¢)(2g2 — 2).

Here g; denotes the genus of C;, and ¢ is unramified if its fibers ¢~(P) C C1(k) have the
same cardinality for every point P € Cy(k).

In our situation ¢: E — E/G is unramified because the G-orbits of E(k) are cosets,
which necessarily all have the same size, and the Hurwitz genus formula then implies that
E /G must have genus 1 (since £ has genus 1), no matter what the degree of ¢ is.* Assuming
G is defined over k, the point ¢(0) will be rational and we can take it as our distinguished
rational point (in any case ¢(0) will be defined over the field of definition of E/G). So E/G
is an elliptic curve, and ¢: E — E/G is a surjective morphism that fixes the identity, hence

an isogeny, and as noted above, it is separable. The kernel of ¢ is the G-orbit of 0 in E(k),
which is precisely the subgroup G of E(k) that we started with.

Moreover, if we have another separable isogeny ¢’: E — E’ with the same kernel G, then
we can view k(E') as a subfield of k(F) via the induced embedding ¢*: k(E') — k(E), and
k(E') is then fixed by every automorphism in G, hence a subgroup of k(E)“. Since ¢’ is
separable, we have deg ¢ = [k(E):k(E")] = #G, so k(E’) must be (isomorphic to) the fixed
field k(E)®. Tt follows that there exists an isomorphism ¢: E/G = E’ for which ¢’ = ¢ o ¢;
the curve E/G and the isogeny ¢ are thus unique up to such an isomorphism. O

Corollary 5.12. An isogeny of composite degree can always be decomposed into a sequence
of isogenies of prime degree.

Proof. Let a.: E1 — Es be an isogeny. If we are working in a field of characteristic p > 0,
by writing o as & = aep 0" We can decompose 1 = 7wo---om as a sequence of isogenies of
prime degree p. Thus it suffices to consider the case where « is separable. As a non-trivial
abelian group, G = ker a contains a subgroup H of prime order. By Theorem 5.11, there
exists a separable isogeny ;1 : Fy — FE3 with H as its kernel. Then a1 (G) is a finite subgroup
of E3(k) isomorphic to G/H, and (applying Theorem 5.11 again), there exists a separable
isogeny ag: F3 — E4 with a1(G) as its kernel. The kernel of the composition ag o oy is
G = ker o, so there exists an isomorphism ¢: E4 — F5 such that a« =10 ag 0 aj.

We can now proceed by induction and apply the same decomposition to ¢ o as, which
has smaller degree than a. We eventually obtain a sequence of separable isogenies of prime
degree whose composition is equal to a. O

This is all very nice from an abstract point of view, but it is not immediately useful for
practical applications. We would really like to have an explicit description of the elliptic
curve /G and the isogeny ¢. So let E: y?> = 2% + Az + B be an elliptic curve and let G be

a finite subgroup of E(k). Let Go denote the set of nonzero points in G, all of which are

affine points Q = (z@, yg), and for each point P = (zp,yp) in E(k) that is not in G, let us
define

(P):=|ap+ D (rio—2Q), yp+ > (Wriq—1Q)
QEG 4o QG0

4This is yet another remarkable property of elliptic curves; isogenies ¢: E — E’ are necessarily unramified
and we always get zero on both sides of the Hurwitz genus formula (allowing ¢ to have any degree); this
phenomenon does not occur for curves of any other genus.
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Here xp and yp are variables, xg and yg are fixed elements of k, and z p+q and ypyg are
the affine coordinates of P + (), which we can view as rational functions of zp and yp by
plugging the coordinates of P and @ into the formulas for the group law.

It’s not immediately obvious what the image of this map is, but it is clearly a non-
constant rational map, so it defines a morphism from F to some smooth projective curve E’.
Moreover, we can see that the group law on E induces a group law on E’ that is defined by
rational maps, thus E’ is an abelian variety (of dimension one), hence an elliptic curve. For
any P ¢ G we have ¢(P) = ¢(P + Q) if and only if Q € G, so the kernel of ¢ must be G.

Thus, assuming it is separable, ¢ is the isogeny we are looking for (up to isomorphism).
By using the group law to write xp, g and yp4g as rational functions in terms of xp and yp
(and the coordinates of the points in G, which we regard as constants), we can get explicit
equations for ¢ and determine an equation for its image E’. The details are somewhat
involved (see [3, Thm. 12.16]), so we will just give the formulas. To simplify the expressions
we will assume that the order of G is either 2 or odd; this covers all separable isogenies of
prime degree, and by the corollary above, we can obtain any isogeny by composing separable
isogenies of prime degree and copies of the Frobenius morphism (if necessary).

Theorem 5.13 (Vélu). Let E: y?> = 23 + Az + B be an elliptic curve over k and let xg € k
be a root of 3 + Ax + B. Define t := 3.56(2) + A and w := xot. The rational map

—zor+t (v—120)2—1t
J 2 y
T — xo (x — x0)

2
x
o(z,y) = (
is a separable isogeny from Ef to Ef: y? = a3 + Az + B', where A' :== A — 5t and B’ :=
B — Tw. The kernel of ¢ is the group of order 2 generated by (z,0).

Proof. 1t is clear that ¢ is a separable isogeny of degree 2 with (z,0) in its kernel. The only
thing to check is that E’ is its image, which is an easy verification (just plug the formulas
for ¢(z,y) into the equation for E'). O

Remark 5.14. If 2y € k then ¢ and E’ will both be defined over k, but in general they will
be defined over the extension field k(z¢) which contains A" and B’.

Theorem 5.15 (Vélu). Let E: y* = 2® + Az + B be an elliptic curve over k and let G be

a finite subgroup of E(k) of odd order. For each nonzero Q = (zq,yq) in G define
tg = 3x2Q + A, uQ = 2y629, wq = uQ + tQr,

and let

b= > to, wi= > wg,  r@) =zt Y <xiQxQ+ e )

_ 2
QeG4 QG40 QeG4 (@ = zq)

The rational map
¢(,y) = (r(z), r'(2)y)

defines a separable isogeny from Er to Eé: y? = a3 + A'x + B, where A’ := A — 5t and
B’ := B — Tw, with ker ¢ = G.

Proof. This is a special case of [3, Thm. 12.16]. O
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Remark 5.16. The formulas for ¢, w, r(x) sum over all the nonzero points in G' but notice
that they depend only on the z-coordinates zg. Since |G| is odd and Q = (zq,yq) € G
if and only if —Q = (2@, —yg) € G, it suffices to sum over just half the points in G
(representatives of G/{£1}), and double the result. The elliptic curve E’ and ¢ are defined
over any extension L/k where G is defined.

Remark 5.17. Theorem 5.15 implies that (possibly after composing with an isomorphism)
we can put any separable isogeny « of odd degree in the form

o fu oguN [ u dw—2w'u
ar,y) = E’<E) Yy = Eva )
for some relatively prime polynomials v and w in k[z].

5.3 Jacobian coordinates

We now turn to the multiplication-by-n map P — nP, which we will denote by [n]. We want
to write the isogeny [n] in standard form. To do this, it turns out to be more convenient to
work with Jacobian coordinates, which we now define.

Recall that points in standard projective coordinates are nonzero triples (z : y : z)
subject to the equivalence relation

(x:y:2)~(Ax:Ay:Az),
for any A € k™. We will instead work with the equivalence relation
(z:y:2) ~ Nz : Xy A2),

which corresponds to assigning weights 2, 3, 1 to the variables z, y, z, respectively. Projective
coordinates with these weights are called Jacobian coordinates. The homogeneous curve
equation for F in Jacobian coordinates then has the form

y? = 23 + Axz* + B2S,

which makes visible the motivation for giving « weight 2 and y weight 3: the leading terms
for 2 and y do not involve z. In Jacobian coordinates, each point (z : y : z) with z # 0
corresponds to the affine point (z/22,y/23), and the point at infinity is now (1:1:0).

Remark 5.18. As an aside, the general Weierstrass form of an elliptic curve in Jacobian
coordinates is

y2 + a1zyz + agyz3 =23+ a2x2z2 + a43:z4 + GGZG,

which is a weighted homogeneous equation of degree 6. Each a; is the coeflicient of a term
with degree 4 in z. This explains the otherwise mysterious fact that there is no Weierstrass
coefficient as.

5.4 The group law in Jacobian coordinates

We now compute formulas for the elliptic curve group law in Jacobian coordinates, beginning
with addition. Recall that in affine coordinates, to compute the sum P3 = (x3,y3) of two
affine points P; = (z1,y1) and Py = (x2,y2) with P; # +P» we use the formulas

z3=m?— (1 +x2) and y3=m(z; —3) — Y1,
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where m = % is the slope of the line through P; and P,. In Jacobian coordinates we

have P; = (x;/22,y:;/2}) and the formula for the z-coordinate becomes
2 .
(o (n )l s -t
v1/2} — w2/% A 2 (w125 — w227)%27 23
This formula can be snnphﬁed by using y? — a3} = Ax;z} + B2% to get rid of the terms in

the numerator containing y or a:3 This makes the numerator d1v131ble by 2222 allowing us
to cancel this with the Correspondlng factor in the denominator. We have

s =
<3

vy _ (yie8 — @12f) + (320 — 2320) + afwaefsy + wawfeisd — 2y1y22ia

4 (21 — 222722223
 (Azq2f + B29)25 4+ (Awozy + B28)28 + adwo2ial + wiadzizd — 2y1y02i s
N (2123 — w227)*2723

 A(x123 + 3927) 2723 + 2Bziz5 — 2y1y22122
- (2125 — x223)?

For the y-coordinate, using y3 = m(x; — x3) — y1 = m(2z1 + 22) — m3 — y; we have

3
ys _ (y1/zi5 —?/2/23> (2%’1 n 502> B (y1/2’§ —yQ/ZS) N
2 \;/ —x/3) \ i Z x1/27 — x2/%3 2
(175 — y227) (20123 4 w227) (w125 — w227)? — (Y125 — y22?)® — y123 (2125 — wa2)?

(w123 — wo27) 2723

(2123 — 1222)3
where the missing numerator is some complicated polynomial in 1,1, 21, €2, Y2, 22, 4, B.
These formulas look horrible, but the key point is in Jacobian coordinates we now have

23 = T125 — T23, (2)

which is actually a lot simpler than it would have otherwise been; note that the z-coordinate
is the most interesting to us, because it will determine the kernel we are interested in.
The doubling formulas are simpler. In affine coordinates the slope of the tangent line is
= (322 + A)/(2y1). For the z-coordinate we have

T3 (3($1/z%)2 + A) _ g% _ (322 + Az})? — 8z193 _ 7y — 2Ax22} — 8Bx128 + A2}
21/}

22 (2y121)? (2y121)?
and for the y-coordinate we get

v _ <?W%>2+A> 31 <?W%>2+A>3_ u

=
Z3

4 2y1/2} R 2y1/2} 2
 12z93 (30f + Az}) — (3a% + Azf)? — 8yi
a (2y121)?
_al + 5Axtat + 20Batz) — 5A%izY — 4ABw2{° — (A + 8B?)z{?
- (2y121)?
Thus
23 = 2y121. (3)
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5.5 Division polynomials

We now wish to apply our addition formulas to a “generic” point P = (x : y : 1) on the
elliptic curve E defined by y? = 2% + Az + B, and use them to compute 2P, 3P, 4P, ..., nP.
In Jacobian coordinates, the point nP has the form (¢, : wy : ¥y,), where ¢y, wy, and ¥y,
are integer polynomials in z,y, A, B that we reduce modulo the curve equation so that the
degree in y is at most 1. In affine coordinates we then have

nP = (d)g, Zg) . (4)

We will see that ¢,, and 2 do not depend on y, so for fixed A and B they are univariate
polynomials in z, and exactly one of w, and 13 depends on an odd power of 3, so this will
give us [n] in standard form. This Sage notebook computes the polynomials ¢, wy,, ¥y, for
the first several values of n.

Remark 5.19. Another way to think of division polynomials is to view E as an elliptic curve
over k(E). In concrete terms, let F' be the fraction field of the ring k[x,y]/(y*>—2° — Az — B),
and let P be the affine point (z,y) € E(F), which is by construction a point on E of infinite
order. Equation (4) then gives the coordinates of the point nP € E(F).

The polynomial v, is known as the nth division polynomial. So far we have really only
defined the ratios ¢, /12 and w, /93, since we have been working in projective coordinates.
In order to nail down ¢, w, and v, precisely, we make the following recursive definition.
Let ¢)o = 0, and define 1, ¥, ¥3, 14 via the formulas:

Y1 =1,

Vg = 2y,

V3 = 3z + 642 + 12Bx — A2,

Yy = 4y(a® + 5Ax* + 20Ba® — 54%2% — 4ABx — A3 — 8B?).

These are exactly the same polynomials computed in the Sage worksheet linked to above (up
to a sign). We then define the division polynomials 1), for integers n > 4 via the recurrences

3 3
¢2n+1 = ¢n+2¢n - ¢n—1¢n+17

Wom = ;ywn(wwwi_l — na¥?),

where we reduce the result modulo the curve equation so that 1, is at most linear in y. It
is not difficult to show that vy, (Ynioth2 1 — Yn_ot¥2,,) is always divisible by 2y, so that
1oy, is in fact a polynomial; see Lemma 5.20 below. If we define ¢, := —1,,, one can check
that these recurrences hold for all integers n.

We then define ¢,, and w,, via

On = xlﬁﬁ — Uni1¥n-1,

1
Wy, 1= @(@/}mwi_l — P2 ).

These equations hold for all integers n, and one finds that ¢, = ¢_, and w, = w_,. As
above, we reduce ¢, and w, modulo the curve equation to make them at most linear in y.
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Lemma 5.20. For every integer n,

o Z|x, A, B] n odd
Uy, lies in
2yZ[x, A, B| n even,
¢n lies in  Z[z, A, B| for all n,
o Z|x, A, B] n even
wp, lies in
yZ[z, A, B] n odd.
Proof. These are easy inductions; see |3, Lemmas 3.3 and 3.4]. O

It follows from the lemma that, after replacing y? with 2® + Az + B if necessary, 1?2
lies in Z[z, A, B] for all positive n, so we view ¢,, and 12 as polynomials in x, while exactly
one of w, and ¥2 depends on y. In the latter case we can multiply the numerator and
denominator of wy, /92 by y and then replace y? in the denominator with 23 + Az + B so
that wy /v, € yZ(z, A, B). With this understanding, we can view

(G 5em)

as an isogeny in standard form provided that the numerators and denominators are relatively
prime (which we will verify below).

5.6 Multiplication-by-n maps

At this point it is not at all obvious that the polynomials ¢,,, wn,t, defined by our recursive
equations actually satisfy equation (4) for nP, but this is indeed the case.

Theorem 5.21. Let E/k be an elliptic curve defined by the equation y*> = x>+ Az + B and
let n be a nonzero integer. The rational map

(@) wa(z,y)
[n](z,y) = <¢%(az)’ qu(x,y))

sends each point P € E(k) to nP.

Proof. We have

[_n](x7y):<¢ (x) w_n<x,y>>:<¢n<x> wn<x,y)>:_(¢n<x> wn<x,y>>7

@ ) = B2 SRy W2(2) B3(.y)

so it suffices to consider positive n. The proof given in 3, Thm. 9.33] uses complex analysis
and the Weierstrass g-function, which we will see later in the course. However, as noted in
[1, Ex. 3.7], one can give a purely algebraic proof by induction, using the formulas for the
group law. This approach has the virtue of being completely elementary and works over any
field, but it is computationally intensive (and really should be done with a computer algebra
system).” Here we will just verify that the formulas for 1, are correct; the verifications for
¢n and w,, are similar.

°If k has characteristic 2 or 3 one needs to modify the formulas to use a general Weierstrass equation;
this changes 2, 3,4, and the recurrence for wy, but the recurrences for ¢, and 1, are unaffected. Be
aware that there are a few typos in the formulas given in [1, Ex. 3.7] on page 105 that are corrected in the
errata.
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For 1 < n < 4 the formulas given for ¢, match our computations in Sage using the
group law. To verify the formula for ¢,, when n = 2m+1 > 4 is odd, we let P,,, be the point

(P, Wm, ) in Jacobian coordinates and compute P, + P41 using the group law. The

z-coordinate of the sum is given by the formula z3 = 123 — x22? from (2). Substituting ¢,

for z1, ¥, for z1, ¢ms1 for xo, and Y, for zo yields

¢m¢51+1 - ¢m+1w%w
which we wish to show is equal to ¥o,11. Applying the formulas for ¢, and ¢, 1 gives
¢m¢7%1+1 - ¢m+1¢7%1 = ($'¢31 - 1/)m+11/)m71)¢31+1 - (90%2n+1 - ¢m+2¢m)¢%¢

= YoV, — Ym-10p 11

= Yom+1,

To verify the formula for v,, when n = 2m > 4 is even, we now compute P,, + P,,. The
z-coordinate of the sum is given by the formula z3 = 2y;2; from (3). We then have

2wm¢m;:2-j;@mmﬂw;1—¢mkaw%+n¢m
- ¢2m-

as desired. This completes the verification for 1,. To complete the proof one performs a
similar verification for ¢, and w, using the group law formulas for x5 and y3 in Jacobian
coordinates that we derived earlier. O

To compute the degree of [n]: E — E, we need to know the degrees of the polynomials
én(z) and 12 (), and we need to verify that they are relatively prime.

Lemma 5.22. For every positive integer n the polynomials ¢, and ¥, satisfy

2

¢n(x):33” +oee,

where each ellipsis hides terms of lower degree in x.

Proof. We first prove the formula for 4, by induction on n. By inspection, the formulas hold
for n =1,2,3,4. There are then four cases to consider, depending on the value of n mod 4.
For any polynomial f(z,y) we let 1t, f denote the leading term of f as a polynomial in x.

Case 0: n =0 mod 4. Let n = 2m, with m even. We have

1
Itohom = 1t <2y1/)m(¢m+21/}3@1 - 1/’m21/}$n+1>>

m2—4

1 mi2)2— m-1)2_ me2)2 )2 —

=gy ymaT @mﬂan<@%m—n%”?ﬁ2—Mm—m£?4umufﬁ(@ ?

m2—44m24tam44a—a42m2—am m2—44m2_am44a—4a4+2m24am

:L;n ((m—1)2(m+2)x PR (—2)(mA 1) )
m2—
:%((m—l)Q(m+2)_(m_z)(m+1)2)x4 7=

am2—4 n2_4

=y(2m)x~ 2 =ynx 2
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Case 1: n =1mod 4. Let n = 2m + 1, with m even. We have
ltaﬂ/}2m+l = 1tx (Q;Z)m-‘rngv, - ¢m—1¢§n+1)

(m+2)2—4 m2_— (m—1)2-1 3(m+1)2-3
=lt, <y(m +2)z 2 y?’m?’x3 - (m—1Dz 2 (m+1)>32" 2 >

2 2
m°+4dm+3m“—12
= (m + 2)m325z P

4m2 +4m n<—1

=2m+ 1)z 2 =nz 2

m2 72m+3m2+6m
2

—(m—1)(m+1)3z

Here we used the curve equation to replace y* with 2%, the leading term of (z3 + Az + B)2.
Case 2: n =2 mod 4. Let n = 2m, with m odd. We have

ltxw2m - ltx (i}wm(wm+27/}7%n1 - 1/)m27/f72n+1)>

1 w2 mi)? )2 22 )2
=M ; <(m+2)a:( -1 — (m=2a i (m )2 8>
= gm <(m+2)(m_1)2xm21+(m+2)221+2(m1)28 _(m_2)(m+1)2x7n21+(m2)221+2(7n+1)2~8)

am?2—4

= Zm ((m+2)(m —1)2 = (m = 2)(m +1)?) a2

4m? —4 n?2-4
=y(2m)z~ 7 =ynz 2

Case 3: n =3 mod 4. Let n = 2m + 1, with m odd. We have
Itotomi1 = lta (Ymi2t0l, — Ymo193,41)

(m+2)2-1 3 3m2-3 (m—-1)2-4 3(m+1)2—12

= lt, <(m—{—2)a: e mlz 2 —ym—Dz 2 y(m+1)>3z 2 >

m2 m
= (2m + 1)564 2
n?-1

= nxr 2

Here we have again used the curve equation to replace y* with 5.
Now that we have verified the formulas for 1,,, we need to check ¢,,. There are two cases,
depending on the parity of n. If n is even we have

b2 p, = 1t (331/1721 - wn+1wn71)

n2— (n+1)2-1 (n—1)2-1
= lt, <a:y2n2:v228 —(n+ Dz 2 (n-— 1)3:2)

and if n is odd we have

o = ltz (292 — PYrp1¥n_1)

(n+1)2—4 (n—1)2—4
=1t, [ 2n22a™ 1 — y(n+ 1)z = y(n— 1)z 2 >

—

:nQ:U”Q —( 2 1)1,712

where we have used the curve equation to replace y? with z3. O
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Corollary 5.23. For all positive integers n, we have $2(z) = n2a™ = + .-, where the

ellipsis denotes terms of degree less than n® — 1.

Lemma 5.24. Let E/k be an elliptic curve defined by y*> = 2 + Az + B. The polynomials
bn(x) and Y2 (x) are relatively prime.

Proof. Suppose not. Let zg € k be a common root of ¢, (z) and 2 (x), and let P = (xg, o)
be a nonzero point in E(k). Then nP = 0, since 12 (zo) = 0, and we also have

¢n(20) = 20Y2(20) — Vnt1 (0, Yo)¥n—1(0, Yo)
0=0- ¢n+1 (.’E(), yO)q/]n—l(:rO? y0)7

so at least one of 1p41(zo,y0) and ¥p,—1(x0,y0) is zero. But then either (n — 1)P = 0 or
(n+ 1)P = 0, and after subtracting nP = 0 we see that either —P = 0 or P = 0, which is
a contradiction. O

Theorem 5.25. Let E/k be an elliptic curve. The multiplication-by-n map [n]: E — E has
degree n®. It is separable if and only if n is not divisible by the characteristic of k.

Proof. From Lemma 5.22, we have deg ¢,, = n? and deg 2 < n? —1, and from Lemma 5.24
we know that ¢, L 2. It follows that deg[n] = n?. If n is not divisible by the characteristic
of k, then the leading term n2z™"~! of ¢/, (z) is nonzero and therefore

!/
¥n(x)
which implies that [n] is separable. If n is divisible by the characteristic of k then the n2gm’
leading term in v?2 vanishes and deg? is less than n? — 1. This implies that the kernel of

[n], which consists of 0 and the affine points (xg, yo) for which ¥, (z¢) = 0, is strictly smaller
than its degree n?, in which case [n] must be inseparable, by Theorem 5.8. O

-1
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