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1. EXERCISES

Problem 1 Let X,Y be two random variables and let Z ∼ N (0, 1) be a standard Gaussian
random variable that is independent of both X and Y .

1. Show that ∣∣IE[X]− IE[Y ]
∣∣ ≤W1(X,Y ) ≤ IE|X|+ IE|Y |

2. Show that
W1(X + Z, Y + Z) ≤W1(X,Y )

Find an example where this inequality is an equality and one where it is a strict
inequality.

3. Assume now that Y is a point mass at y ∈ IR. Show that

var(X) ≤W 2
2 (X,Y )

where var denotes the variance.

4. Assume now that X ∈ [0, 1] and Y ∈ [0, 1] have pdfs f and g respectively. Show that

W2(X,Y ) ≤ 1

2

∫ 1

0
|f(x)− g(x)|dx

Problem 2 Find two distributions P and Q such that the optimal transport map between
P and Q is not unique

Problem 3 Assume that X,Y ∈ IR2 are such that

X ∼ N2

((
0
0

)
,

(
1 0
0 1

))
, Y ∼ N2

((
−1
1

)
,

(
5 3
3 2

))
For each of the following maps, say whether it is (or not) an optimal transport map between
X and Y and why.

1. T1 : IR2 → IR2 given by

T1(x) =

(
−1
1

)
+

(
2 1
1 1

)
· x

2. T2 : IR2 → IR2 given by

T2(x) =

(
2 1
1 1

)
· x
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3. T3 : IR2 → IR2 given by

T3(x) =

(
−1
1

)
4. T4 : IR2 → IR2 given by

T4(x) =

(
−1
1

)
+

1√
2

(
3 −1
1 −1

)
· x

Problem 4 All logs are natural. Given c ∈ IRd and β > 0, consider the optimization
problem

min
x∈∆d

{
c>x+ β

d∑
j=1

xj log xj
}
,

where ∆d

∆d =

x = (x1, . . . , xd)> ∈ [0, 1]d : xj ≥ 0,
d∑

j=1

xj = 1


1. Compute the solution x?(β) of the above constrained optimization problem.

2. Show that
min

1≤j≤d
cj ≤ c>x?(β) ≤ min

1≤j≤d
cj + β log d

3. Can you suggest how to pick a (random) index J such that cJ is close to min1≤j≤d cj?

4. Let now x, y be any vectors in [0,∞)d and define the Kullback-Leibler (KL) divergence
between them by

KL(x‖y) :=

d∑
j=1

xj log
(xj
yj

)
with the convention that log(1/0) = +∞ and 0 log 0 = 0

(a) Show that if x, y ∈ ∆d then KL(x‖y) ≥ 0 with equality iff x = y [Hint:

Jensen’s inequality]

(b) For y ∈ [0,∞), compute the KL projection

ȳ = argmin
x∈∆d

KL(x‖y)

(c) Find an example where it is different from the Euclidean projection

ŷ = argmin
x∈∆d

‖y − x‖

where ‖z‖2 =
∑

j z
2
j is the squared Euclidean norm.
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