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Abstract—Fast surface integral equation (SIE) methods seem to
be ideal for simulating 3-D nanophotonic devices, as such devices
generate fields in both the interior device volume and in the infinite
exterior domain. SIE methods were originally developed for com-
puting scattering from structures with finite surfaces, and since
SIE methods automatically represent the infinite extent of the ex-
terior scattered field, there was no need to develop numerical ab-
sorbers. Numerical absorbers are needed when SIE methods are
used to simulate nanophotonic devices that process or couple light,
to provide nonreflecting termination at the optical ports of such
devices. In this paper, we focus on the problem of developing an
approach to absorbers that are suitable for port termination, yet
preserve the surface-only discretization and the geometry-indepen-
dent Green’s function properties of the SIE methods. Preserving
these properties allows the absorber approach to be easily incor-
porated in commonly used fast solvers. We describe our solution to
the absorber problem, that of using a gradually increasing surface
conductivity, and show how to include surface conductivity in SIE
methods. We also analyze numerical results using our absorber ap-
proach to terminate a finite-length rectangular cross section dielec-
tric waveguide. The numerical results demonstrate that our sur-
face-conductivity absorber can easily achieve a reflected power of
less than ��

�, and that the magnitude of the transition reflection
is proportional to �

� ��, where is the absorber length and
is the order of the differentiability of the surface conductivity

function.

Index Terms—Boundary element method, nanophotonics, reflec-
tions, surface conductive absorber, surface integral equation.
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Fig. 1. Schematic diagram of a photonic device with input and output wave-
guide channels, which must be truncated in a surface integral equation method.

I. INTRODUCTION

I N this paper, we describe an absorber technique for ter-
minating optical waveguides that is easily combined with

surface integral equation (SIE) methods, which otherwise have
difficulties with waveguides, and other surfaces, that extend to
infinity. As an example of our technique, in order to attenuate
the waves reflected from a truncated waveguide, we append
the waveguide with an absorbing region with a gradually in-
creasing surface conductivity, as diagrammed in Fig. 1. The
transition between the waveguide and the appended absorbing
region still generates reflections, but those reflections can be
minimized by making the transition between regions as smooth
as possible. We show how this smoothness can be achieved by
smoothly changing the SIE boundary conditions in the absorber
region. Our numerical experiments demonstrate that the reflec-
tions from our method are orders of magnitude smaller than
those produced by the most straightforward method for gener-
ating absorbers for SIE methods, that of appending the truncated
waveguide with a long absorbing region with a fixed small vol-
umetric loss. In addition, we demonstrate that when using our
surface-conductivity absorber, the computed transition reflec-
tions satisfy an asymptotic power-law behavior as a function of
length, where the power law is determined by the smoothness
of the waveguide-absorber transition [1].

One important advantage of SIE methods is that they treat in-
finite homogeneous regions (and some other cases) analytically
via Green’s functions, so for problems with finite surfaces (for
example, scattering from a finite-sized body) there is no need to
artificially truncate space. A second important advantage of SIE
methods is that only surfaces need be discretized, so the method
can be computationally efficient for problems with piecewise
homogeneous material properties. The most commonly used
SIE method is the method-of-moments, also referred to as the
boundary-element method (BEM) [2]–[6], and the popularity of
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Fig. 2. Discretized dielectric waveguide with an absorber attached.

these methods has increased substantially since the development
of fast solvers [7]–[12].

A difficulty arises when applying SIE methods to structures
with unbounded surfaces, such as infinitely extended channels,
a typical problem in photonics. Fig. 1 is a generic photonic de-
vice diagram, with finite-length waveguide channels whose free
ends, representing the device’s optical ports, are terminated by
absorbers. In order to accurately simulate and characterize such
a device, the finite-length channels must either be extended to
infinity, obviously requiring infinite computational resources,
or absorbers must be appended to the end of the finite-length
channels, to eliminate reflections due to geometric truncation.
For volume methods, such as finite-difference (FDM) and fi-
nite-element methods (FEM), there is a rich literature on ab-
sorber techniques [13]–[18], but techniques for including ab-
sorbers in SIE methods have received little attention. This is
primarily because SIE methods were originally developed for
finite-body scattering problems, where SIE methods do not re-
quire absorbers.

Absorbers are needed when using SIE methods to analyze
photonic crystals, geometrically periodic waveguides, and ring
resonators [19], [20 ], and this has boosted interest in developing
SIE-specific absorber techniques. Strategies that have been ex-
amined include using a continuously varying Green’s function,
as in [21 ], or using an absorbing region with a spatially varying
volume conductivity, and then combining the SIE method with
a volume integral equation method [22] in the absorber region.
It is also possible to create an absorber for SIE methods by cou-
pling the method to an FEM- or FDM-based method.

Using an absorber that is based on a geometry-specific
Green’s function makes it challenging to develop a general
purpose fast solver for photonics, and an absorber based on cou-
pling an SIE method to a method based on volume discretization
requires special techniques to avoid generating reflections from
the change in discretization techniques. Instead, we developed
an absorber strategy that retains the desirable SIE method
properties of surface-only discretization and the desirable
property of geometry-independent (but not material indepen-
dent) Green’s functions, the options for absorbers seem quite
limited. For waveguides, one obvious possibility is to append
the waveguide with a long, slightly lossy, absorbing region. For
example, consider the finite rectangular waveguide to which
an absorber with constant volume electrical conductivity
and magnetic conductivity is attached, as shown in Fig. 2.
The longitudinal cross section of this arrangement is shown in
Fig. 3(a). The lengths of the waveguide and absorber are
and , where is the wavelength in the interior medium.
To achieve small reflections, the intrinsic impedance of the

Fig. 3. 2-D longitudinal section of a waveguide with an absorber. Lengths of
the waveguide and absorber are ��� and ��� , respectively, with � denoting
the wavelength in the waveguide medium. The waveguide cross section size is
������� � ������� . Relative permittivities of the waveguide (silicon) and
the external medium (air) are 11.9 and 1, respectively. (a) Waveguide with a
volume absorber. (b) Waveguide with a surface absorber.

absorber is matched to that of the waveguide. Hence, the volume
electrical conductivity and the volume magnetic conduc-
tivity satisfy , where and are the
permittivity and permeability of both the waveguide and ab-
sorber media, respectively. For this waveguide example, we can
quantify the effectiveness of the absorber by numerically evalu-
ating the standing wave ratio (SWR), and then applying standard
transmission line theory to determine the reflection coefficient
from the SWR. The smaller the reflection coefficient, the more
effective the absorber. For this waveguide plus volume absorber
example, the SWR was evaluated by computing the ratio of the
maximum field magnitude to the minimum field in the wave-
guide, on the waveguide axis nearest the waveguide-absorber
interface. Using hand-optimized values for (0.0023 S/m) and

, respectively, the smallest reflection coefficient obtained for
a length volume absorber was 2.5%. This value, also listed
in the first column of Table I, is unacceptably high for many de-
sign applications. In particular, the taper design example shown
in [19] requires that the truncation-related reflections be smaller
than . To achieve such high accuracy with a fixed loss
volume absorber would require an impractically long absorber.

In this paper, we examine an alternative approach to
absorbers. We add electrical conductivity to the waveguide sur-
face rather than to the volume, via a delta-function conductivity
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TABLE I
STANDING WAVE RATIO (SWR) AND FIELD REFLECTION COEFFICIENT FOR A

VOLUME ABSORBER AND TWO SURFACE-CONDUCTIVITY ABSORBERS (LINEAR

AND QUADRATIC). THE SWR IS COMPUTED IN INSIDE THE ���
LONG WAVEGUIDE, NEAR ITS INTERFACE WITH THE ��� LONG

ABSORBER. SEE FIG. 4 FOR THE CORRESPONDING ELECTRICAL

FIELD PLOTS FOR THE SURFACE ABSORBER CASES

on the absorber surface, as shown in Fig. 3(b). The absorber’s
interior medium remains the same as the waveguide’s, thus
eliminating the need to discretize the waveguide-absorber
interface, shown as a solid line in Fig. 3(a) and a dashed line
in Fig. 3(b). This surface conductivity could produce transition
reflection at the interface, since it is obviously not a PML-type
strategy, however, the surface-conductivity strategy permits
a surface-only discretization, leaves the Green’s functions
unaltered, yet allows for a smoothly increasing surface conduc-
tivity useful for reducing transition reflections. Specifically, the
surface conductivity is easily implemented in an SIE method
as it corresponds to a jump discontinuity in the field boundary
conditions at the absorber surface. Since the SIE explicitly
discretizes the surface boundary, continuously varying the field
boundary conditions is easily implemented.

As a preview of results to be described later, in Fig. 4, we
show the numerically computed complex magnitudes of the
electric field along the direction inside a rectangular wave-
guide and in the absorber for two different surface conductivity
profiles. For this example, correspond to points
inside the waveguide region, correspond to
points inside the surface absorber region, and is the length of
the absorber. The surface electrical conductivity in this region
is given by , where and
generate linear and quadratic surface-conductivity profiles, re-
spectively. The constant is determined by matching the total
attenuation over the length of surface-conductivity absorber
to the total attenuation of the aforesaid optimized volume
absorber. The approach for calculating the attenuation along
the absorber is given in Section IV-A.

In the complex magnitude plots of Fig. 4, the peak-to-peak
magnitudes of the ripples are an indication of the magnitude of
the reflections. As is easily seen in Fig. 4, the reflections are
visible when using a linearly increasing surface conductivity,
and are almost invisibly small for quadratically increasing sur-
face conductivity. The magnitudes of the field reflection coeffi-
cients are listed in Table I, and show that the reflection coeffi-
cient for the quadratically varying surface conductivity is nearly
one thousand times smaller than the reflection coefficient for
the volume absorber. The results for the linearly and quadrati-
cally varying surface absorber verify the results in [1], that the
smoothness of any transition in a waveguide, largely determines
the resulting reflection.

This paper is organized as follows. In Section II, the BEM
formulation incorporating surface conductivity is derived. In
Section III, the decay rate due to the surface conductivity is
examined using both numerical experiments and calculations

Fig. 4. Complex magnitude of the electric field inside a waveguide and the
attached surface absorber. Dashed line indicates the position of the wave-
guide-absorber interface. Lengths of the waveguide and absorber are ��� and
��� , respectively, with � denoting the wavelength in the waveguide medium.
See Table I for the corresponding numerically measured reflection coefficients.
(a) Linear surface conductivity along � direction �� � ��. (b) Quadratic
surface conductivity along � direction �� � ��.

based on perturbation theory and on Poynting’s theorem. In
Section IV, the asymptotic behavior of transition reflections
with respect to absorber length is presented. In Section V,
we note the existence of radiation modes originating from the
mismatch of the excitation source and the waveguide mode,
and show that the radiation complicates the interpretation of
certain numerical results, but does not affect the performance
of the surface absorber. Details of the numerical implementa-
tion of the SIE solver are given in the Appendix, including a
description of BEM matrix construction, the preconditioning
iterative matrix solution technique, and FFT-based acceleration
of the matrix-vector products.

II. BEM FORMULATIONS WITH THE SURFACE

CONDUCTIVE ABSORBER

In this section, we describe the 3-D BEM formulation for
a waveguide truncated with a surface conductive absorber.
Fig. 3(b) shows the – plane cross section of an -directed
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truncated rectangular waveguide, where the surface conduc-
tive absorber region is to the right of the dashed line. The
permittivity and permeability of the waveguide interior and
the exterior media are denoted as and , where the
subscripts and denote the exterior and the interior, respec-
tively. The electrical surface conductivity is subscripted
with as a reminder that only electrical conductivity is being
considered, though the generalization of what follows to both
electrical and magnetic conductivity could be considered. As
is described in Section III , using only electrical conductivity
can have a saturation phenomenon that can be avoided at the
cost of using a longer absorber. The system is excited by a
Gaussian beam propagating in direction. The Gaussian
beam is generated by a dipole in a complex space [23], where
the real part of the dipole position is inside the waveguide,

from the left end. In this paper, the convention of the
time-harmonic mode is adopted.

In SIE methods, for computing time-harmonic solutions, the
unknowns are surface variables. In our case, we use surface elec-
trical and magnetic currents on both the interior, and , and
exterior, and , of every surface. The currents on surfaces
with on the left side of Fig. 3(b), satisfy a simpler set
of equations than the currents on surfaces where , the
right side of Fig. 3(b). When appropriate, we distinguish be-
tween the and currents with superscripts and

, respectively.
Invoking the equivalence principle [24] yields a relation be-

tween surface currents and fields

(1)

(2)

(3)

(4)

where is an exterior-directed normal unit-vector, and
are the electric and magnetic fields of the Gaussian beam

in a homogeneous space with material parameters equal to those
of the waveguide interior, and and are electric
and magnetic fields due to the equivalent currents in the exterior
and interior, respectively.

On the surface of the waveguide, the continuity of the tan-
gential components of the electric and magnetic fields yields the
well-known PMCHW formulation [2], [3]

(5)

(6)

where and are integral operators described in the
Appendix. From (1)–(4) and the tangential field continuity in the
surface conductivity free region, the equivalent currents on the
two sides of the waveguide surface are of the equal magnitude,
but are opposite in direction. Specifically

(7)

(8)

Thus, the unknown currents on the waveguide side are reduced
to and .

For the surfaces where , a modified surface formula-
tion is needed, one that incorporates the discontinuity due to the
surface conductivity. When , the tangential electric field
is still continuous across the absorber surface, and therefore

(9)

The tangential magnetic field is not continuous as a sheet of
surface electric current is induced due to the
electrical surface conductivity, thus creating a jump. Therefore,

(10)

where is the tangential electric field on
the absorber surface, and could choose the field on either side of
the absorber surface according to the enforced equality in (9).

As a result of (1), (3), and (9), the interior and exterior mag-
netic currents can be represented with a single variable

(11)

but the discontinuity of tangential magnetic field implies
, and (2) , (4), and (10) must be combined to

generate a local equation

(12)

Finally, using the integral operator relation between and
and , and substituting into (10) and (12), yields

(13)

(14)

The unknowns, the surface currents and
, can be determined by solving (5), (6) on the left wave-

guide surfaces and (9) , (13), (14) on the right absorber surfaces.
The resulting linear system can be constructed and solved as de-
scribed in Appendix. It is possible to simplify the formulation
by eliminating one extra variable of electric currents on the ab-
sorber surface, though there are some accuracy issues [25].

III. FIELD DECAY RATE

In this section, we demonstrate agreement between three
methods for computing the exponential decay rate in a region
with electrical surface conductivity: direct numerical experi-
ment, perturbation theory, and using Poynting’s Theorem. For
the purpose of simplifying the comparison, in just this section
we use the example of a single dielectric waveguide with a
uniformly distributed surface conductivity. The longitudinal
cross section is shown in Fig. 5. The behavior of interior fields
generated by a Gaussian beam source were computed using a
BEM method based on solving (9), (13), and (14).
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Fig. 5. 2-D longitudinal cross section of a waveguide with uniform surface con-
ductivity. This absorber-only example is used in Section III. Waveguide length
is ��� and cross section size is ������� � ������� . The relative permit-
tivity of the waveguide and external medium are 11.9 and 1, respectively.

Fig. 6. Complex magnitude of the electric field along � inside the waveguide
in Fig. 5 with uniform surface conductivity.

The plots in Fig. 6 show the numerically computed complex
magnitudes of the electric fields along the axis inside the
waveguide for two cases, S and S.
As expected, the complex magnitude decays exponentially with
distance from the source with a surface-conductivity dependent
rate. Also, as can be seen, waves reflect back from the right end
and presumably these reflections decay as they travel to the left.

An approximation to the rate of exponential decay can be de-
termined by fitting the field plots. The fitted decay rates for a
range of are shown in Fig. 7 and denoted with a dashed star
curve. The decay rate does not monotonically increase with the
surface conductivity. The curve shape can be explained as fol-
lows. When is small, the propagating wave is able to pene-
trate the lossy surface and is absorbed, with the absorption in-
creasing with as expected. However, for large , the sur-
face conductor itself becomes reflecting, forming essentially an
enclosed metallic waveguide; as the tangential elec-
tric field vanishes at the surface and therefore there is no absorp-
tion. The practical implications of this upper bound on effective
values for are limited, and are described in Section IV.

The following sections introduce two alternative approaches
to calculate the decay rate from surface conductivities, to
confirm and further illustrate the aforementioned numerical
observations.

Fig. 7. Comparison of three methods for computing the rate of field exponential
decay along the propagation direction versus surface conductivity.

A. Decay Rate Calculation by Perturbation Theory

In this section, a first-order closed-form decay rate formula,
valid for small surface conductivity, is derived using perturba-
tion theory. Assume the electric field of the fundamental
mode of a lossless rectangular waveguide is given, and the su-
perscript denotes the unperturbed quantity. When electrical
surface conductivity is put on the waveguide surface, it is
equivalent to a perturbation of permittivity, denoted as

, where is the Dirac delta function across
the waveguide surface. According to [24 ], [26], the first-order
variance of angular frequency due to the perturbation of permit-
tivity is

(15)

where is the whole volume domain and the superscript
denotes a first-order approximation. After applying the triple
product rule to the partial derivatives of the three interdepen-
dent variables , we obtain a first-order change in prop-
agation constant due to the frequency change in (15) , de-
noted as , where is the group velocity, as

in which the subscript indicates is held
fixed. Combining (15) and aforementioned equations of
and , the integral in the numerator of (15) is reduced to
a surface integral of the tangential components of the electric
field, therefore

(16)

where is the surface of the waveguide. As expected, the per-
turbation in the propagation constant is imaginary, which in turn
represents the decay rate . With a uniform
cross section, the volume and surface integrals in (16) can be
further reduced to surface and line integrals on the cross section,
respectively. The electric field before the perturbation ,
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Fig. 8. Illustration of the approach using Poynting’s theorem to calculate the
decay rate of a waveguide with surface conductivity. Plot of the surface con-
ductivity distribution � ��� along the longitudinal direction is aligned with the
waveguide.

along with , can be obtained numerically, for example, with
a plane-wave method [27].

The decay rate calculated using the perturbation is plotted in
Fig. 7 with a dashed diamond curve. Note that the curve overlaps
with decay rates computed with other methods when the sur-
face conductivity is small, and deviates for larger conductivity
as should be expected given the first-order approximation.

B. Decay Rate Calculation Using Poynting’s Theorem

The aforesaid perturbation method predicts the decay rate
when the surface conductivity is small. An alternative approach,
based on Poynting’s theorem, can be used to calculate the decay
rate for the entire range.

Fig. 8 shows a waveguide with surface conductivity and also
plots the conductivity function with axis aligned with
the axis of the waveguide. Since this approach requires inte-
grating the fields of source-excited propagating modes in the ex-
terior region, some inevitably excited modes, such as radiation
modes that will be discussed in Section V, must be suppressed.
For this reason, the surface conductivity starts with a large con-
stant value (5 S). The large surface conductivity leads to the
saturation as seen in Fig. 7, and therefore, the Gaussian-beam
source excites metallic waveguide modes at the beginning, prop-
agating in direction in the closed interior region. The sur-
face conductivity is then smoothly reduced to a smaller value,
with which the decay rate is to be calculated. In this way, the
metallic waveguide modes can smoothly change to the desired
decaying dielectric waveguide modes with minimal radiation
modes excited.

The decaying propagating mode in the domain of interest,
shown in Fig. 8 , is assumed in the form

(17)

(18)

where is the real propagation constant, and is the unknown
decay rate. The Poynting vector in frequency domain is given
by , and together with the assumed forms of

in (17) and in (18), the derivative with respect to is given
by

(19)

As illustrated in Fig. 8, apply Poynting’s theorem in the closed
volume

(20)

where is the surface of the volume is an exterior-directed
normal unit-vector, and is the waveguide surface within . In
the limit as , the closed integration surface becomes
a surface , and one component of the integrand of the left side
of (20) becomes . Combining (19) and this
limit of (20) yields a closed-form representation of the decay
rate

(21)

where denotes the boundary of the surface , and denotes
the integral line on the waveguide surface within the surface .

The decay rate calculated using (21) is plotted in Fig. 7 with
a dashed circle curve. It shows good agreement with the decay
rate computed using fitting for the entire range, verifying
that the surface conductivity is handled correctly by the BEM
in accordance with Maxwell’s equations.

IV. REFLECTIONS AND ASYMPTOTIC CONVERGENCE

In this section, we return to the example of a waveguide termi-
nated by an absorber, as shown in Fig. 2. As shown in Section I,
a smoothly varying surface conductive absorber easily imple-
mented in the SIE method is orders of magnitude more effec-
tive at eliminating reflections than a volume absorber of com-
parable length. And, since computational cost increases with
the length of the absorber, it is worth examining the relation-
ship between reflections and the absorber length. In order to
do this, we first require a more careful classification of reflec-
tions and a more sensitive numerical measure of reflections than
the standing wave ratio method. In the following sections, we
will define round-trip and transition reflections and present a
measure of the power-law asymptotic convergence of transition
reflections.

A. Round-Trip and Transition Reflections

Reflections in a domain of interest can be divided into a
round-trip reflection , and a transition reflection . The
round-trip reflection is generated by waves entering into the
absorber, propagating to the end without being completely
absorbed, reflected off the end of the absorber, and eventually
propagating back into the waveguide. The round-trip reflection
coefficient is proportional to

(22)
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where the coefficient is determined by the reflection at the
end of the absorber and is the absorber length. A factor of 2
in the exponent of (22) represents the effect of the round trip,
and another factor of 2 indicates that the power is considered.

The transition reflection is the reflection generated by the
change in material properties at the waveguide-absorber in-
terface. Therefore, smoother material change at the interface
produces smaller transition reflection as predicted by cou-
pled-mode theory [1].

If the round-trip reflection in (22) is held fixed, the decay
rate is inversely related to the absorber length . In other
words, for a longer absorber, a smaller decay rate can yield
the same amount of round-trip reflection. Since is proportional
to the surface conductivity for small , using a longer
absorber implies a smaller transition reflection. It was further
shown in [1] that, given a fixed round-trip reflection, the tran-
sition reflection decreased as a power law with increasing ab-
sorber length . The power-law exponent is determined by the
order of the differentiability of the medium (conductivity) func-
tion. Suppose a conductivity function along is

, where the interface is at , and
is a monomial function with order in the region

(23)

With the surface conductivity function and a fixed round-
trip reflection, the asymptotic behavior of the transition reflec-
tion in terms of the length of the absorber is

(24)

The power-law behavior in (24) indicates that, with a higher
order conductivity function, the transition reflection decreases
faster with increasing the absorber length. It does not follow that

should be made arbitrarily large, however, there is a tradeoff in
which increasing eventually delays the onset of the asymp-
totic regime in which (24) is valid [1].

B. Asymptotic Convergence With

We present numerical results to verify the asymptotic
power-law convergence of the transition reflection of the
surface absorber. Because it is hard to explicitly measure the
transition reflection in the integral equation method, instead,
we measure alternative electric field expressions as in [1].

First, we define as the electric field at a fixed position in
the waveguide when the length of the absorber is , with unit .
Thus, includes the incident field, the round-trip reflection
and the transition reflection. With a small fixed round-trip reflec-
tion, the difference of and is the difference of the
transition reflections, which in the limit of large approaches to
zero, so . Therefore, can be
a measure of transition reflection, and specifically, derived from
(24), they are subject to the following asymptotic behavior

(25)

In the example of a rectangular waveguide attached with a sur-
face absorber, the asymptotic convergence of (25) is shown in

Fig. 9. Asymptotic power-law convergence of the transition reflection with
the length of the surface absorber measured using ������������ ������� .
Length of the waveguide is ��� , with � denoting the wavelength in the wave-
guide medium. Waveguide cross section size is ������� �������� . Relative
permittivities of the waveguide (silicon) and the external medium (air) are 11.9
and 1, respectively.

Fig. 9 in a log–log scale for linear, quadratic, and cubic surface
conductivity profiles . In order to keep the same
small round-trip reflection, the linear factor in the conduc-
tivity function should be proportional to and inversely
proportional to the length of the absorber [28], as

, and the maximum for the shortest absorber length
in our numerical experiment when is

S. As seen in the figure, the three curves align with the ex-
pected curves, respectively. The curves would
eventually converge to a small quantity, which is the difference
of the small round-trip reflections due to a phase difference. The
agreement of the figures verifies the power-law behavior of the
transition reflection of the surface absorber and further illus-
trates that a higher order conductivity function leads to smaller
transition reflections.

V. RADIATION IN THE SURFACE ABSORBER

A surface absorber with a conductivity that rises smoothly
with distance from the waveguide-absorber interface would
be expected to have interior fields whose magnitude decays
with distance at an accelerating exponential rate. Instead, the
field magnitudes decay exponentially near the interface, but
then switch to an decay, as shown in Fig. 10. The
cause of this switch in decay rate is due to coupled radiation.
The radiation is generated by the inevitable mismatch between
the excitation source and waveguide modes. The situation is
similar to a source radiating in a lossy half-space, in which the
dominant field contribution is due to a lateral wave that decays
algebraically [29], [30]. Fig. 10 shows the complex magnitude
of the interior electric field in a waveguide attached with a long
quadratic-profile surface absorber. The waveguide system is
excited by a dipole source and a Gaussian beam, respectively,
located inside the waveguide. In the semilog plot, the dominant
waveguide mode decays at an accelerating exponential rate, and
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Fig. 10. Complex magnitude of the electric field inside a waveguide and a long
surface absorber excited by a dipole source and a Gaussian beam, respectively.
Lengths of the waveguide and the absorber are ��� and ��� , respectively.
Surface conductivity on the absorber increases quadratically.

then because the guided mode decays faster than the
radiation, the radiation dominates at a certain distance from the
waveguide-absorber interface. The coupled radiation results in
an floor, as is clearly shown in the inset with a log–log
scale. Note that using a Gaussian beam source results in a lower
floor than using a dipole source, because the Gaussian beam is
more directional, and generates less radiation.

The coupled radiation does not affect the perfor-
mance of the surface absorber, because the coupled radiation
itself is several orders of magnitude smaller than the propa-
gating modes in the waveguide, and little will be reflected.
The asymptotic convergence of the transition reflections in
Section IV and the reflection coefficient in Section I con-
sistently show the excellent performance of surface absorbers,
obviously unhampered by the effects of radiation.

VI. CONCLUSION

We presented a novel numerical technique, a surface conduc-
tive absorber that is easily implemented in the boundary ele-
ment method, to eliminate the reflections due to the truncation
of infinite channels. We illustrated this technique using a dielec-
tric optical waveguide appended with a surface-conductive ab-
sorber, and described the modified BEM formulation needed to
allow a varying surface conductivity. We further discussed the
nonmonotonically increasing decay rate with the surface con-
ductivity and showed agreement between three methods for cal-
culating that decay rate: numerical example, using perturbation
theory and Poynting’s theorem. We demonstrated that the sur-
face conductive absorber is orders of magnitude more effective
than the most obvious approach to generating an absorber that
fits with SIE methods, a volume absorber with constant con-
ductive. Finally, we showed that a waveguide appended by a
surface-conductive absorber has a transition reflection that de-
cays as an asymptotic power-law with respect to the length of

the absorber, to verify that the smoothness of conductivity func-
tion determines the transition reflection, also noted in [1].

The major advantages of the surface conductive absorber
are: 1) the varying surface conductivity is easily implemented
in BEM and associated fast solvers and can significantly reduce
the transition reflections; 2) the volume properties and of the
absorber are the same as the waveguide, so the Green’s function
is unchanged and there is no interior cross section to discretize,
eliminating a potential source of numerical reflections; and
3) there is no change of method at the waveguide/absorber
interface, eliminating another potential source of numerical
reflections.

In this paper, we focus on presenting this new surface conduc-
tive absorber approach using a simple example, a rectangular
waveguide. It should be noted that terminating such a simple
structure is easily accomplished with a variety of methods. How-
ever, our goal is to develop an approach that is general enough
that can be used with SIE methods applied to a variety of struc-
tures in nanophotonics, like the more complicated periodic pho-
tonic crystals. As one final comment, it should be noted that we
did not investigate the interaction between wave velocity and
surface conductive absorber length. In [28], that issue is exam-
ined using a periodic slow-light waveguide, to show that the ap-
proach to surface conductive absorbers presented here can result
in long absorbers regardless of the conductivity profile.

APPENDIX

A. Construction of a Linear System

From Section II, the five equivalent currents, on the
waveguide surfaces, and on the absorber surfaces,
are to be determined by solving the (5), (6), (9), (13), and (14).
The currents are approximated with the RWG basis function [4]
on triangular-meshed surfaces,

(26)

(27)

where is the RWG function on the th triangle pair, and
are the corresponding coefficients for the electric and

magnetic currents, respectively. These unknown coefficients of
the five equivalent currents assemble a vector to be solved for,
specifically,

(28)

Electric and magnetic fields are represented using the mixed-
potential integral equation (MPIE) [5] for a low-order singu-
larity, with integral operators and as in [6]

(29)

(30)

where is the intrinsic impedance, the subscript
denotes the exterior or interior region, and the superscript
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denotes the waveguide or absorber surfaces. The
integral operators on the th RWG function are given by

(31)

(32)

where is the surface of the th triangle pair,
is the propagation constant in region , and is the free-
space Green’s function in region

(33)

where and are target and source positions, respectively.
We employ Galerkin method [31] on the waveguide by using

the RWG function as the testing function on target triangle pairs.
The tested operators on the th target triangle pair due to
the th source triangle pair become

(34)

(35)

where is the surface of the th target triangle pair. Substituting
the tested field operators into (5), (6) yields a matrix due
to the currents , and a matrix due to the currents

.
On the absorber surfaces, the term in (13) and

(14) requires another testing procedure in order to incorporate
the surface conductivity

(36)

(37)

Similarly, substituting the aforementioned four tested integral
operators into (9), (13), and (14) generate a matrix due to
the currents , and a matrix due to the currents

.
Assembling the four matrices according to (5), (6), (9), (13),

and (14) yields a dense linear system

(38)

where

(39)

The right-hand-side vector contains tested incident electric
and magnetic fields

(40)

Fig. 11. Discretized waveguide with a periodic unit.

in which the th entry of each subvector is given by

(41)

(42)

(43)

B. Acceleration and Preconditioning With FFT

The linear system (38) can be solved with iterative algo-
rithms, for instance, GMRES for this nonsymmetrically dense
system. In each iteration, the matrix-vector product takes

time, where is the number of unknowns. Moreover,
to explicitly store the matrix is expensive, requiring
memory. In fact, there have been many well-developed fast
algorithms to reduce the costs of the integral equation solvers
[9]–[12]. In this paper, we use a straightforward and easily
implemented FFT-based fast algorithm to accelerate the SIE
method on periodic guided structures.

As shown in Fig. 11, the waveguide is discretized into a pe-
riodically repeating set of the RWG triangle pairs. Due to the
mesh periodicity and the space invariance of the operators (34),
(35), the matrices and are block Toeplitz, requiring
explicit calculation and storage of only a block row and a block
column, reducing memory to approximately . A Toeplitz
matrix can be embedded in a circulant matrix, and the circulant
matrix-vector product can be computed with the FFT [32], [33].
In this way, the computational costs are reduced approximately
to .

Because the surface conductivity must vary with distance
from the waveguide-absorber interface, the tested potential op-
erators (36), (37) are not space invariant. Therefore, accelerating
the parameterized matrices and is not as straight-
forward as and . Typically, the integral in (36), (37) is
calculated numerically using Gauss quadrature [34], summing
up the tested potentials at quadrature (target) points with Gauss
weights. The space invariance of the potential operators (31),
(32) and periodicity of the mesh allows assembling a matrix
of the potentials at target points by explicitly calculating only
a block row and block column. Then the potentials at target
points are summed after testing and multiplications with Gauss
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weights and surface conductivity, and eventually stamped into
matrices and .

Another great advantage of working with a Toeplitz or a block
Toeplitz matrix is the existence of a highly efficient precondi-
tioner [35]–[37]. A circulant matrix is approximated from the
Toeplitz matrix, and then can be easily inverted with the FFT.
We use this method to calculate a preconditioner for , and
use the block-diagonal preconditioner [12] for .
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