
18.06 Quiz 1 March 1, 2010 Professor Strang

Your PRINTED name is: 1.

Your recitation number or instructor is 2.

3.

4.

1. Forward elimination changes Ax = b to a row reduced Rx = d: the complete solution is

x =


4

0

0

 + c1


2

1

0

 + c2


5

0

1


(a) (14 points) What is the 3 by 3 reduced row echelon matrix R and what is d?

Solution: First, since R is in reduced row echelon form, we must have

d =
[

4 0 0
]T

The other two vectors provide special solutions for R, showing that R has rank 1:

again, since it is in reduced row echelon form, the bottom two rows must be all 0, and

the top row is
[

1 −2 −5
]T

, i.e. R =


1 −2 −5

0 0 0

0 0 0

 .

(b) (10 points) If the process of elimination subtracted 3 times row 1 from row 2 and

then 5 times row 1 from row 3, what matrix connects R and d to the original A and

b? Use this matrix to find A and b.

Solution: The matrix connecting R and d to the original A and b is

E = E31E21 =


1 0 0

0 1 0

−5 0 1

 ·


1 0 0

−3 1 0

0 0 1

 =


1 0 0

−3 1 0

−5 0 1


That is, R = EA and Eb = d. Thus, A = E−1R and b = E−1d, giving

1



A =


1 0 0

3 1 0

5 0 1

 ·


1 −2 −5

0 0 0

0 0 0

 =


1 −2 −5

3 −6 −15

5 −10 −25



b =


1 0 0

3 1 0

5 0 1

 ·


4

0

0

 =


4

12

20


2. Suppose A is the matrix

A =


0 1 2 2

0 3 8 7

0 0 4 2

 .

(a) (16 points) Find all special solutions to Ax = 0 and describe in words the whole

nullspace of A.

Solution: First, by row reduction
0 1 2 2

0 3 8 7

0 0 4 2

→


0 1 2 2

0 0 2 1

0 0 4 2

→


0 1 0 1

0 0 2 1

0 0 0 0

→


0 1 0 1

0 0 1 1
2

0 0 0 0


so the special solutions are

s1 =


1

0

0

0

 , s2 =


0

−1

−1
2

1


Thus, N(A) is a plane in R4 given by all linear combinations of the special solutions.

(b) (10 points) Describe the column space of this particular matrix A. “All combinations

of the four columns” is not a sufficient answer.

Solution: C(A) is a plane in R3 given by all combinations of the pivot columns, namely

c1


1

3

0

 + c2


2

8

4





(c) (10 points) What is the reduced row echelon form R∗ = rref(B) when B is the 6 by

8 block matrix

B =

 A A

A A

 using the same A?

Solution: Note that B immediately reduces to

B =

 A A

0 0


We reduced A above: the row reduced echelon form of of B is thus

B =

 rref(A) rref(A)

0 0

 , rref(A) =


0 1 0 1

0 0 1 1
2

0 0 0 0


3. (16 points) Circle the words that correctly complete the following sentence:

(a) Suppose a 3 by 5 matrix A has rank r = 3. Then the equation Ax = b

( always / sometimes but not always )

has ( a unique solution / many solutions / no solution ).

Solution: the equation Ax = b always has many solutions .

(b) What is the column space of A? Describe the nullspace of A.

Solution: The column space is a 3-dimensional space inside a 3-dimensional space , i.e.

it contains all the vectors, and the nullspace has dimension 5− 3 = 2 > 0 inside R5.



4. Suppose that A is the matrix

A =


2 1

6 5

2 4

 .

(a) (10 points) Explain in words how knowing all solutions to Ax = b decides if a given

vector b is in the column space of A.

Solution: The column space of A contains all linear combinations of the columns of

A, which are precisely vectors of the form Ax for an arbitrary vector x. Thus,

Ax = b has a solution if and only if b is in the column space of A .

(b) (14 points) Is the vector b =


8

28

14

 in the column space of A?

Solution: Yes . Reducing the matrix combining A and b gives
2 1 8

6 5 28

2 4 14

→


2 1 8

0 2 4

0 3 6

→


2 1 8

0 2 4

0 0 0



Thus, x =

 3

2

 is a solution to Ax = b, and b is in the column space of A.
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D ²|F´³¶µ?·q¸�¹»º

¼ v�x
A =











0 0

6 9

2 3











.

½ �t¾ ½ ¡°¿ex|w�ÀÁ¾�~�{��|����vÂxz¤�v'Ã�v�w�x��ª��w�Ä�v���Å�mÆ¤�v'���R�}y�ÇÈ�:w|¿�����vÉ��Ê
A
{�wË�

�eÀ�¿��R{���x ÃaÀ���{}��v �ªÀ0¿��»���ev�¯�À�x|¤��|v�vÉ¯e{}ÇÈv���w�{}�R�.�ª�aw|¿�����vªÀ�ÌÎÍ�¿��»�ª{}�Ï�Rv���ÐÑÃ���{}vÓÒ�ÐRÀ
mÆ¤�v7ÇÔ�ªx|�|{ÕÍÖ¤.��wÆ�|����×�l�Ø.w|v�v���ÃtÐ:{���w|¿�v��Óxz{}���W���ÆÃ�ÐÏv��}{�ÇÔ{��.�ªx|{}�R��À

½ Ã´¾ ½ ¡°¿ex|w�ÀÁ¾Ñm?�|y�vÙ�R� Ú��ª�}w|v ÅËmÆ¤�vÙ�|�qÄÛw|¿.�ª��vk��Ê
A
{}w��Ô�Rv���xz���Âw|y�Ãew|¿.����v1��Ê

R3
Ø-{ÜÀÝv�ÀÕØ-���R��w|{�w�x|wÂ��Ê0�Ö���R�Õp

��v���x|{}�R�È��Ê-�Rv��Óxz�R��w�ÄË{�x|¤Ôx|¤��|v�v5���RÇÔ¿��R��v��txzw�x|¤.�ªx����|vh�����Rw|v�¯Öy��e¯�v������}�.��{}��v����0���RÇkÃe{}�.�ªx|{}�R�ew�À
ÌÎÍ�¿��»�ª{}�:�Rv���ÐÑÃ���{}v�ÒeÐRÀ
mÆ¤�v7���qÄËw|¿.����v7{�wË�1w|y�Ã�w�¿.����v7��Ê

R2
Ø.�����}�}v���x|{}�R��w���ÊÎ��v��Óxz�R��whÄË{Õxz¤ ·ßÞkà ���RÇÈ¿-�R�ev��txzw�À

½ �q¾ ½ ¡°¿ex|w�ÀÁ¾�~�{��|����vÂxz¤�v'Ã�v�w�x��ª��w�Ä�v���Å
�eÀ����ªxz��{ÕÍ

A
¤.�ªwËÊ�ye�}�a���R�}yeÇÔ�Ñ�z�ª��×´À

Ã�À����ªxz��{ÕÍ
A
¤.�ªwËÊ�ye�}�����<ÄT�z���e×�À

��À����ªx|�|{ÕÍ
A
¤.��wÆ��v�{�xz¤ev��ÆÊ�y��}�a���R��y�ÇÔ�:�|����×Ï�e�R�áÊ�y��}�a�|�qÄâ�|����×´À

ÌÎÍ�¿��»�ª{}�:�Rv���ÐÑÃ���{}v�ÒeÐRÀ
mÆ¤�v'�z�ª��×Ï{}wÆÃ���x|¤Ww�ÇÖ�ª�}�}v���xz¤����:xz¤.���Ñxz¤evÉ��y�ÇÙÃ-v��h�ªÊÎ���<ÄËwh���e¯Wx|¤�v'�
yeÇkÃ-v��Ë��ÊÎ���R�}yeÇÔ��w�À

o



½ ¯´¾ ½ l<ok¿ex|w�ÀÁ¾ ¼ v�x
b =











0

3

1











.
ÚÎ{}��¯:x|¤�v'���RÇÈ¿��}vÓxzv�w��R�}yex|{}�R�Ïx|�

Ax = b
À

mÆ¤�v'w|v����R��¯����R��y�ÇÈ�:��Ê
A
{�wáÊ��|v�vªÀ

mÆ¤�v�¿�����x|{}��ye�»���0w|���}yex|{}�R�È{}w0xz¤�v��
xp =





1/2

0



 .
mÆ¤�v���vÂ{}w��R��v5w|¿�v���{}���´w|�R��yexz{��R�





−3/2

1



 .

mÆ¤�v'���RÇÈ¿���v�xzv�w��R�}y�xz{}���:���R��w�{}w�xzwË��ÊÎ���}�a��v��Óxz�R��w5��Ê?xz¤ev'Ê����|Ç




1/2

0



 + x2





−3/2

1



 .

s
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E ²|E�Föµ?·q¸�¹»º

A
{}w��Ùw|÷�y.����v

3× 3
ÇÔ�ªx|�|{ÕÍkÄË¤��Rw|v ¼Cø ¯�v����RÇÈ¿-��w|{�x|{}�R�°vßÍe{�w�x|w�ÄË{�x|¤Ö���Ù�|�qÄùvÓÍ��r¤.�ª��¥Rv�w�Àá~á�ª�|v�Ê�ye�}��Ð

¿����<�
{�¯�v��'����y��tx���Ê�xz¤ev5vßÍ��ª��x��
yeÇkÃ-v����ªÊ��R¿�v��|�ªxz{��R��w��|v�÷�y�{}��v�¯Ôx|�7���RÇÈ¿�yexzvÆx|¤�vhx|¤��|v�v5¿����z��ÇÈv�x|v���w
l12, l13

�ª��¯
l23
��Ê

L
���e¯úxz¤�v:w�{ÕÍû¿.���z�ªÇÔvÓxzv���wk��Ê

U
ÀûmÆ¤ev:÷
yev�w�x|{}�R�ew1Ã-v��}�qÄü���Ry��tx1ý.��w�xÈ������x|¤�v

¯�{Õ��{�w|{��R��w�Ø
xz¤�v��������-x|¤�v'Çky���x|{}¿���{}���ªxz{��R��w�Ø��ª��¯Wx|¤�v��������axz¤�v'w�y�Ãexz�|����x|{}�R�ewáxz¤.�ªxh�
����y���À
þ �R�R{�¯Ï���tÐÈy�����v���v�w|wz�ª��ÐÔ�R¿-v��z�ªx|{}�R�ew�À ½Aÿ ¿�v��|�ªxz{��R��w0�R�Èxz¤�vhv���v�ÇÈv��txzw�Ã-v�{}��¥Év���{}ÇÈ{}�.�ªx|v�¯°����v5ye����v��ßp
v�w�wz����ÐÑw|{�����v�xz¤��ªxËv���v�ÇÈv��tx��ÝwËy���x|{}ÇÔ�ªxzvhÊî�ªxzv'{}wÆ×����qÄË�Ñxz�ÈÃ-v

0
À ¾

�h��xzvªÅ ÿ x|¤�v��h���ew�Ä�v��|whÇÔ�qÐ
Ã�v��R×ÖÄË{Õxz¤ÑvÓÍ�¿��}���.�ªx|{}�R��À

½ �t¾ ½ �1¿ex|w�ÀÁ¾�� v��|v��������Æxz¤.�ªxÏ���RÇÈ¿�yexz�ªxz{��R�M�ªÊ'v����r¤ùÇkye��xz{�¿��}{�v��
lij
��v�÷�y�{}��v�wÏ����v�¯�{Õ��{�w|{��R��À%mÆ¤�v�vÓÍe���Óx

��y�ÇkÃ�v��Ë��Ê®¯�{Õ��{�w|{��R��wá{��Ñx|¤�v ¼Cø ¯�v����RÇÔ¿��Rw�{�xz{��R�:��Ê®�Ry��
3 × 3

þ {}w s À
Ì��ª�r¤���Ê?xz¤�v�x|¤��|v�vÉÇÙy���x|{}¿���{}v���w���v�÷�y�{��|v�wh�R��v�¯e{��
{}w�{}�R�Ïx|�È���RÇÈ¿�yexzvªÀ

½ Ã´¾ ½ n°¿ex|w�ÀÁ¾�� v1�|v��������®xz¤��ªx�Çky��Õxz{�¿��}{�v��|w
lij
Çky��Õxz{}¿e��Ð:xz¤ev

j
x|¤ö�|�qÄ Ãeyex'�R���ÕÐ�x|�Ïxz¤�v1��{}¥R¤tx���Ê����R�}y�ÇÈ�

i
À

mÆ¤�v'vßÍ��ª��xh��y�ÇkÃ�v��Ë��Ê®Çky���x|{}¿���{}���ªxz{��R��w0{}�Ïx|¤�v'v��txz{��|v ¼Cø ¯�v����RÇÔ¿��Rw�{�xz{��R�Ï��Ê®�Ry��
3 × 3

þ {}w
���

22 + 12

mÆ¤�vký.�|w�x��|�qÄ ½ ���R��y�ÇÔ�.¾h{}w5xz¤�vk¿e{��R�ªx��|�qÄ ½ ���R�}yeÇÔ�´¾ÆÊ��R�5x|¤�vÙý.��w�x�xdÄ��:v���{}ÇÈ{}�.�ªx|{}�R�ew�À5ÚÎ{}��w�x
l21
w|�����}v�w

A12

����¯
A13

��w5�ÔÃtÐ
¿�����¯�ye��xÂ�ªÊ"xz¤�vÉv���{}ÇÈ{}�.��xz{}���Ï��Ê"x|¤�v ½ o�ØÕl<¾Ëv��txz��Ð�ÀËmÆ¤�v��
l31���}w��Ww�������v�w

A12

����¯
A13

À���Ð�xz¤�v1x|{}ÇÈvkÄ�v°¤.���RvÈ����ÇÔ¿�y�xzv�¯
l32
ØC{�xÂÇky���x|{}¿���{}v�w5xz¤ev°�ª����y�v

���qÄâ{}�
A23

À
� �È¥�v���v��z���AØRÄ�vË¿�¤��|��w|v�¯Èx|¤�vÆ÷�y�v�w�xz{��R�Ô{��°�ÂÄá��Ðkx|¤.�ªx0����y��txzv�¯°Ê��R�Îx|¤�váÊî���Óx�xz¤.�ªx0�e�É���RÇÈ¿�y�p
xr�ªx|{}�R�k�ev�v�¯È�
����ye��{}�kxz¤eváý.�|w�x0�|�qÄ ���"ý.�|w�x0���R��y�ÇÔ�aÀ®mÆ¤�vÆx|��xr������y�ÇkÃ�v�����Ê�Çky��Õxz{�¿��}{����ªx|{}�R��w
{}�Ñ¥Rv��ev��z�ª��Ä��Rye�}¯:xz¤�v���Ã�v

(n − 1)2 + . . . + 1
À

�



½ �q¾ ½ n°¿ex|w�ÀÁ¾�� v°�|v������}�"x|¤.�ªxÉ�ªÊóx|v��
lij
¯���v�w'{�xzw
	��RÃö��Ê�Çky��Õxz{}¿tÐ
{}�e¥Ï�|�qÄ

j
x|�:xz¤�v°�|{�¥R¤tx'��Êá���R�}yeÇÔ�

i
Ø?Ä�v

w�y�Ãexz�|����xk�|�qÄ
j
Ê��|��Ç ���qÄ

i
Ãeyex1�R���ÕÐöxz��xz¤evÏ�|{�¥R¤txk��Êh�����}y�ÇÈ�

i
À¶mÆ¤evÏvÓÍe���Óx°�
yeÇkÃ-v��k��Ê

w�y�Ãexz�|����x|{}�R�ewh{��Ïxz¤�v'v���x|{}��v ¼Cø ¯�v����RÇÈ¿-��w|{�x|{}�R�Ö��ÊÎ��y��
3 × 3

þ {}w � À

���
22 + 1

À�mÆ¤ev7w�y�Ãexz�|����x|{}�R�Ñ���Ry��txh{}wË���ÕÄá��Ð
wÆxz¤�v'wz�ªÇÔvÉ��wáx|¤�v'Çky���x|{}¿���{}���ªxz{��R�Ô���Ry��tx�À

¡



F ²|E���µ?·q¸�¹»º

A
{}wh�ÔÇÔ�ªxz��{ÕÍÖÄË¤�{}�r¤�¤.��w5xdÄ��Öw�¿-v���{}���Cw|�R��yexz{��R��wÆxz�

Ax = 0
À þ ������xz¤�v��5w��R�}y�xz{}����w�Ø�Ä�vÙ��v����ª�}�ÜØ´�ª�|v

�}{���v��ª�á���RÇÙÃ�{}�.��xz{}����wá��Ê?xz¤�v�xdÄ��Ôw�¿-v���{}����w|���}yex|{}�R��w�À�mÆ¤�v�xdÄ��Ôw|¿�v���{»����w��R�}y�xz{}����wË���|v






















3

1

4

0

5























����¯























2

0

2

1

2























.

½ �t¾ ½ n°¿ex|w�ÀÁ¾�� ¤.��xË{}w
r =
�z�ª��× ½

A
¾�
�� ¤.�ªxh{�wáxz¤�v'¯�{�ÇÔv���w|{��R�:��Ê?xz¤�v'�����}y�ÇÈ�:w|¿.�ª��v

C(A)

�� ¤.�ªxh{�wáxz¤�v

¯�{�ÇÔv���w|{��R�:��Ê?xz¤�v'��y����}w|¿�����v
N(A)


��0v���ÐÑÃ���{}v�ÒeÐÏvÓÍ�¿��}��{}�:Ð��Ry��Æxz¤���v�v'��y�ÇkÃ�v���w�À
r = 3 =

½ �k���R��y�ÇÔ�ewr¾dp ½ oÙw�¿-v���{»�ª��w|�R��yexz{��R��wz¾
¯�{}Ç ½

C(A)
¾��

r = 3

¯�{}Ç ½
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18.06 Professor Edelman Quiz 1 October 3, 2012

Grading

1

2

3

4

Your PRINTED name is:

Please circle your recitation:

1 T 9 2-132 Andrey Grinshpun 2-349 3-7578 agrinshp

2 T 10 2-132 Rosalie Belanger-Rioux 2-331 3-5029 robr

3 T 10 2-146 Andrey Grinshpun 2-349 3-7578 agrinshp

4 T 11 2-132 Rosalie Belanger-Rioux 2-331 3-5029 robr

5 T 12 2-132 Geo�roy Horel 2-490 3-4094 ghorel

6 T 1 2-132 Tiankai Liu 2-491 3-4091 tiankai

7 T 2 2-132 Tiankai Liu 2-491 3-4091 tiankai



1 (22 pts.)

Let A =


0 1 1

0 2 2

0 3 4

 and M =


0 1 1

1 2 2

0 3 4

.

a) (5 pts.) Which are the pivot columns and which are the free columns of A ?

We subtract twice the �rst row from the second and three times the �rst row from the third

to �nd the row echelon form:
0 1 1

0 0 0

0 0 1


We see that the �rst column is free and the second and third columns are pivots.

b) (5 pts.) Which are the pivot columns and which are the free columns of M ?

We subtract twice the �rst row from the second and three times the �rst row from the third

to �nd the row echelon form:
0 1 1

1 0 0

0 0 1


We see that all three columns are pivot columns and thus there are no free columns.

c) (6 pts.) For which b =


b1

b2

b3

 are there solutions to Ax = b? For those b, write down

the complete solution.

We form the augmented matrix:
0 1 1 b1

0 2 2 b2

0 3 4 b3


2



As before, we subtract twice the �rst row from the second and three times the �rst row from

the third:
0 1 1 b1

0 0 0 b2 − 2b1

0 0 1 b3 − 3b1

.

We now �nd the reduced echelon form by subtracting the third row from the �rst:
0 1 0 4b1 − b3

0 0 0 b2 − 2b1

0 0 1 b3 − 3b1

.

The second row gives the equation 0 = b2 − 2b1 so for Ax = b to have solutions, we must

have b2 = 2b1.

The third row gives x3 = b3 − 3b1. The �rst row gives x2 = 4b1 − b3.

The nullspace is 1-dimensional and by inspection we see that it contains


1

0

0

, so the

general solution to Ax = b is

x =


c

4b1 − b3

b3 − 3b1

 ,

where c may be any real number.

3



d) (6 pts.) For which b =


b1

b2

b3

 are there solutions to Mx = b? For those b, write down

the complete solution.

Since M is square has no free columns, for any b there will be a solution to Mx = b. We

form the augmented matrix:
0 1 1 b1

1 2 2 b2

0 3 4 b3


As before, we subtract twice the �rst row from the second and three times the �rst row from

the third:
0 1 1 b1

1 0 0 b2 − 2b1

0 0 1 b3 − 3b1

.

We now �nd the reduced echelon form by subtracting the third row from the �rst:
0 1 0 4b1 − b3

1 0 0 b2 − 2b1

0 0 1 b3 − 3b1

.

The third equation gives x3 = b3− 3b1, the �rst equation gives x1 = 4b1− b3, and the second

equation gives x2 = b2 − 2b1.

4



2 (24 pts.)

Consider the vector space of polynomials of the form p(x) = ax3 + bx2 + cx+ d. Are the fol-

lowing subspaces? Explain brie�y in a way that we are sure you understand subspaces.Note:

We have written down the answers in detail to be pedagogical, but you didn't need to write

so much.

a) (6 pts.) Those p(x) for which p(1) = 0.

This is a subspace, because any linear combination of polynomials of degree at most 3 with a

root at 1 is still a polynomial with degree at most 3 and a root at 1 : let p(x) = fp1(x)+gp2(x)

where f, g are any real number, then p(1) = fp1(1) + gp2(1) = f · 0 + g · 0 = 0, as required.

b) (6 pts.) Those p(x) for which p(0) = 1.

This is not a vector space. One of many reasons is I can add two polynomials that have

value 1 at 0. Then they will have value 2 at 0. Hence we have exhibited a linear combination

of polynomials that are in the set which is not itself in the set. Hence this cannot be a

subspace.

c) (6 pts.) Those p(x) for which a+ b = c+ d.

This is a subspace. Consider two polynomials in the set, say pi(x) = aix
3 + bix

2 + cix + di,

i = 1, 2. Then, since they are in the set, we know ai + bi = ci + di for i = 1, 2. Now take

any linear combination of those polynomials, say p(x) = fp1(x) + gp2(x). Writing p(x) all

out and rearranging terms, we get p(x) = ax3 + bx2 + cx+ d, where a = a1 + a2, b = b1 + b2,

etc. Clearly now, using ai + bi = ci + di for i = 1, 2. we have a + b = c + d. Hence p(x), or

in fact any linear combination of members of the set, is still in the set: we have a subspace.

d) (6 pts.) Those p(x) for which a2 + b2 = c2 + d2.

This is not a subspace. You can guess from what we wrote down for c) that here, things

might go wrong. For example, take p1(x) = x3 + x and p2(x) = −x3 + x. Both of them are

in the set, but if you add them up you get p(x) = p1(x) + p2(x) = 2x, which is not in the

set.

5



3 (27 pts.)

a) (9 pts.) Find an LU decomposition of the matrix A =

 a b

c 0

 , where we assume a 6= 0.

L is unit lower triangular (1's on the diagonal) and U is upper triangular.

Use elimination. The upper-left entry a is our pivot, and we want to eliminate the c just

below it, so subtract c/a times row 1 from row 2, to get

U =

 a b

0 −bc/a

 .

Our elimination matrix was

E21 =

 1 0

−c/a 1

 ,

so

L = E21
−1 =

 1 0

c/a 1

 .

We have A = LU for the above L and U .

b) (9 pts.) Find a �PU� decomposition of the matrix A =


0 a b

c d e

0 0 f

, where P is a

permutation matrix, and U is upper triangular.

The matrix A fails to be upper triangular because of the c in the �rst column, so we swap

rows 1 and 2. Then A = PU , where

P =


0 1 0

1 0 0

0 0 1

 , U =


c d e

0 a b

0 0 f

 .

6



(Note that in this case PA = U also, because P = P−1. However, the problem asked for an

A = PU decomposition, so just writing PA = U is not enough.)

c) (9 pts.) Find an �X'X� decomposition of the matrixA =

 a2 + b2 + c2 ad+ be+ cf

ad+ be+ cf d2 + e2 + f 2

 .

The matrix X that you need to �nd satis�es A = XTX, and need not be a square matrix.

By inspection, A = XTX where X is the 3× 2 matrix

X =


a d

b e

c f

 .

Many other matrices X would work, but why make things unnecessarily complicated?

7



4 (27 pts.)

Either construct a matrix A or argue that it is impossible, where the nullspace of A is exactly

the multiples of (1, 1, 1, 1) and the dimensions (number of rows, number of columns) of A

are

a) (9 pts.) 2 ×4

This is impossible. Indeed, a 2 by 4 matrix has rank at most 2 (the rank is the dimension

of the row space). We know that dimN(A) + dimC(A) = 4, therefore, the dimension of the

null space is at least 2, but the problem requires the null space to have dimension 1.

b) (9 pts.) 3× 4

This one is possible. Since the null space has dimension 1, the rank has to be 3. If we �nd a

rank 3 matrix having (1, 1, 1, 1) in its null space then it's going to answer the problem. The

following matrix works :


1 0 0 −1

0 1 0 −1

0 0 1 −1


The ranks is 3 because there are 3 pivot columns and (1, 1, 1, 1) is in the null space because

the sum of the coe�cients in each row is 0.

c) (9 pts.) 4× 4

Here we need a rank 3 matrix with (1, 1, 1, 1) in its null space. One possible answer is :


1 0 0 −1

0 1 0 −1

0 0 1 −1

0 0 0 0



8
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18.06 Quiz 1 Professor Strang March 9, 2012

Please PRINT your name 1.

2.

Please Circle your Recitation: 3.

4.
r1 T 11 4-159 Ailsa Keating

r2 T 11 36-153 Rune Haugseng

r3 T 12 4-159 Jennifer Park

r4 T 12 36-153 Rune Haugseng

r5 T 1 4-153 Dimiter Ostrev

r6 T 1 4-159 Uhi Rinn Suh

r7 T 1 66-144 Ailsa Keating

r8 T 2 66-144 Niels Martin Moller

r9 T 2 4-153 Dimiter Ostrev

r10 ESG Gabrielle Stoy

1. (36 pts.) Suppose the 4 by 4 matrix A (with 2 by 2 blocks) is already reduced to its rref

form

A =

[
I 3I

0 0

]
.

(a) Find a basis for the column space C(A).

(b) Describe all possible bases for C(A).

(c) Find a basis (special solutions are good) for the nullspace N(A).

(d) Find the complete solution x to the 4 by 4 system

Ax =


5

4

0

0

 .



Solution.

(a) The column space is spanned by the vectors (1, 0, 0, 0), (0, 1, 0, 0), (3, 0, 0, 0), (0, 3, 0, 0).

We then put them in a matrix and do a Gaussian elimination to find independent vectors.

This tells us that the basis for the column space is {(1, 0, 0, 0), (0, 1, 0, 0)}
(b) The column space can be described by

C(A) = {(x, y, 0, 0) | x, y ∈ R},

so the basis of C(A) is the set of any two independent vectors (x1, x2, 0, 0) and (x3, x4, 0, 0).

This means that the matrix

A =

(
x1 x3

x2 x4

)
has full rank (in other words x1x4 − x2x3 6= 0 must hold).

(c) We observe that (3, 0,−1, 0) and (0, 3, 0,−1) are two independent vectors belonging

to the null space. Since the column space has dimension 2, the null space has dimension

4− 2 = 2, so any basis of N(A) has two elements. Hence, {(3, 0,−1, 0), (0, 3, 0,−1)} is a

basis for N(A).

(d) We start by looking for xparticular via elimination. Note that the matrix is already in a

reduced row echelon form: 
1 0 3 0 5

0 1 0 3 4

0 0 0 0 0

0 0 0 0 0


So xparticular = (5, 4, 0, 0). Then the complete solution is given by

x = xparticular + xnullspace

= (5, 4, 0, 0) + (3a, 3b,−a,−b)

= (5 + 3a, 4 + 3b,−a,−b)

for any a, b ∈ R.

�
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2. (16 pts.) Suppose the matrix A is m by n of rank r, and the matrix B is M by N of rank

R. Suppose the column space C(A) is contained in (possibly equal to) the column space

C(B). (This means that every vector in C(A) is also in C(B).) What relations must hold

between m and M, n and N, and r and R?

It might be good to write down an example of A and B where all the columns are different.

Solution. The column space of A is contained in Rm, and the column space of B is

contained in RM . If C(A) ⊆ C(B), this means they are contained in the same Euclidean

space, so M = m. The dimension of the column space is the rank of the matrix, so if

C(A) ⊆ C(B), this means dimC(A) ≤ dimC(B), hence r ≤ R. There are no relations

between N and n; n = N if A = B, n ≤ N if B = [A A], and n ≥ N if A = [B B].

�
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3. (a) (16 pts.) Suppose three matrices satisfy AB = C. If the columns of B are dependent,

show that the columns of C are dependent.

(b) (12 pts.) If A is 5 by 3 and B is 3 by 5, show using part (a) or otherwise that AB = I

is impossible.

Solution. (a) The columns of B being dependent means by definition that there is

a vector x 6= 0 such that Bx = 0. But then we also have

Cx = (AB)x = A(Bx) = A(0) = 0,

which means that the same x 6= 0 works to show that the columns of C are

dependent.

(b) The columns of B are dependent, since these are five vectors in R3, and 5 > 3.

Thus, by part (a), the columns of AB must be dependent. However, columns of

I are independent, so AB can never equal I. [Note: Switching the order matters

here. One can indeed find a 3 × 5 matrix A, and a 5 × 3 matrix B such that

AB = I is the 3× 3 identity - hence any ”proof” that is insensitive to the order

of A and B must be flawed].

�
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4. (20 pts.) Apply row elimination to reduce this invertible matrix from A to I. Then

write A−1 as a product of three (or more) simple matrices coming from that elimination.

Multiply these matrices to find A−1.

A =


0 1 1

1 0 0

4 0 1

 .

Solution. Swapping rows 1 and 2 corresponds to

P :=


0 1 0

1 0 0

0 0 1

 .

Subtracting 4 times row 1 from row 3 corresponds to

E31 :=


1 0 0

0 1 0

−4 0 1

 .

Subtracting row 3 from row 2 corresponds to

E23 :=


1 0 0

0 1 −1

0 0 1

 .

Putting them together, we get

E23E31PA =


1 0 0

0 1 −1

0 0 1




1 0 0

0 1 0

−4 0 1




0 1 0

1 0 0

0 0 1

A = I.

Hence, A−1 = E23E31P =


0 1 0

1 4 −1

0 −4 1

 .

�
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18.06 Quiz 1 Professor Strang March 4, 2013

Please PRINT your name 1.

2.

Please Circle your Recitation: 3.

r1 T 10 36-156 Russell Hewett

r2 T 11 36-153 Russell Hewett

r3 T 11 24-407 John Lesieutre

r4 T 12 36-153 Stephen Curran

r5 T 12 24-407 John Lesieutre

r6 T 1 36-153 Stephen Curran

r7 T 1 36-144 Vinoth Nandakumar

r8 T 1 24-307 Aaron Potechin

r9 T 2 24-307 Aaron Potechin

r10 T 2 36-144 Vinoth Nandakumar

r11 T 3 36-144 Jennifer Park

(1.) (30 pts.) For a 3 by 3 matrix A, suppose all three multipliers are l21 = l31 = l32 = 3.

Each lij multiplies pivot row j when it is subtracted from row i.

(a) Assuming no row exchanges, what is A, if elimination reaches

U =









1 1 1

0 2 1

0 0 g









?

(b) In case g = 0, the three columns of A must be dependent. Find the nullspace (a

vector space) of A.

(c) In case g 6= 0, what is the column space of U? What is the column space of the

original matrix A? How do you know?

1





(2.) (40 pts.) A is a 2 by 4 matrix with exactly two special solutions to Ax = 0 :

x = s1 =







3
1
0
0






x = s2 =







6
0
2
1







(a) Find the reduced row echelon form R of A.

(b) What is the column space of A?

(c) What is the complete solution to Rx =

[

3
6

]

?

(d) Find a combination of columns 2, 3, 4 that equals the zero vector.

(Not OK to use 0 (col 2) + 0 (col 3) + 0 (col 4) = 0. The problem is to

show that these 3 columns are dependent.)









18.06 Professor Edelman Quiz 1 October 4, 2013

Grading

1

2

3

4

5

Your PRINTED name is:

Please circle your recitation:

1 T 9 2-132 Dan Harris E17-401G 3-7775 dmh

2 T 10 2-132 Dan Harris E17-401G 3-7775 dmh

3 T 10 2-146 Tanya Khovanova E18-420 4-1459 tanya

4 T 11 2-132 Tanya Khovanova E18-420 4-1459 tanya

5 T 12 2-132 Saul Glasman E18-301H 3-4091 sglasman

6 T 1 2-132 Alex Dubbs 32-G580 3-6770 dubbs

7 T 2 2-132 Alex Dubbs 32-G580 3-6770 dubbs



1 (30 pts.)

Consider the matrix A =


2 3 5

2 4 5

−2 0 −5

 and the general right hand side b =


b1

b2

b3

 .

a) (18 pts.) Reduce A to an upper triangular matrix U and carry out the same steps on the

right side b by working with the augmented matrix [A b]. Factor the 3 by 3 matrix A into

LU =(lower triangular)(upper triangular).

2



b) (6 pts.) Describe the column space of A exactly through a condition on b.

c) (6 pts.) What are the special solutions to Ax = 0 ?

3



This page intentionally blank.
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2 (25 pts.)

Consider the matrix A =

 0.451 0.3 0 0.2 1 −.1

0.673 0.7 1 0.5 1 −.3

 . (Big Hint: The questions asked

here can all be readily done with mental arithmetic if you reorder your world view.)

a) (5 pts.) What is the column space of A? (Explain briefly.)

5



c) (20 pts.) Write down four independent solutions to Ax = 0.

6
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3 (15 pts.)

a) (4 pts.) Complete these sentences appropriately for a 3× 3 matrix A.

If the column space is a plane, the nullspace is a .

If the column space is a line, the nullspace is a .

If the column space is all of R3, the nullspace .

If the column space is the zero vector, the nullspace .

b) (11 pts.) Find a 7× 7 matrix A whose column space equals its nullspace, or argue briefly

it can not exist. (Hint: part 3a might provide a clue.)

8
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4 (15 pts.)

The vector space S consists of 2×2 matrices whose entries are linear functions of the symbol

x. For example,

 x 2− x

1 + x 4 + 10x

 is one member of S, and the general form of a member

of S is

A =

 a+ bx e+ fx

c+ dx g + hx

 .

Write down a basis for S.

10



5 (15 pts.)

An elimination step (a multiple of one row subtracted from another row) may be written in

Julia as

A[j,:]-=m*A[i,:]

where we assume i 6= j.

The same row operation in matrix form is expressed in linear algebra by “replace A with

EA, ” where E is the matrix formed from the identity with −m in the (j, i) entry.

If Gauss-Jordan is performed on an n by n non-singular matrix A, augmented with I, provide

an exact count in terms of n of the general number of required elimination steps. (Hint: we

are counting in units of row operations, not elemental operations; the exact answer has the

form an2 + bn+ c). We want the exact answer and a very short reason why. )

11
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SOLUTIONS TO EXAM 1

Problem 1 (30 pts)

(a) Since the multipliers are all 3, the row operations we had goes:
– subtract three times row 1 to row 2;
– subtract three times row 1 to row 3;
– subtract three times row 2 to row 3,

where the end step gives us 1 1 1
0 2 1
0 0 g

 .

So now we just need to reverse the row operations. Reversing the last step means
adding three times row 2 to row 3:1 1 1

0 2 1
0 6 g + 3

 .

Reversing the second step means adding three times row 1 to row 3:1 1 1
0 2 1
3 9 g + 6

 ,

And reversing the first step means adding three times row 1 to row 2:1 1 1
3 5 4
3 9 g + 6

 .

(b) To find the nullspace of A, we first note that there are three columns in A, and that
the rank of A is 2 in the case when g = 2, so the dimension of N(A) is one. So we
need to find just one vector that are in N(A); then this vector will be a basis for
N(A). By using Gaussian elimination to Ax = 0, we get Ux = 0, from which we

deduce that

−1
−1
2

 is a solution.

Therefore, N(A) = c

−1
−1
2

.

(c) If g 6= 0, then we observe that C(U) = R3. Since row rank is equal to the column
rank, the column rank (i.e. the dimension of the column space) or A is also 3. Since
the column space of A is contained in R3, which is 3-dimensional, it must be the
whole space as well. So C(A) = R3.

Problem 2 (40 pts)
1



(a) Any row of A is orthogonal to the two special solutions given in the problem. That
is, any row

r =


x
y
z
w


satisfies r · s1 = r · s2 = 0. This is just a system of two linear equations, so we need
to solve the equation [

3 1 0 0
6 0 2 1

]
r = 0

whose complete solution is given by

c


1
−3
0
−6

+ d


0
0
−1
2

 ,

from which we get the reduced row echelon form of A given by[
1 −3 0 −6
0 0 1 −2

]
.

(b) R has two pivots, and therefore A has two pivots and r(A) = 2. Two independent
columns in R2 span R2, so C(A) = R2.

Partial credit was given if the student referred back to A for the column space and
if they gave R2 with incomplete reasoning. Most point were lost if they just gave[
1
0

]
and

[
0
1

]
as the basis without indicating where they came from (or from reading

them off of R, not A). There were lots of right answer, with wrong (or no) reasons.
(c) The free variables are x2, x4 so the particular solution is

xp =


3
0
6
0

 .

The complete solution is

xc = xp + c1 · s1 + c2 · s2 =


3
0
6
0

+ c1


3
1
0
0

+ c2


6
0
2
1

 .

(d) We have

2 ·
[
−3
0

]
− 2 ·

[
0
1

]
−
[
−6
−2

]
.

2



One can find these coefficients by inspection, or combining the special solutions:

2s1 − s2 =


0
2
−2
−1

 .

Problem 3 (30 pts)

(a) Let

xy
z

 be a column of X. Then x, y and z satisfy

[
1 1 1
1 3 1

]xy
z

 = 0.

We apply elimination to get [
1 1 1
0 2 0

]xy
z

 = 0

from which we deduce that y = 0, and x = −z. So each column of X is a multiple of

the vector

 1
0
−1

. Since there are two columns of X, X can be written as

 a b
0 0
−a −b

 .

The basis for this space of matrices is given by 1 0
0 0
−1 0

 ,

0 1
0 0
0 −1

 .

(b) We first solve [
1 1 1
1 3 1

]xy
z

 =

[
1
0

]
.

Elimination gives We apply elimination to get[
1 1 1
0 2 0

]xy
z

 =

[
1
−1

]
From which we see that we can take y = −1/2, x = 3/2, z = 0. This will be the first
column of X.

3



We now solve [
1 1 1
1 3 1

]xy
z

 =

[
0
1

]
.

Elimination gives We apply elimination to get[
1 1 1
0 2 0

]xy
z

 =

[
0
1

]
And we can take y = 1/2, x = −1/2, z = 0. This is the second column of X.

So one possible solution for X is 3/2 −1/2
−1/2 1/2

0 0

 .

(c) The set of complete solutions is given by

Xparticular + Xspecial =

 3/2 −1/2
−1/2 1/2

0 0

+ a

 1 0
0 0
−1 0

+ b

0 1
0 0
0 −1

 .

4



18.06 EXAM 1 October 1, 2014

Grading

1

2

3

4

Total:

Your PRINTED name is:

Please circle your recitation:

R01 T 9 E17-136 Darij Grinberg

R02 T 10 E17-136 Darij Grinberg

R03 T 10 24-307 Carlos Sauer

R04 T 11 24-307 Carlos Sauer

R05 T 12 E17-136 Tanya Khovanova

R06 T 1 E17-139 Michael Andrews

R07 T 2 E17-139 Tanya Khovanova

Each problem is 25 points, and each of its five parts (a)–(e) is 5 points.

In all problems, write all details of your solutions. Just giving an answer is not enough to

get a full credit. Explain how you obtained the answer.



Problem 1. Let A =


1 1 1

2 4 4

3 7 10

. (a) Find the A = LU factorization of the matrix A.

(b) Solve the system Ax = (3, 10, 20)T .

Let B =


1 1 1

2 4 4

3 7 k

 (obtained by replacing the bottom right entry of A by parameter k).

(c) For which values of k is the matrix B singular?

(d) Find all values of k for which the system B x = (1, 2, 3)T has infinitely many solutions.

(You don’t need to solve the system in this part.)

(e) Find all values of k for which the system B x = (10, 1, 2014)T has exactly one solution.

(You don’t need to solve the system in this part.)



Problem 2. Which of the following sets of vectors are vector subspaces of R3? Explain

your answer?

(a) All vectors (x, y, z)T such that 10x+ y + 2014 z = 0.

(b) All vectors (x, y, z)T such that x+ y + z ≤ 2014.

(c) All vectors (x, y, z)T such that x+ y + z = 0 AND x+ 2y + 3z = 0.

(d) All vectors (x, y, z)T such that x+ y + z = 0 OR x+ 2y + 3z = 0.

(e) All vectors (b1, b2, b3)T such that the system


1 1 1

1 2 3

3 2 1

 x = (b1, b2, b3)
T has a solution.

(You don’t need to solve the system in this part.)



Problem 3. Let A =


1 2 1 0 0

1 2 2 2 3

−1 −2 0 2 3

.

(a) Find the complete solution of Ax = 0.

(b) Find the complete solution of Ax = (1, 2, 0)T .

(c) Find the linear condition(s) on b1, b2, b3 that guarantee that the system Ax = (b1, b2, b3)
T

has a solution.

(d) Find the rank of A and dimensions of the four fundamental subspaces of A.

(e) Find bases of the four fundamental subspaces of A.



Problem 4. Which of the following statements are true? Explain your answer.

(a) Matrices A and R = RREF (A) always have the same column space C(A) = C(R).

(b) Matrices A and R = RREF (A) always have the same row space C(AT ) = C(RT ).

(c) If A is an m× n matrix with linearly independent columns, then m ≥ n.

(d) If A is an m× n matrix of rank r = m, then the left nullspace N(AT ) contains only the

zero vector 0.

(e) If two m× n matrices A and B have exactly the same 4 fundamental subspaces

C(A) = C(B), N(A) = N(B), C(AT ) = C(BT ), N(AT ) = N(BT ),

then A = B. (Prove that A = B or give a counterexample where A 6= B.)



If needed, you can use this extra sheet for your calculations.



If needed, you can use this extra sheet for your calculations.



Exam Solutions

Problem 1

Let A =

1 1 1
2 4 4
3 7 10

.

(a) Find the A = LU factorization of the matrix A.

(b) Solve the system Ax = (3, 10, 20)T .

Let B =

1 1 1
2 4 4
3 7 k

 (obtained by replacing the bottom right entry by the parameter k).

(c) For which values of k is the matrix B singular?

(d) Find all values of k for which the system Bx = (1, 2, 3)T has infinitely many solutions.

(e) Find all values of k for which the system Bx = (10, 1, 2014)T has exactly one solution.

Answers:

Let’s put the matrix B =

1 1 1
2 4 4
3 7 k

 into LU form.

We get

1 1 1
0 2 2
0 4 k − 3

 by substracting 2 lots of row 1 from row 2 and 3 lots of row 1 from row 3.

We get U =

1 1 1
0 2 2
0 0 k − 7

 by subtracting 2 lots of row 2 from row 3. We see L =

1 0 0
2 1 0
3 2 1

.

(a) By setting k = 10 we obtain A = LU where L =

1 0 0
2 1 0
3 2 1

 and U =

1 1 1
0 2 2
0 0 3

.

(b) We spot that (1, 1, 1)T is a solution. L and U are invertible since their diagonals are nonzero
and so A is invertible. Thus, this is the only solution.

Alternatively, we can solve Lc = (3, 10, 20)T via substitution to give c = (3, 4, 3) and Ux = c =
(3, 4, 3)T via substitution to give x = (1, 1, 1)T .

(c) B is singular if and only if U is singular. U is singular if and only if the last row is zero, i.e. if
k = 7.

(d) This equation always has a solution since the first column is (1, 2, 3)T . When k 6= 7 the
matrix is invertible and there is only one solution. When k = 7 the vector (0, 1,−1)T is in
the nullspace, so there are infinitely many solutions: in fact, we can see that the solutions are
(1, 0, 0)T + c(0, 1,−1) for c ∈ R.

(e) When k 6= 7 the matrix B is invertible so there exists exactly one solution.

1



Problem 2

Which are of the following sets of vectors are vector subspaces of R3? Explain your answer.

(a) All vectors (x, y, z)T such that 10x + y + 2014z = 0

(b) All vectors (x, y, z)T such that x + y + z ≤ 2014.

(c) All vectors (x, y, z)T such that x + y + z = 0 AND x + 2y + 3z = 0.

(d) All vectors (x, y, z)T such that x + y + z = 0 OR x + 2y + 3z = 0.

(e) All vectors (b1, b2, b3)
T such that

1 1 1
1 2 3
3 2 1

x = (b1, b2, b3)
T has a solution.

Answers:

(a) Yes: this is the null space of the 3× 1 matrix
(
10 1 2014

)
.

(b) No: (1, 0, 0) is in the set under consideration but 2015(1, 0, 0) is not.

(c) Yes: this is the null space of the 3× 2 matrix

(
1 1 1
1 2 3

)
.

(d) No: (−1, 0, 1) and (1, 1,−1) are in the set under consideration but their sum (0, 1, 0) is not.

(e) Yes: this is the column space of the matrix

1 1 1
1 2 3
3 2 1

.

2



Problem 3

Let A =

 1 2 1 0 0
1 2 2 2 3
−1 −2 0 2 3


(a) Find the complete solution of Ax = 0.

(b) Find the complete solution of Ax = (1, 2, 0)T .

(c) Find the linear condition(s) on b1, b2, b3 that guarantee that the system Ax = (b1, b2, b3)
T has

a solution.

(d) Find the rank of A and dimensions of the four subspaces of A.

(e) Find bases of the four fundamental subspaces of A.

Answers:

Let’s put the matrix

 1 2 1 0 0 b1
1 2 2 2 3 b2
−1 −2 0 2 3 b3

 into RREF.

We get

1 2 1 0 0 b1
0 0 1 2 3 b2 − b1
0 0 1 2 3 b1 + b3

 followed by

1 2 0 −2 −3 2b1 − b1
0 0 1 2 3 b2 − b1
0 0 0 0 0 2b1 − b2 + b3

.

(a) We read of the special vectors as

x1 = (−2, 1, 0, 0, 0)T , x2 = (2, 0,−2, 1, 0)T and x3 = (3, 0,−3, 0, 1)T .

The complete solution to Ax = 0 is x = c1x1 + c2x2 + c3x3 for c1, c2, c3 ∈ R.

(b) Let xp = (0, 0, 1, 0, 0)T . Then Axp = (1, 2, 0)T so that the complete solution to Ax = (1, 2, 0)T

is x = xp + c1x1 + c2x2 + c3x3 for c1, c2, c3 ∈ R.

(c) We read of the linear combination of b1, b2 and b3 in the zero row above: 2b1 − b2 + b3 = 0 is
the condition that guarantees Ax = (b1, b2, b3)

T has a solution.

(d) We see there are two pivot columns in RREF(A) and so the rank of A is 2. Thus dimC(A) =
dimC(AT ) = 2, dimN(A) = 5− 2 = 3, and dimN(AT ) = 3− 2 = 1.

(e) To give a basis for C(A) we read of the the columns corresponding to pivot columns in RREF:
{(1, 1,−1)T , (1, 2, 0)T }. We already computed a basis for N(A) in a): {x1, x2, x3}. To give a
basis for C(AT ) we find two independent rows:

{(1, 2, 1, 0, 0)T , (1, 2, 2, 2, 3)T }.

To give a basis for N(AT ) we read off the coefficients of the relation in b): {(2,−1, 1)T }.

3



Problem 4

Which of the following statements are true? Explain your answer.

(a) Matrices A and R = RREF (A) always have the same column space C(A) = C(R).

(b) Matrices A and R = RREF (A) always have the same row space C(AT ) = C(RT ).

(c) If A is an m× n matrix with linearly independent columns, then m ≥ n.

(d) If A is an m × n matrix of rank r = m, the the left nullspace N(AT ) contains only the zero
vector 0.

(e) If two m× n matrices A and B have the same 4 fundamental spaces

C(A) = C(B), N(A) = N(B), C(AT ) = C(BT ), N(AT ) = N(BT ),

then A = B.

Answers:

(a) No. The matrices A =

(
0 0
1 0

)
and R = REEF (A) =

(
1 0
0 0

)
have different column spaces.

(b) Yes. Row operations do not alter the row space.

(c) Yes. If A has linearly independent columns, then the column space has dimension n. But the
column space is a subspace of Rm, which has dimension m. Thus n ≤ m.

(d) Yes. r = m tells us that the rows are independent, so that N(AT ) = 0. Alternatively, we can
note that dimN(AT ) = m− r = 0

(e) No. I and 2I have the same fundamental spaces.

4



18.06 Exam I Professor Strang March 7, 2014

Your PRINTED Name is:

Please circle your section:

R01 T 10 36-144 Qiang Guang
R02 T 10 35-310 Adrian Vladu
R03 T 11 36-144 Qiang Guang
R04 T 11 4-149 Goncalo Tabuada
R05 T 11 E17-136 Oren Mangoubi
R06 T 12 36-144 Benjamin Iriarte Giraldo
R07 T 12 4-149 Goncalo Tabuada
R08 T 12 36-112 Adrian Vladu
R09 T 1 36-144 Jui-En (Ryan) Chang
R10 T 1 36-153 Benjamin Iriarte Giraldo
R11 T 1 36-155 Tanya Khovanova
R12 T 2 36-144 Jui-En (Ryan) Chang
R13 T 2 36-155 Tanya Khovanova
R14 T 3 36-144 Xuwen Zhu

Grading 1:

2:

3:

Question 3.(c) is a 1 point question. All other questions are worth 11 points each.



1. Suppose the blocks in A are 3 by 3 (so A is 6 by 6), and F = ones(3) is the all-ones
matrix:

A =

[
I F
0 0

]
(a) Find a basis for the nullspace N(A).

(b) Find a basis for the left nullspace N(AT ).

(c) Exactly which matrices have dimension of nullspace of A equal to dimension of nullspace
of AT ?

2



2. (a) What value of q gives A a different rank compared to all other values of q?

A =

 1 2 3 1
2 −1 3 4
4 3 9 q


(b) With that special value of q, what are the conditions on b1, b2, b3 for Ax = b to have a
solution?

(c) If those conditions are satisfied by b1, b2, b3, what are all the solutions x (the complete
solution to Ax = b with that special value of q) ?

3



3. Suppose the nullspace of A (5 by 4 matrix) is spanned by v and w, which are special
solutions to Ax = 0:

v =


4
1
0
0

 w =


1
0
2
1


(a) What is the row reduced echelon form R = rref(A)? We don’t have to know A.

(b) Which vectors in R4 can be rows of A? How many of the 5 rows of A will be independent?

(c) One point question: What is the dimension of the matrix space containing all 5 by 4
matrices A that have those vectors v and w in their nullspace?

(d) If C is any 4 by 7 matrix of rank r = 4, find the column space of C. Explain clearly why
Cx = b always has infinitely many solutions.
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Solutions

Question 3.(c) is a 1 point question. All other questions are worth
11 points each.



1. Suppose the blocks in A are 3 by 3 (so A is 6 by 6), and F = ones(3)
is the all-ones matrix:

A =

[
I F
0 0

]
(a) Find a basis for the nullspace N(A).

(b) Find a basis for the left nullspace N(AT ).

(c) Exactly which matrices have dimension of nullspace of A equal to
dimension of nullspace of AT ?

Solution.

(a) Matrix A is already in its rref . There are three pivots. There-
fore, r = dimC(A) = dimR(A) = 3. Hence, dimN(A) = 6 − r =
3. The special basis is [−1,−1,−1, 1, 0, 0]′, [−1,−1,−1, 0, 1, 0]′, and
[−1,−1,−1, 0, 0, 1]′.

(b) The dimension of the left nullspace is: dimN(AT ) = 6− r = 3, with
a basis: [0, 0, 0, 1, 0, 0]′, [0, 0, 0, 0, 1, 0]′, and [0, 0, 0, 0, 0, 1]′.

(c) The dimension of the nullspace of A is n − r, the dimension of the
left nullspace is m − r. They are equal when n − r = m − r. That is,
when m = n. The dimensions are equal when the matrix is square.
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2. (a) What value of q gives A a different rank compared to all other
values of q?

A =

 1 2 3 1
2 −1 3 4
4 3 9 q


(b) With that special value of q, what are the conditions on b1, b2, b3 for
Ax = b to have a solution?

(c) If those conditions are satisfied by b1, b2, b3, what are all the solutions
x (the complete solution to Ax = b with that special value of q) ?

Solution.

(a) Start the elimination: replace row 2 (r2) with r1− 2r2, then replace
r3 with r3 − 4r1 to get:  1 2 3 1

0 −5 −3 2
0 −5 −3 q − 4

 .

Continue by replacing the third row with the difference of the third
minus the second row to get the triangular matrix U :

U =

 1 2 3 1
0 −5 −3 2
0 0 0 q − 6

 .

When q = 6, U has two pivots, and the rank of A is 2. Otherwise, the
rank of A is 3.

(b) Repeat the elimination steps on b = (b1, b2, b3) to get (b1, b2−2b1, b3−
b2−2b1). The condition is for the last coordinate to be zero: b3−b2−2b1 =
0.

(c) There are two pivots and two free variables: x3 and x4. The nullspace
is 2-dimensional with special solutions: [−9/5,−3/5, 1, 0]′ and [−9/5, 2/5, 0, 1]′.
We can get a particular solution when we assign free variables to be zero,
and solve for the pivot variables:
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[
x1 + 2x2 = b1

−5x2 = b2 − 2b1

]
.

The result is: [b1/5+2b2/5,−b2/5+2b1/5, 0, 0]′. The complete solution is:
[b1/5+2b2/5,−b2/5+2b1/5, 0, 0]′+c[−9/5,−3/5, 1, 0]′+d[−9/5, 2/5, 0, 1]′.
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3. Suppose the nullspace of A (5 by 4 matrix) is spanned by v and w,
which are special solutions to Ax = 0:

v =


4
1
0
0

 w =


1
0
2
1


(a) What is the row reduced echelon form R = rref(A)? We don’t have
to know A.

(b) Which vectors in R4 can be rows of A? How many of the 5 rows of
A will be independent?

(c) One point question: What is the dimension of the matrix space
containing all 5 by 4 matrices A that have those vectors v and w in their
nullspace?

(d) If C is any 4 by 7 matrix of rank r = 4, find the column space of C.
Explain clearly why Cx = b always has infinitely many solutions.

Solution.

(a) It is clear that x2 and x4 are free variables. We can reconstruct a
part of R right away:

R =


1 a 0 b
0 0 1 c
0 0 0 0
0 0 0 0

 .

To find a, b, and c we can use the fact that r1·v = r1·w = r2·v = r2·w = 0.
We get a = −4, b = −1, c = −2. Thus,

R =


1 −4 0 −1
0 0 1 −2
0 0 0 0
0 0 0 0

 .
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(b) The dimension of the nullspace is 2 and is equal to n − r. So
r = 4 − 2 = 2, Therefore, the dimension of the row space is 2. Thus,
exactly two rows in A are independent. The row space of A is the same
as the row space of R. So any row in A must be a linear combination of
the first two rows of R: c[1,−4, 0,−1] + d[0, 0, 1,−2].

(c) Each row can be any vector in a 2-dimensional space orthogonal to
v and w. There are five rows. So the dimension of the space of all such
matrices is 10.

(d) The rank of the matrix is equal to the dimension of the column
space. Thus the dimension of the column space is 4. Therefore, the
column space spans all of R4. A basis of the column space is [1, 0, 0, 0]′,
[0, 1, 0, 0]′, [0, 0, 1, 0]′ and [0, 0, 0, 1]′. Hence, for any vector b there exists
a solution. In addition, the dimension of the nullspace is 3. Therefore,
there are infinitely many solutions.
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1. (36 points) Start with the matrix

A =

 1 −1 2 0
2 −2 4 0
3 −3 7 0


(a) Find a basis for the column space C(A).

(b) Find a basis for the null space N(A).

(c) Find a basis for the row space C(AT ).

(d) Write the complete solution to Ax = b.

A =

 1 −1 2 0
2 −2 4 0
3 −3 7 0

 and b =

 1
2
4


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2. (32 points)

(a) Suppose the matrices A and B have the same column space. Give
an example where A and B have different nullspaces — or say why
this is impossible.

(b) Again A and B have the same column space. Give an example where
A and B have different ranks r — or say why this is impossible.

(c) CIRCLE True or False:
If B is a square matrix then C(B) = C(BT ).

(d) If the columns of a 5 by 3 matrix M are linearly independent and x in
R3 is not the zero vector, then you know that Mx is .
I am looking for an answer that uses independence of columns and
x 6= 0.
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3. (32 points)

(a) Find a 3 by 3 matrix A whose column space is the plane x+y+z = 0
in R3. (This means: C(A) consists of all column vectors (x, y, z) with
x + y + z = 0.)

(b) How do you know that a 3 by 3 matrix A with that column space
is not invertible?

(c) Does there exist a matrix B whose column space is spanned by
(1, 2, 3) and (1, 0, 1) and whose nullspace is spanned by (1, 2, 3, 6)?
If so, construct B. If not, explain why not.

(d) Is this set of matrices a vector space or not? All 3 by 3 matrices
with the column vector (1, 1, 1) in their column space. Yes or No
with a reason.
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Solutions

1. (36 points) Start with the matrix

A =

 1 −1 2 0
2 −2 4 0
3 −3 7 0


(a) Find a basis for the column space C(A).

(b) Find a basis for the null space N(A).

(c) Find a basis for the row space C(AT ).

(d) Write the complete solution to Ax = b.

A =

 1 −1 2 0
2 −2 4 0
3 −3 7 0

 and b =

 1
2
4


Solution. We can notice that the second row is 2 times the first row.
This means that rows are dependent and the rank of the matrix is less
than 3. In addition, we see that not all the rows are multiples of the
same row, that means the rank of the matrix is more than 1. Therefore,
it must be equal to 2. It follows that dimC(A) = dimC(AT ) = 2. The
dimension of the null space is n− r = 4− 2 = 2.

We can also find the dimensions by calculating U . As the second row is
proportional to the first one, we need to swap the second and the third
row and have a PA = LU decomposition:

U =

 1 −1 2 0
0 0 1 0
0 0 0 0

 .

Solution (1a). Any two independent columns of A would form a basis.
That means columns 1 and 3, or columns 2 and 3. The default answer
is to pick the pivot columns: that is pick columns that are not linearly
dependent on other columns to the left of them. In this case, these are
columns 1 and 3: (1, 2, 3) and (2, 4, 7).



Solution (1b). The fact that the last column is zero means (0, 0, 0, 1)
is in the null space. The fact that the first column plus the second is
zero means (1,−1, 0, 0) is in the nullspace. Or, we can use U and the
default basis for the null space is (−1, 1, 0, 0) and (0, 0, 0, 1).

Solution (1c). Similarly to 1a), we can pick any two independent rows
of A as the basis. That means row 1 and row 3, or row 2 and row 3. Or,
we can pick all the non-zero rows in the U matrix. The most common
bases would be either (1,−1, 2, 0) and (3,−3, 7, 0), or (1,−1, 2, 0) and
(0, 0, 1, 0).

Solution (1d). Using the the row swap and the elimination on b, the
augmented matrix U is:  1 −1 2 0 1

0 0 1 0 1
0 0 0 0 0

 .

The particular solution is (−1, 0, 1, 0) and the complete solution: (−1, 0, 1, 0)+
a(−1, 1, 0, 0) + b(0, 0, 0, 1).

2. (32 points)

(a) Suppose the matrices A and B have the same column space. Give
an example where A and B have different nullspaces — or say why
this is impossible.

Solution. The simplest way to provide an example is to add de-
pendent columns to matrix A. For example, matrices [1] and [1 0]
have the same column space and different null spaces.

(b) Again A and B have the same column space. Give an example where
A and B have different ranks r — or say why this is impossible.

Solution. The rank is the dimension of the column space. That
means the rank is the same for both matrices.

(c) CIRCLE True or False:
If B is a square matrix then C(B) = C(BT ).

Solution. False. Consider B = [ 0 1
0 0 ]. Then the column space of B

is (1, 0)T and the column space of BT is (0, 1)T .
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(d) If the columns of a 5 by 3 matrix M are linearly independent and x in
R3 is not the zero vector, then you know that Mx is .
I am looking for an answer that uses independence of columns and
x 6= 0.

Solution. Mx is a non zero vector in R5.

3. (32 points)

(a) Find a 3 by 3 matrix A whose column space is the plane x+y+z = 0
in R3. (This means: C(A) consists of all column vectors (x, y, z) with
x + y + z = 0.)

Solution. The column space must have dimension 2. That means
that any two independent vectors in the plane will do. For example,

A =

 1 1 0
−1 0 0

0 −1 0

 .

(b) How do you know that a 3 by 3 matrix A with that column space
is not invertible?

Solution. The plane is 2-dimensional, so the rank of the matrix is
2, which is less than the size of the matrix.

(c) Does there exist a matrix B whose column space is spanned by
(1, 2, 3) and (1, 0, 1) and whose nullspace is spanned by (1, 2, 3, 6)?
If so, construct B. If not, explain why not.

Solution. Such matrix does not exist. The dimensions of such a
matrix must be 3 by 4 (m = 3 and n = 4). The dimension of the
column space is 2, because the given vectors are independent. That
means the dimension of the nullspace must be 4 − 2 = 2. The null
space cannot be spanned by 1 vector.

(d) Is this set of matrices a vector space or not? All 3 by 3 matrices
with the column vector (1, 1, 1) in their column space. Yes or No
with a reason.

Solution. Consider matrices

A =

 1 1 0
0 1 0
0 1 0

 and B =

 1 0 0
1 0 0
1 1 0

 .
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They contain (1, 1, 1) in their column space, but there sum does not:

A + B =

 2 1 0
1 1 0
1 2 0

 .
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