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Recall

I General purpose basic tools: Zero-one laws, ergodic
theorem, FKG inequality, BK inequality, Russo’s formula,
logarithmic Russo’s formula, FKG square root trick.

I Two natural contradiction directions: Suppose we want to
take p = pc and prove there is a.s. no infinite cluster. One
way to prove this might be to assume otherwise and get a
contradiction by showing either that

I Robust infinite cluster: p is not really critical. That is, the
infinite cluster is “robust enough” that one can remove a few
edges and still get an infinite cluster.

I Large holes: The infinite cluster is not really there because
there exists an ε such that you can find arbitrarily large boxes
whose probability not to hit the infinite cluster is at least ε.

I Possible program: consider scaling limit scenarios, show each
leads to one of these two problems.

I Possible project: just take one scenario and show it leads to
one of the two problems above.
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Robust infinite clusters

I Last time described methods of showing infinite cluster is
robust. If p = pc and there is percolation in a half space, can
use construction involving semi-boxes and seeds to show that
this remains true if we decrease p slightly (contradicting
p = pc).

I If p = pc , we can construct a robust cluster in a slab (using
full boxes and seeds)... if we sprinkle in a few more edges.

I In both cases, we explore and find an object that looks like
super-critical infinite cluster — except that each is replaced by
a long path of edges. As long as there is an upper bound on
the lengths of these paths, the construction is robust.
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Robust infinite clusters

I What is the scaling limit, as a measure, of the set of points
that are connected to the origin within a large origin centered
box?

I By compactness, such a limit must exist. Can one show it has
to be the zero measure? (If not, try FKG arguments.)

I How about a large origin-centered slab?
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Topological approach: from “Random surfaces”

I In two dimension, how do we prove one does not have
simultaneously infinite cluster and dual cluster if we don’t
assume reflection/rotation invariance (and hence can’t use
Zhang’s trick)?

I One idea: can try to get some analog of
Russo-Seymour-Welch.

I Another idea. Consider the behavior of the infinite path
separating the two clusters and try to use FKG alone to rule
out this situation.

I Consider an array of evenly spaced boxes, each large enough
so path very likely to hit it (and spaced far enough apart so
path is very unlikely to hit another box in between first and
last time it hits given box).

I Represent paths as dots and pull them “taut”.
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Square root trick without symmetries

I How do you construct a polygon in which you’re equally likely
able to get to each boundary face from the origin (and by
square root trick likely to be able to reach all boundary faces)?

I Suppose we have a family F of very large polygons (each
partitioned into k distinguished boundary regions) indexed by
a simplex. For each polygon I have a vector of probabilities
(p1, . . . pk) of having (relatively) small origin-centered box
being connected to each face. Normalize (p1, . . . , pk) so that
sum is one, and we now have a map from the simplex to itself.

I Can we arrange so that it maps boundary to boundary in facet
preserving way (e.g., taking set where p2 = p4 = p5 = 0 to
corresponding set)?

I If so, must there be a point mapping to center of the simplex?
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Lattice animals

I The probability of a given cluster Λ is p|Λ|(1− p)|∂Λ|. If you
look at a large cluster at criticality, the natural guess is that
ratio of the number of boundary edges to the number of edges
is β = (1− pc)/pc = 1/pc − 1.

I Generally, how many clusters are there with a given β ratio
and |Λ| value. Should grow exponentially in |Λ| but how fast?

I See Hammond paper.
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