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Recall

I General purpose basic tools: Zero-one laws, ergodic
theorem, FKG inequality, BK inequality, Russo’s formula,
logarithmic Russo’s formula, FKG square root trick.

I Two natural contradiction directions: Suppose we want to
take p = pc and prove there is a.s. no infinite cluster. One
way to prove this might be to assume otherwise and get a
contradiction by showing either that

I Robust infinite cluster: p is not really critical. That is, the
infinite cluster is “robust enough” that one can remove a few
edges and still get an infinite cluster.

I Large holes: The infinite cluster is not really there because
there exists an ε such that you can find arbitrarily large boxes
whose probability not to hit the infinite cluster is at least ε.

I What tools to we have for showing existence of “robust”
infinite cluster?

I What tools do we have for building large holes?
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Percolation in slabs (Grimmett Chapter 7)

I Important works by subsets of {Grimmett, Marstrand, Barsky,
Newman} have dealt with percolation on slabs and half
spaces.

I Write pslabc = limk→∞ pc(Tk) where Tk is the slab of width k .

I Theorem: pslabc = pc .

I Generally, if F is any infinite connected subset of Zd with
pc(F ) < 1, then each η > 0 there exists an integer k such
that pc(2kF + B(k)) ≤ pc + η.

I Idea: just start building things out of blocks and “seeds”.

I Need sprinkling to compensate for “negative information”.
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Percolation in half spaces (Grimmett Chapter 7)

I Theorem: When p = pc there is no percolation in the half
plane.

I Idea: again, start building things out of blocks again, but now
we don’t need sprinkling.
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