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What about possible infinite cluster when p = pc?

Recall

I Basic tools: Zero-ones, ergodic theorem, FKG inequality, BK
inequality, Russo’s formula.

I Consequences: number of infinite clusters is Pp a.s.
constant. Constant’s in {0, 1,∞}. In fact in {0, 1}. Unique
infinite cluster with asymptotic density θ(p) a.s. if θ(p) > 0.

I Consequence of path-counting tricks: pc bounded away
from zero and one for all d .

I Consequence of lack of atoms above pc for time vertex
joins infinite cluster: θ(p) continuous on [pc , 1].

I Consequence of FKG: Can’t have both infinite
cluster/dual-cluster when d = 2. Thus θ(1/2) = 0, pc ≥ 1/2.

I BK inequality, Russo’s formula, plus work: Probability
radius of C exceeds R decays exponentially in R when p < pc .

I Consequence of that: No infinite sequence of nested cycles
when p < pc . So pc = 1/2 when d = 2.
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What about possible infinite cluster when p = pc?

Recall Russo’s formula

I Consider increasing event A depending on finitely many
vertices and look at Pp(A) as a function of p.

I Derivative ∂
∂pPp(A) = Ep(N(A)) where N(A) is number of

edges pivotal for A.

I Expected number of edges open and pivotal is
pEp(N(A)) = p ∂

∂pPp(A).

I Thus ∂
∂pPp(A) is p−1Ep(N(A);A).
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What about possible infinite cluster when p = pc?

Large d intuition

I Suppose that d = 1010
100

. What does percolation look like
then?

I Let’s consider the case p = 1
2d . Then the expected number of

vertices connected to the origin is one.

I Expected number of additional vertices connected to each of
these is about one.

I Get approximately a critical Galton-Watson tree with Poisson
offspring numbers.

I Expect to have lots of large tree like clusters intersecting the
nd box.

I Heuristically, tree with k vertices should have a longest path
of length

√
k . Is distance of tip from origin about k1/4?
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What about possible infinite cluster when p = pc?

One big cluster in one big box?

I Suppose there exists an infinite cluster when p = pc .

I Consider SK where K is so large that it is likely (probability at
least pE = 1− 1040, say) that infinite cluster hits SK .

I Now consider an N large enough so that it is extremely likely
(prob at least pE ) that all vertices in SK are either in finite
clusters of diameter at most N or can be joined together by a
path within a box of size SN .

I So set of edges reachable by open paths in SN starting from
edges in SK has one big piece with high probability.

I Now space out disjoint copies of SK periodically throughout
Z3 (at distance M from each other, day).

I Is each big piece highly likely to be joined to next piece over
within the box of radius 5M?

I Peierls argument: if so, could decrease p a bit and still have
infinite cluster.
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