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Abstract. An Eulerian poset is a finite graded poset with \( \emptyset \) and \( \bar{1} \) such that every interval of length at least one has the same number of elements of odd rank as of even rank. For instance, the face lattice of a convex polytope is Eulerian. We survey some numerical and polynomial invariants associated with an Eulerian poset \( P \). The flag \( f \)-vector counts the number of chains of \( P \) whose elements have specified ranks. A convenient way to represent the flag \( f \)-vector is by a noncommutative polynomial \( \Phi_f(c,d) \) called the cd-index of \( P \). The problem of characterizing the flag \( f \)-vector of certain classes of Eulerian posets, notably those which are Cohen-Macaulay, is best approached in the context of the cd-index. For the special class of simplicial Eulerian posets (which include face lattices of simplicial polytopes and triangulations of spheres), much more can be said about the flag \( f \)-vector. A high point of this subject is the g-theorem, which characterizes the \( f \)-vectors of simplicial convex polytopes. In Section 4 we discuss the concept of the h-vector of a lower Eulerian poset and its connection with intersection homology theory. The notion of h-vector leads naturally to the theory of acceptable functions on a lower Eulerian poset and their connection with subdivisions and the Ehrhart polynomial.
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1. Preliminaries.

In this paper we will survey some of the fascinating properties of a class of posets (partially ordered sets) called Eulerian posets. We will be concerned almost exclusively with certain numerical and polynomial invariants associated with Eulerian posets. For results of a more structural nature, see e.g. [54]. Basic poset notation and terminology may be found in [35]. All posets, CW complexes, simplicial complexes, etc., considered in this paper are always assumed to be finite. Let \( P \) be a finite, graded poset of rank \( n+1 \) with \( \emptyset \) and \( \bar{1} \). (Often the letter \( d \) is used in place of our \( n \). We use \( n \) to avoid confusion with the variable \( d \) of the cd-index, discussed in the next section.) Let \( \rho \) denote the rank function and \( \mu \) the Möbius function of \( P \). Thus \( \rho(\emptyset) = 0 \) and \( \rho(1) = n+1 \). If \( s \leq t \in P \) then we write \( \rho(s,t) = \rho(t) - \rho(s) \), the rank (length) of the interval \([s,t]\). We say that \( P \) is Eulerian if \( \mu(s,t) = (-1)^{\rho(s,t)} \) for all \( s \leq t \in P \). Equivalently [65, Exer. 3.69(a)], \( P \) is Eulerian if and only if every interval of rank at least one contains as many elements of even rank as of odd rank, i.e.,

\[
\sum_{u \in [s,t]} (-1)^{\rho(u)} = 0, \text{ if } s < t \text{ in } P.
\]
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The prototypical example of an Eulerian poset is the face lattice $P_0$ of a convex polytope $P$. If $\dim(P) = n$, then $P_0$ has rank $n + 1$. For instance, if $P$ is an $n$-simplex, then $P_0$ is isomorphic to the boolean algebra $B_{n+1}$. A more general example of an Eulerian poset is the following. Recall that a (finite) regular CW complex $\Gamma$ consists of a finite collection of disjoint open cells $\sigma_i$ in a Euclidean space such that each $\sigma_i$ is homeomorphic to an open ball $B^n$ of some dimension $n_i$, and such that the boundary $\partial \sigma_i$ is homeomorphic to a sphere $S^{n_i-1}$ of dimension $n_i - 1$. From this one can show that each cell boundary $\partial \sigma_i$ is a union of cells of $\Gamma$. By convention the empty set $\emptyset$ is also a cell of $\Gamma$, unless $\Gamma = \emptyset$. We will henceforth identify $\Gamma$ with its face poset, whose elements are the cells of $\Gamma$, partially ordered by inclusion of their closures. The dimension $\dim(\Gamma)$ of $\Gamma$ is the maximum dimension of any cell. The body $|\Gamma|$ is defined by

$$|\Gamma| = \bigcup_{\sigma \in \Gamma} \sigma.$$

An equivalent definition of a regular CW complex is due to Bjoerner [14]. An (abstract) simplicial complex $\Delta$ is a collection of sets $F$ (called faces) such that if $F \in \Delta$ and $G \subset F$, then $G \in \Delta$. We sometimes identify $\Delta$ with its face poset, i.e., the set of faces of $\Delta$ partially ordered by inclusion. A nonempty poset is then a simplicial complex if and only if it is a meet-semilattice (and hence has a 0 since all posets considered here are finite), and every interval $[0, t]$ is a boolean algebra. We assume familiarity with the notion of the geometric realization $|\Delta|$ of an abstract simplicial complex $\Delta$. For us, $|\Delta|$ is only considered to be a topological space. Thus, for instance, if $|\Delta|$ is a sphere then we say that $\Delta$ is a triangulation of a sphere. Given any poset $P$, define the order complex $\Delta(P)$ of $P$ to be the set of all cells of $P$, regarded as an abstract simplicial complex. We can now state Bjoerner's result: A (finite) poset $\Gamma$ with 0 is a regular CW-complex if and only if for all $t \geq 0$ the geometric realization $|\Delta(0, t)|$ of the order complex $\Delta(0, t)$ of the open interval $(0, t)$ is a sphere. Note that a simplicial complex is a special case of a regular CW complex, since if $|\Delta(0, t)|$ is a boolean algebra then $|\Delta(0, t)|$ is a sphere.

It is now an elementary topological result that a regular CW sphere (i.e., a regular CW complex whose body is a sphere), with a 1 adjacent, is Eulerian. By slight abuse of notation, we will call such posets (after the 1 has been adjacent) also regular CW spheres. Such posets need not even be lattices, as shown by Figure 1. An Eulerian poset need not be a regular CW complex. For example, let $P$ be the poset of Figure 2. Note that $P$ is a regular CW complex but not a sphere. Let $C_2$ be a two-element chain. Then $P \times C_2$ is Eulerian but not a regular CW complex.

A fundamental combinatorial invariant of a graded poset $P$ of rank $n + 1$ is the number $p_i$ of elements of rank $i$. We also write $f_i = p_{i-1}$ and call the vector $f(P) = (f_0, f_1, \ldots, f_{n-1})$ the $f$-vector of $P$. Note that $f_{n-1} = 1$ unless $P$ is empty. Though as we shall see the $f$-vector of an Eulerian poset (or indeed of any graded poset) has many interesting properties, often it is too crude an invariant to be useful. We need to count not just elements of a given rank, but rather chains (or flags) of element of specified ranks. To this end, if $n \in \mathbb{N}$ (the set of nonnegative integers), write $[n] = \{1, 2, \ldots, n\}$, so in particular $[0] = \emptyset$. Also write $S = \{a_1, a_2, \ldots, a_k\} \subset \mathbb{N}$ to denote that $S = \{a_1, a_2, \ldots, a_k\} \subset \mathbb{N}$ and $a_1 < a_2 < \cdots < a_k$. If now $S = \{a_1, a_2, \ldots, a_k\} \subset \mathbb{N}$, then define the rank-selected subposet $P_S$ of $P$ by

$$P_S = \{\emptyset, [1] \cup \{t \in P : \rho(t) \in S\}.$$

Now define $\alpha_P(S)$ to be the number of maximal chains of $P$. Equivalently, $\alpha_P(S)$ is the number of $S$-flags of $P$, i.e., flags (= chains) $\emptyset < \rho(1) < \cdots < \rho(k) < 1$ such that $S = \{\rho(1), \ldots, \rho(k)\}$. Thus for instance $\alpha_P([0]) = 1$, $\alpha_P([1])$ (abbreviated $\alpha_P$) is the number $p_i = f_{i-1}$ of elements of $P$ of rank $i$, and $\alpha_P([n])$ is the number of maximal chains of $P$. The function $\beta_P$ is called the flag $h$-vector of $P$.

It is often the case that it is not the flag $f$-vector itself that is most natural to use, but rather a certain linear transformation of it defined as follows. For $S \subset [n]$ let

$$\beta_P(S) = \sum_{T \subset S} (-1)^{|S| - |T|} \alpha_P(T).$$

Equivalently (by the Principle of Inclusion-Exclusion),

$$\alpha_P(S) = \sum_{T \subset S} \beta_P(T).$$

The function $\beta_P$ is called the flag $h$-vector of $P$. This function was first defined for distributive lattices in [56][57], and subsequently extended to other posets. It is an immediate consequence of "Philip Hall's theorem" [52, §3, Prop. 6] [65, Prop. 3.8.5]
in the theory of Möbius functions that

$$\beta_P(S) = (-1)^{\# S+1} \mu_S(0, 1),$$  

(3)

where $\mu_S$ denotes the Möbius function of $P_S$ (see [65, (34) on p. 131]).

We briefly explain the reason for the terminology “flag $h$-vector.” Let $\Delta$ be any simplicial complex of dimension $n-1$, with $f_i$ $i$-dimensional faces. The $h$-vector $(h_0, h_1, \ldots, h_n)$ of $\Delta$ is defined by

$$\sum_{i=0}^{n} f_{i-1}(z-1)^{n-i} = \sum_{i=0}^{n} h_iz^{n-i}. \tag{4}$$

The $h$-vector has long been known to be of fundamental importance; see for instance [62] and Section 3 below. If $P$ is a poset with $\emptyset$ and $1$, define the reduced order complex $\Delta(P)$ of $P$ to be the ordinary order complex $\Delta(P - \{0, 1\})$ of $P - \{0, 1\}$.

If now $P$ is graded of rank $n+1$, then it is easy to see that

$$f_{i-1}(\Delta(P)) = \sum_{\# S = i} \alpha_P(S)$$

and

$$h_i(\Delta(P)) = \sum_{\# S = i} \beta_P(S).$$

Thus the flag $f$-vector is a refinement, in a natural way, of the usual $f$-vector, and in exactly the same way the flag $h$-vector is a refinement of the usual $h$-vector.

We now discuss an important class of Eulerian posets. A poset $P$ with $\emptyset$ and $1$ is said to be Cohen-Macaulay (over a fixed ground field $K$) if for every $s < t$ in $P$ we have

$$\dim \tilde{H}_i(\Delta(s, t); K) = 0 \text{ if } i < \dim \Delta(s, t),$$

where $\tilde{H}_i(\Delta(s, t); K)$ denotes the $i$th reduced simplicial homology group (over $K$) of the order complex $\Delta(s, t)$ of the open interval $(s, t)$. (The coefficient field $K$ is fixed once and for all and is often suppressed from the notation.) In other words, every open interval has all its (reduced) homology only in the top possible dimension. It is easy to see from this definition that every Cohen-Macaulay poset is graded.

If $f$ is a function whose domain consists of the set of intervals $[s, t]$ of a poset $P$, then we often abbreviate $f([s, t])$ as $f_{st}$. Let $\mu$ denote the Möbius function of $P$. Recall that if $s < t$ in $P$, then Philip Hall’s theorem is equivalent to the formula

$$\mu_{st} = \bar{\chi}(\Delta(s, t)),$$

where $\bar{\chi}$ denotes the reduced Euler characteristic. It follows that if $P$ is Cohen-Macaulay, then for any $s < t$ in $P$ we have

$$\mu_{st} = (-1)^m \dim \tilde{H}_m(\Delta(s, t)), \tag{5}$$

where $m = \dim \Delta(s, t)$. (Because $P$ is graded, we in fact have $m = \rho(s, t) - 2$.) In particular, if $P$ is Cohen-Macaulay and Eulerian then

$$\dim \tilde{H}_m(\Delta(s, t)) = 1, \text{ for all } s < t \text{ in } P.$$
see [65, Ch. 3.11]. For an Eulerian poset $P$ of rank $n+1$, it is not hard to show [65, Prop. 3.141] that

$$Z(P, r) = (-1)^{n+1}Z(P, -r).$$

(6)

For instance, the face-lattices of the dodecahedron and icosahedron have zeta polynomial $5r^4 - 4r^2$. Equation (6) is equivalent to certain linear conditions on the flag $f$-vector of $P$, which turn out to be given by

$$h_i(\Delta(P)) = h_{n-i}(\Delta(P)).$$

In fact, there holds the much stronger result

$$\beta_P(S) = \beta_{\bar{P}}(\bar{S}),$$

(7)

for all $S \subseteq \{n\}$, where $\bar{S} = \{n\} - S$. See e.g. [65, Cor. 3.14.6] for a proof.

Equation (7) yields $2^{n-1}$ independent linear relations satisfied by the flag $f$-vector of an Eulerian poset. But there are still others; for instance, every element of rank two in an Eulerian poset covers exactly two elements, from which it follows that $a(1, 2) = 2a(2)$. This is a linear relation independent from (7). A complete set of linear relations was found by Bayer and Billera [6]. An elegant formulation of their result due to Fine (see [7]) will now be discussed. (Another proof appears in [70].) The idea is to work with certain noncommutative generating functions for the flag $f$- and $h$-vectors. Fix a graded poset $P$ of rank $n+1$ with 0 and 1. If $S \subseteq \{n\}$, then define a noncommutative monomial $u_S = u_1 u_2 \cdots u_n$ in the variables $a$ and $b$ by

$$u_i = \begin{cases} a, & \text{if } i \notin S \\ b, & \text{if } i \in S \end{cases}$$

For instance, if $n = 6$ and $S = \{2, 6\}$, then $u_S = ababbab$. Let

$$T_P(a, b) = \sum_{S \subseteq \{n\}} \alpha_P(S) u_S$$

$$\Psi_P(a, b) = \sum_{S \subseteq \{n\}} \beta_P(S) u_S.$$

It is an immediate consequence of (1) or (2) that

$$\Psi_P(a, b) = T_P(a - b, b).$$

(9)

$$T_P(a, b) = \Psi_P(a + b, b).$$

(10)

The result of Bayer and Billera, as formulated by Fine, is the following.

### 2.1 Theorem

Let $P$ be an Eulerian poset. Then $\Psi_P(a, b)$ can be written as a polynomial $\Phi_P(c, d)$ in $c = a + b$ and $d = ab + ba$.

The polynomial $\Phi_P(c, d)$ is called the cd-index of $P$. The cd-index of an Eulerian poset is unique since $a + b$ and $ab + ba$ are algebraically independent (as noncommutative polynomials) over any field $K$. For instance, from (10) we see that $\Phi_P(c, d) = c^2 + d$. If we define $\deg(c) = 1$ and $\deg(d) = 2$, then clearly $\Phi_P(c, d)$ is homogeneous of degree $n$ with integer coefficients. The cd-index is a very compact way of presenting the flag $f$-vector of an Eulerian poset. For instance, if $P$ is the Bruhat order of the symmetric group $S_n$ (as defined e.g. in [18]), then $P$ is a fairly complicated poset of rank 6 with 24 elements and 168 maximal chains, yet

$$\Phi_P(c, d) = c^5 + dc^3 + 2dc^2 + 2d^2c + 3d^2 + 2dc + 6d^2.$$

Note that since $a + b$ and $ab + ba$ are invariant under interchanging $a$ and $b$, it follows from Proposition 2.1 that for an Eulerian poset $P$ we have $\Psi_P(a, b) = \Psi_P(b, a)$. This formula is equivalent to (7). This symmetry condition is not enough to guarantee the existence of the cd-index. Indeed, a noncommutative polynomial $\Psi(a, b)$ satisfies $\Psi(a, b) = \Psi(b, a)$ if and only if $\Psi(a, b)$ is a polynomial (necessarily unique) in the variables $a + b, a^2 + b^2, a^3 + b^3, \ldots$. On the other hand, $\Psi(a, b) = (a + b)^m (ab + ba)$ for some polynomial $\Phi$ if and only if $\Psi(a, b)$ is a polynomial just in the variables $a + b$ and $c^2 + d^2 = (a + b)^2 - (ab + ba)$.

The existence of the cd-index imposes certain linear relations on the flag $f$-vector of an Eulerian poset, and it is not hard to show that there are no other relations. Indeed, Bayer and Billera [6] prove the stronger result that there are no additional relations even among flag $f$-vectors of face-lattices of convex polytopes. For arbitrary Eulerian posets the proof is easier and appears in [70, Prop. 1.5].

Even the cd-index $U_m(c, d)$ of the boolean algebra $B_m$ is a subtle object. It turns out to be identical (as shown by Purcell [50]) to a polynomial studied earlier by Foata and Schützenberger [29], called a (noncommutative) André polynomial. Several related combinatorial interpretations of $U_m(c, d)$ were given by Foata and Schützenberger. We state here a slightly simpler interpretation due to S. Sundaram. We say that a sequence $\rho = \rho_1 \rho_2 \cdots \rho_m$ of integers has no double descents if there does not exist $i$ for which $\rho_{i-1} > \rho_i > \rho_{i+1}$. A simsun permutation (named after Rodica Simion and Sheila Sundaram; see [71]) is a permutation $\pi$ of $[n]$ such that for any $j \geq 0$, the word $\rho_1 \rho_2 \cdots \rho_{m-j}$ obtained from $\pi = \pi_1 \pi_2 \cdots \pi_n$ by removing $n, n-1, \ldots, n-j+1$ has no double descents. (In particular, the case $j = 0$ states that $\pi$ has no double descents.) The number of simsun permutations of $[n]$ is the Euler number $E_m$, defined by

$$\sum_{m \geq 0} E_m \frac{z^m}{m!} = \tan x + \sec x.$$

$E_m$ is also the number of alternating permutations of $[n]$, as defined e.g. in [65, pp. 148–149]. If $\pi$ has no double descents, then define $U_m$ to be the noncommutative monomial obtained from $\pi$ by replacing each factor $\pi_i \pi_{i+1}$ with $a$ if $\pi_i > \pi_{i+1}$, and replacing each remaining term $\pi_k$ with $c$.

### 2.2 Proposition

We have

$$U_m(c, d) = \sum U_r,$$
summed over all simsun permutations of \([m]\).

For instance, the sixteen simsun permutations \(p\) of \([4]\), together with the monomials \(U_p\), are given by

\[
\begin{align*}
1234 & \quad ece 1234 & \quad ede 3412 & \quad ede 2143 & \quad dd \\
1243 & \quad ced 1243 & \quad edc 2134 & \quad dec 3142 & \quad dd \\
1342 & \quad ced 2314 & \quad edc 3124 & \quad dec 4132 & \quad dd \\
2341 & \quad ced 2413 & \quad edc 4123 & \quad dec 2311 & \quad dd \\
\end{align*}
\]

Hence \(U_{m}(c,d) = c^d + 3c^2d + 5edc + 3dec + 4c^2d\). One can also give a formula for the (noncommutative) exponential generating function \(\sum_{m=0}^{\infty} U_{m}(c,d)x^m/m!\); see [70, Cor. 1.9] for details.

Note that Proposition 2.2 gives a combinatorial interpretation to the coefficients of \(U_{m}(c,d)\), thereby showing that they are nonnegative. We can ask whether there are similar results for other Eulerian posets. In general the cd-index of an Eulerian poset need not be nonnegative (i.e., have nonnegative coefficients). It is easy to see [70, Prop. 1.6] that for an Eulerian poset \(P\), the numbers \(\beta_{P}(S)\) are sums of certain coefficients of \(\Phi_{P}(c,d)\). Hence a necessary condition for \(\Phi_{P}(c,d)\) to be nonnegative (denoted \(\Phi_{P}(c,d) \geq 0\)) is that each \(\beta_{P}(S)\) is nonnegative. This observation, together with Corollary 1.2, suggests the following conjecture, which is one of the most intriguing open problems in the theory of Eulerian posets.

2.3 Conjecture. Let \(P\) be a Gorenstein\(*) poset. Then \(\Phi_{P}(c,d) \geq 0\).

Conjecture 2.3 was first formulated by Fine for face lattices of convex polytopes, then for regular CW spheres by Bayer and Klapper [7, Conj. 6] and extended to its present form in [70, Conj. 2.1]. To prove Conjecture 2.3, presumably one would have to give either a combinatorial or algebraic (e.g., the dimension of a vector space) interpretation of the coefficients of \(\Phi_{P}(c,d)\). It is easy to see that the sum \(\Phi_{P}(1,1)\) of all the coefficients is given by \(\Phi_{P}(c,d) = \beta_{P}(1,3,5,\ldots) = \beta_{P}(2,4,6,\ldots)\). Hence when \(\beta_{P}(1,3,5,\ldots)\) has a natural combinatorial or algebraic interpretation, one can try to find a \("refinement\") into the coefficients of the cd-index. Only for very special posets called \(\text{lexicographically shellable}\) is a combinatorial interpretation known for \(\beta_{P}(1,3,5,\ldots)\) (or more generally for any \(\beta_{P}(S)\)). For certain of these, most notably face lattices of \(\text{simplicial}\) polytopes, Purtill [59] was able to interpret the cd-index combinatorially and thereby prove nonnegativity. However, even though the face lattice of any convex polytope is lexicographically shellable, Purtill's methods have not yet been extended to them. Note that equations (3) and (5) give an interpretation of \(\beta_{P}(S)\) as the dimension of a certain vector space (homology group). Thus a more promising line of attack on Conjecture 2.3 would be to find a refinement of the homology of \(\Delta(P)\). The face ring techniques discussed in the next section can be used to interpret \(\beta_{P}(S)\) as the dimension of a certain homogeneous part of a graded algebra [59], so one could also try to impose further structure (such as a finer gradation or filtration) on this algebra. Despite the plethora of techniques involving face rings which are now available, no progress has been made on the problem of finding a suitable refinement of the gradation.

Despite the lack of progress discussed in the previous paragraph, nevertheless some positive results related to Conjecture 2.3 have been obtained. One such result appears in the next section (Theorem 3.6). An additional result is given by the following theorem [70, Thm. 2.6].

2.4 Theorem. Let \(P\) be the face poset of an S-shellable regular CW sphere \(\Gamma\), with a \(1\) attached. Then \(\Phi_{P}(c,d) \geq 0\).

We will not give the rather technical definition of \("S-shellability"") here. It says roughly that there is a \("nice\") ordering of the facets of \(\Gamma\). The recursive nature of the definition allows one to prove Theorem 2.4 by induction. The definition of \(S\)-shellability differs slightly from the more standard notion [14, 44] of shellability of a regular CW complex. However, the Bruhat-Mansi line shellings of a polytope [26] turn out to be \(S\)-shellable. Hence as a corollary to Theorem 2.2 we get a proof of the original conjecture of Fine that polytopes have nonnegative cd-index.

Conjecture 2.3 (and the weaker Theorem 2.4) give linear inequalities satisfied by the flag \(f\)-vector of certain Eulerian posets. It is natural to ask whether there are any additional inequalities independent from these. The answer is given by the next result, which explains the importance of Conjecture 2.3.

2.5 Theorem. Conjecture 2.3, if true, gives all linear inequalities satisfied by \(\text{flag } f\)-vectors of Gorenstein\(*) posets. Moreover, Theorem 2.4 gives (without any conjectures) all the linear inequalities satisfied by \(\text{flag } f\)-vectors of \(\text{S-shellable regular }\) CW spheres.

Proof. (sketch) For any Eulerian poset \(P\), the coefficient of \(c^t\) in \(\Phi_{P}(c,d)\) is equal to one. Hence it suffices to show that for any cd-word \(w \neq c^t\) of degree \(n\) (where \(\deg c = 1\) and \(\deg d = 2\), we can find an S-shellable CW sphere whose face poset with a 1 adjoined has cd-index for which the coefficient of \(w\) is an arbitrary factor larger than any of the other coefficients. Suppose \(w = w_1 \cdots w_k\), where \(w_l = c\) or \(d\). Fix \(m \geq 3\). Define posets \(T_i\) for \(1 \leq i \leq k\) by \(T_i = B_k\) (the boolean algebra of rank \(2^n\)) if \(w_l = c\), and \(T_i\) is the face lattice of a convex \(m\)-gon if \(w_l = d\). Given two Eulerian posets \(P\) and \(Q\), define their join \(P \vee Q\) to be the poset obtained by removing the \(1\) of \(P\) and \(0\) of \(Q\), and putting every element of \(Q - 0\) above every element of \(P - 1\). It is easy to see that \(P \vee Q\) is Eulerian. Now define \(P_{m,n} = T_1 \vee T_2 \cdots \vee T_k\).

It is easy to show that \(P_{m,n}\) is S-shellable (and a regular CW sphere), and that

\[
\Phi_{P_{m,n}}(c,d) = w(c, c^2 + d) ,
\]

i.e., substitute \(c^2 + d\) for \(d\) in \(w\). The coefficient of \(w\) in \(w(c, c^2 + d)\) is \(m^n\), where \(t\) is the number of \(\alpha\)'s in \(w\). The coefficient of any other cd-word in \(w(c, c^2 + d)\) is \(m^n\) for some \(s < t\). Hence the proof follows by letting \(m \to \infty\).

Unfortunately the posets \(P_{m,n}\) are not face lattices of polytopes (indeed, they are not even lattices), so Theorem 2.5 does not (necessarily) give all the linear inequalities satisfied by \(\text{flag } f\)-vectors of convex polytopes. In fact, one can show that flag \(f\)-vectors of polytopes satisfy linear inequalities not implied by the nonnegativity of the cd-index. An example of such an inequality, due to Kalai [37, Thm. 7.1], is

\[
3f_2(P) \geq 2f_1(P) + f_0(P) ,
\]

valid for every 5-polytope \(P\) (where \(f(P) = (f_0, f_1, f_2, f_3, f_4)\) is the usual \(f\)-vector of \(P\)).

In general, in trying to understand \(f\)-vectors, flag \(f\)-vectors, etc., of certain posets, geometric complexes, etc., there are three successively stronger levels of
results: (a) linear equalities, (b) linear inequalities, (c) complete characterization. For flag f-vectors of Gorenstein* posets, we have just discussed the first two levels. Namely, (a) is completely solved, while (b) has a conjectured solution which has been proved to be necessary in some significant special cases. At present very little progress has been made toward a complete characterization, so this remains an interesting area of research. In the next section we will see some further examples of this hierarchy of results, including a difficult complete characterization (Theorem 3.9).

The next result, proved in [59, Cor. 4.5], does give some nonlinear information about flag f-vectors. However, it is a rather weak result when applied to Gorenstein* posets, since it holds for a much wider class of objects ("completely balanced Cohen-Macaulay simplicial complexes").

2.6 Theorem. Let P be a Gorenstein* poset of rank n + 1. Then there exists a simplicial complex ∆ of dimension n−1 on a vertex set V and a map η : V → [n] satisfying the following conditions:

(a) The restriction of η to any face F of ∆ is injective.
(b) For any S ⊆ [n], the number of faces F ∈ ∆ for which η(F) = S is equal to β_P(S).

A numerical form of Theorem 2.6 can be gleaned from the results of [15] and [30]. (The statement in [59] after Corollary 4.5 that the converse to Corollary 4.5 is false is incorrect.)

Conjecture 2.3 and Theorems 2.4 and 2.5 suggest looking also at inhomogeneous linear equalities and inequalities satisfied by the coefficients of cd-index, but in general they give only trivial additional information. For instance, the only inhomogeneous linear equality or inequality satisfied by flag f-vectors of Gorenstein* posets independent of Conjecture 2.3 is that the coefficient of c^0 in Φ_P(c, d) is equal to one. However, additional hypotheses lead to more interesting possibilities. For instance, suppose that one particular coefficient of Φ_P(c, d) is specified. What can be said about the minimum value of the other coefficients? This question has yet to be investigated. We also venture the following conjecture.

2.7 Conjecture. Let P be a Gorenstein* lattice of rank n + 1. Then Φ_P(c, d) ≤ U_{n+1}(c, d). In other words, among all Gorenstein* lattices of rank n + 1, the boolean algebra B_n+1 minimizes all the coefficients of the cd-index.

Some of the inequalities implied by Conjecture 2.3 are particularly simple form β_P(T) ≤ β_P(S). These are summarized by the next result. To this end, given S ⊆ [n] define ω(S) ⊆ [n−1] by the condition i ∈ ω(S) if and only if exactly one of i and i + 1 belongs to S. For instance, if n = 8 and S = [2, 4, 5, 8] then ω(S) = {1, 2, 3, 5, 7}.

2.8 Proposition. Let P be Eulerian with Φ_P(c, d) ≥ 0. Then β_P(T) ≤ β_P(S), whenever ω(T) ⊆ ω(S). Moreover, if S and T are subsets of [n] such that β_P(T) ≤ β_P(S) for every Gorenstein* poset (or even face poset of an S-sheltable regular CW complex, with a 1 adjointed) P of rank n + 1, then ω(T) ⊆ ω(S).

2.9 Corollary. If Φ_P(c, d) ≥ 0 as above, then β_P(S) is maximized for S = {1, 3, 5, . . .}∩[n] and S = [2, 4, 6, . . .]∩[n] (and possibly other values of S, depending on the poset P).

There is an application of the cd-index to an intriguing conjecture of Charney and Davis [24, Conj. D]. The conjecture is a kind of combinatorial analogue of a well-known conjecture of Hopf that the Euler characteristic of a 2n-dimensional closed Hermitian manifold M of nonnegative sectional curvatures (−1)^n χ(M) > 0.

To state the Charney-Davis conjecture, define a flag complex to be a simplicial complex for which every minimal set of vertices which do not form a face (sometimes called a "maximal face") has two elements. Charney and Davis conjecture that the h-vector (h_0, . . . , h_2n) of a (2n−1)-dimensional Gorenstein* flag complex satisfies

(−1)^m(h_m − h_{m+1}) ≥ 0.

Now the order complex of any poset is a flag complex. When specialized to Gorenstein* posets P, it was observed by E. Gabison that the Charney-Davis conjecture is equivalent to the statement that the coefficient of d^m in Φ_P(c, d) is nonnegative. Hence the Charney-Davis conjecture for the special case of order complexes follows from Conjecture 2.3. Moreover, it follows from Theorem 2.4 that the Charney-Davis conjecture holds for face-lattices of convex polytopes (or even S-sheltable regular CW spheres), as noted by Charney and Davis in Section 7 of their paper.

3. Simplicial Eulerian Posets.

In this section we discuss some Eulerian posets for which much more can be said about the flag f-vector. We define a poset P with 0 to be simplicial if the interval [0, t] is a boolean algebra for all t ∈ P. For instance, the face poset P of a simplicial complex Δ is simplicial. One should think of an arbitrary simplicial poset as a kind of "generalized simplicial complex" in which the intersection of two faces can be any subcomplex of their boundaries, and not just a single face. By slight abuse of terminology, we say that an Eulerian poset P is simplicial if P − {1} is simplicial (as defined above). Thus if Δ is a triangulation of a sphere (regarded as a poset), then ∆ ∪ {1} is Eulerian and simplicial.

Suppose that P is simplicial and Eulerian of rank n + 1, with f_i elements of rank i + 1. If t is an element of P of rank m < n + 1, then since the interval [0, t] is a boolean algebra we see the number of chains t = 0 ≤ t_1 ≤ . . . ≤ t_k = t such that ρ(t_i) = a_i is given by the multinomial coefficient \binom{m}{a_1, a_2, a_3, . . . , a_k}. Hence if S = \{a_1, a_2, . . . , a_k\}, then there follows

α_P(S) = \binom{m}{a_1, a_2, . . . , a_k, m−a_k} f_{m−1}.

As a consequence, the flag f-vector is completely determined by the f-vector. Thus we may restrict our attention just to the f-vector when dealing with the flag f-vector of simplicial (Eulerian) posets. Just as we defined the h-vector of a simplicial complex in (4), so we can define the h-vector (h_0, . . . , h_n) of any simplicial Eulerian poset P of rank n + 1. More precisely, let P = P − {1}, and define h(P) = (h_0, h_1, . . . , h_n) by

h_i = \sum_{j=0}^{n} f_{j−1}(x−1)^{n−j} = \sum_{j=0}^{n} h_j x^{n−j},

(11)
where $P$ has $f_{i-1}$ elements of rank $i$. The reason we define $(b_0, b_1, \ldots, b_n)$ to be the $h$-vector of $P$ rather than $P$ is that in the next section we will define the $h$-vector of a class of posets (called lower Eulerian) which includes both $P$ and $\bar{P}$, such that the definition agrees with (11) for the case $\bar{P}$. (Of course we could define $h(\bar{P})$ for any Eulerian poset $P$ by (11). In fact, one could define the $h$-vector of any graded poset $P$ by (11), but this turns out to be a not very useful definition when $P$ is not simplicial. The "correct" definition of $h(\bar{P})$ for an arbitrary Eulerian poset $P$ is quite subtle and will be discussed in the next section. There is no "correct" definition known of the $h$-vector of an arbitrary (graded) poset.)

Our main concern here will be with the following classes of simplicial Eulerian posets: (a) Gorenstein*, (b) face lattices of simplicial polytopes, and (c) Gorenstein* lattices. For the first case, the $f$-vector (or $h$-vector) has been completely characterized for, loosely speaking, $3/4$ of the posets. More precisely, we have the following result [67, §4].

3.1 Theorem. Let $h = (b_0, b_1, \ldots, b_n) \in \mathbb{Z}^{n+1}$. Suppose that either $n$ is odd, or that $n$ is even and $b_n/2$ is even. Then the following two conditions are equivalent:

(a) $h$ is the $h$-vector of a simplicial Gorenstein* poset of rank $n+1$.
(b) $b_0 = b_1 = 0$, and $b_i = b_{n-i}$ for all $i$.

The first step in the proof of Theorem 3.1 is the following result.

3.2 Theorem. Let $P$ be a Gorenstein* simplicial poset (or more generally a Cohen-Macaulay simplicial poset) with $h$-vector $(b_0, b_1, \ldots, b_n)$. Then $b_i \geq 0$ for all $i$.

Proof (sketch). The idea is to associate a commutative ring $A_P$ with $P$ and use techniques from commutative algebra. Hence we first review some concepts from commutative algebra. Let $K$ be an arbitrary ground field. A finitely-generated graded $K$-algebra is a commutative ring $R$ which is an algebra over the field $K$, together with a vector space direct sum decomposition $R = R_0 \oplus R_1 \oplus \cdots$ satisfying the conditions:

- $R_0 = K$ (so that the identity element $1$ of $K$ is the identity element of $R$)
- $R_i R_j \subseteq R_{i+j}$. Then we say that elements of $R_i$ are homogeneous of degree $i$.
- $R$ is finitely-generated as a $K$-algebra.

Henceforth we will call a finitely-generated graded $K$-algebra $R$ simply a graded algebra. If the graded algebra $R$ is generated as a $K$-algebra by elements of degree one, then we say that $R$ is standard. If $R$ is integral over the subalgebra $K[R_1]$ of $R$ generated by elements of degree one (equivalently, $R$ is a finitely-generated $K$-$R_1$-module), then we say that $R$ is semistandard. Clearly standard graded algebras are semistandard.

The Krull dimension $\dim R$ of a graded $K$-algebra $R$ is the maximum number of elements of $R$ which are algebraically independent over $K$. (See e.g. [1, Thm. 11.14] for some equivalent definitions of Krull dimension.) The Noether normalization lemma asserts that if $d = \dim R$, then we can find $d$ homogeneous elements $\theta_1, \ldots, \theta_d$ of $R$ of positive degree such that the quotient ring $R/(\theta_1, \ldots, \theta_d)$ has Krull dimension zero (equivalently, is a finite-dimensional vector space). The elements $\theta_1, \ldots, \theta_d$ are called a homogeneous system of parameters (h.s.o.p.). If each $\theta_i$ has degree one, then we call $\theta_1, \ldots, \theta_d$ a linear system of parameters (l.s.o.p.). If the ground field $K$ is infinite, then the existence of an l.s.o.p. is equivalent to $R$ being semistandard.

The hypothesis that $R$ is finitely-generated guarantees that each homogeneous component $R_i$ is a finite-dimensional vector space. The Hilbert function $H(R, i)$ is defined for nonnegative integers $i$ by $H(R, i) = \dim_K(R_i)$. It is the most natural invariant which measures the "size" of a graded algebra $R$. The Hilbert series of $R$ is the formal power series

$$F(R, z) = \sum_{i \geq 0} H(R,i) z^i.$$ 

A well-known result of Hilbert (see e.g. [58, eqn. (1)]) asserts that when $R$ is semistandard, then

$$F(R, z) = \frac{P(z)}{(1 - z)^d},$$

where $P(z) \in \mathbb{Z}[z]$, $P(1) \neq 0$, and $d = \dim R$. It follows from standard results about generating functions (e.g. [65, Prop. 4.2.2 and Cor. 4.3.1]) that $H(R, i)$ is a polynomial in $i$ of degree $d - 1$ for sufficiently large $i$. This polynomial is called the Hilbert polynomial of $R$. The Hilbert polynomial agrees with the Hilbert function for all $i \geq 0$ if and only if $\deg P(z) < d$. If $P(z) = h_0 + h_1 z + \cdots + h_s z^s$ for some $s \geq 0$, then we write $h(R) = (h_0, h_1, \ldots, h_s)$ and call $h(R)$ the $h$-vector of $R$. Similarly $P(z)$ is called the $h$-polynomial of $R$. The $h$-vector and $h$-polynomial are only defined when $R$ is semistandard. Note that trailing $0$'s in the $h$-vector are irrelevant, e.g., $(1, 2, 1)$ and $(1, 2, 1, 0)$ are considered to be the same $h$-vector.

From now on let us assume that $R$ is semistandard and $K$ is infinite, so $R$ has an l.s.o.p. We now come to the crucial concept of a Cohen-Macaulay ring. We will be content with an "operational" definition of what it means for $R$ to be Cohen-Macaulay. It is not difficult to show that this definition is equivalent to the more customary definition involving regular sequences. For further information see e.g. [21][36][43][58][62][63]. Namely, we say that $R$ is a Cohen-Macaulay ring if for some (equivalently, every) l.s.o.p. $\theta_1, \ldots, \theta_d$, the quotient ring $S = S_0 \oplus S_1 \oplus \cdots = R/(\theta_1, \ldots, \theta_d)$ (where the grading is inherited from $R$) satisfies $H(S, i) = h_i(R)$ for all $i$. Equivalently (by (12)) the Hilbert series $F(S, z)$ of $S$ is given by

$$F(S, z) = (1 - z)^d F(R, z).$$

It is an immediate consequence of the above definition of $h(R)$ of $R$ is Cohen-Macaulay.

Example. Let $R = K[u, v]/(uv)$ with $\deg u = \deg v = 1$. Let $\theta_1 = u + v$. Then $\theta_1$ is an l.s.o.p. for $R$, and $S = R/\theta_1 R$ has a $K$-basis $\{1, u, v\}$. Hence $H(S, x) = 1 + x$. Moreover, a $K$-basis for $R$ is given by $\{1, u, v, u^2, v^2, \ldots\}$, so

$$F(R, z) = 1 + \frac{2x}{1 - x} = \frac{1 + z}{1 - z}.$$ 

Hence $F(S, z) = (1 - z) F(R, z)$, so $R$ is Cohen-Macaulay. On the other hand, we leave it to the reader to verify that the ring $K[u, v, w]/(uw, uv, vw)$ is not Cohen-Macaulay.

We are now ready to discuss the ring $A_P$ which we associate with a simplicial poset $P$. First let us consider the case when $P$ is a meet-semilattice, so that $P$ is the
face lattice of a simplicial complex $\Delta$. In this case $A_P$ turns out to be the face ring (also called the Stanley-Reisner ring) $K[\Delta]$ of $\Delta$, where $K$ is an arbitrary (infinite) ground field as before. Let us review the definition of $K[\Delta]$. Let the vertices of $\Delta$ be $x_1, \ldots, x_m$, and let $K[x_1, \ldots, x_m]$ denote the polynomial ring over $K$ in the variables (indeterminates) $x_1, \ldots, x_m$. Set $K[\Delta] = \langle x_1, \ldots, x_m \rangle K[\Delta]_0$, where $K[\Delta]_0$ is the ideal generated by all monomials (which we may assume are squarefree) $x_{i_1}x_{i_2}\cdots x_{i_k}$ such that $\{x_{i_1}, \ldots, x_{i_k}\} \not\in \Delta$. We wish to extend this definition to $A_P$, for any simplicial poset $P$. Suppose that the elements of $P$ are $0 = y_0, y_1, \ldots, y_p$. Define $I_P$ to be the ideal of the polynomial ring $K[y_0, \ldots, y_p]$ generated by the following elements:

1. $y_i y_j$, if $y_i$ and $y_j$ have no common upper bound in $P$.
2. $y_i y_j - (y_i \wedge y_j) \sum z$, where $z$ ranges over all minimal upper bounds of $y_i$ and $y_j$, if $y_i$ and $y_j$ have a common upper bound in $P$.
3. $y_0 - 1$.

Note. It is clear that the greatest lower bound $y_i \wedge y_j$ exists whenever $y_i$ and $y_j$ have an upper bound $z$ in $P$, since the interval $[0, z]$ is a boolean algebra (and therefore a lattice). Thus (R2) is well-defined.

It is easy to see that when $P$ is the face poset of a simplicial complex $\Delta$ then $A_P \cong K[\Delta]$, the face ring of $\Delta$. Hence $A_P$ is a generalization of the face ring. We can give the polynomial ring $K[y_0, \ldots, y_p]$ the structure of a graded $K$-algebra by defining the degree of $y_i$ in $K$ to be its rank $r_i$. The relations (R1)–(R3) are homogeneous with respect to this grading, so we obtain a grading $A_P = (A_P)_0 \oplus (A_P)_1 \oplus \cdots \oplus (A_P)_n$. An important property of $A_P$ [67, Lemma 3.9] is that it is semisimple (with respect to the grading just defined).

A simple computation [67, Prop. 3.8] shows that the Hilbert series of $A_P$ is given by

$$ F(A_P, z) = \frac{h_0 + h_1 z + \cdots + h_n z^n}{(1 - z)^n}, $$

(14)

where $(h_0, h_1, \ldots, h_n)$ is the h-vector of $P$. In other words $h(P) = h(A_P)$. This is the means by which the h-vector enters into the structure of $A_P$.

A famous theorem of G. Reisner [21, Cor. 5.3.9] characterizes those simplicial complexes $\Delta$ for which the face ring $K[\Delta]$ is Cohen-Macaulay.

3.3 Theorem (Reisner's theorem). The face ring $K[\Delta]$ of a simplicial complex $\Delta$ is Cohen-Macaulay if and only if $\Delta$ is a Cohen-Macaulay simplicial complex (over $K$). In particular, the face ring $K[\Delta(P)]$ of the order complex of a poset $P$ is Cohen-Macaulay if and only if $P$ is a Cohen-Macaulay poset.

Theorem 3.3 of course explains the terminology "Cohen-Macaulay complex" and "Cohen-Macaulay poset." We will assume the validity of Theorem 3.3 in this survey. A detailed proof involves concepts from homological algebra which require some work for the uninitiated to absorb. The extension of Reisner's theorem to simplicial posets $P$ is given by the next result [66, Cor. 3.5].

3.4 Theorem. Let $P$ be a simplicial poset. Then $A_P$ is Cohen-Macaulay if and only if $P$ is Cohen-Macaulay.

Proof (brief sketch). The only part to concern us here is the "if" part. By Reisner's theorem the face ring $K[\Delta(P)]$ of the order complex of $P$ is Cohen-Macaulay if (and only if) $P$ is Cohen-Macaulay. One then shows that $A_P$ is an "algebra with straightening law" (ASL) on $P$. This means that $A_P$ is a dense algebra in which $A_P$ is "nicely approximated" by $K[\Delta(P)]$. In particular, the property that $K[\Delta(P)]$ is Cohen-Macaulay is transferred to $A_P$, so $A_P$ is Cohen-Macaulay when $P$ is Cohen-Macaulay.

Note. The proof of Theorem 3.2 is now immediate. If $P$ is Cohen-Macaulay then $A_P$ is a Cohen-Macaulay ring, and hence by (13) the h-vector of $P$ is nonnegative.

Theorem 3.2 can be used to prove Conjectures 2.3 for Eulerian simplicial posets (generalizing the special case of simplicial polytopes due to Purtill [50], so now we have two generalizations of this result, viz., Theorems 2.4 and 3.6). We simply state the relevant result [70, Thm. 3.3] here.

3.5 Theorem. Let $n$ be a positive integer. Then there exist homogeneous polynomials $\Phi_1, \ldots, \Phi_{n+1}$ of degree $n$ in the variables $c, d$ (with $\deg c = 1$, $\deg d = 2$) with nonnegative coefficients such that for every simplicial Eulerian poset $P$ of rank $n + 1$ with h-vector $(h_0, h_1, \ldots, h_n)$, we have

$$ \Phi(c, d) = \sum_{i=0}^{n-1} h_d \Phi_i(c, d). $$

Putting together Theorems 3.2 and 3.5 yields the following result.

3.6 Theorem. Let $P$ be a Gorenstein* simplicial poset. Then $\Phi(c, d) \geq 0$.

The next ingredient we need for our 3/4-characterization of f-vectors of Gorenstein* simplicial posets is the following result, known as the Dehn-Sommerville equations for Eulerian simplicial posets.

3.7 Theorem. Let $P$ be a simplicial Eulerian poset of rank $n + 1$ with h-vector $(h_0, h_1, \ldots, h_n)$. Then $h_i = h_{n-i}$ for all $i$.

Theorem 3.7 goes back to Dehn, who proved it in 1905 for simplicial 4-polytopes and 5-polytopes and suggested that it be extended to higher dimensions. Such an extension was carried out by Sommerville in 1927, who proved it for arbitrary simplicial polytopes. A generalization to what is essentially the special case of Theorem 3.7 when $P$ is a meet semilattice (i.e., the face poset of a simplicial complex) was proved by Klee in 1964. Numerous generalizations and extensions have been subsequently given. A result equivalent to Theorem 3.7 itself appears in [65, Thm. 3.4.9]. A very general version of the Dehn-Sommerville equations may be found in [68, Lemma 6.4].

Theorem 3.2 and 3.7 show that (a) implies (b) in Theorem 3.1. To show the converse, it is necessary to construct simplicial Gorenstein* posets with suitable h-vectors. This is a fairly easy inductive construction whose details appear in [67, Lemmas 4.1 and 4.2]. With this the proof of Theorem 3.1 is complete.

It is an intriguing problem to fill in the gap inherent in Theorem 3.1, i.e., to characterize h-vectors of simplicial Gorenstein* posets $P$ of odd rank $n + 1$ for which $h_{n/2}$ is also odd. Given that $P$ has odd rank, the condition that $h_{n/2}$ is odd is equivalent to the condition that $P$ has an odd number of facets (elements of rank $n$). This is because $h_1 = h_{n-1}$ and $h_0 + h_1 + \cdots + h_n = f_{n-1}$, the number of facets. We collect together from [67] and [27, Ch. 2] some partial results related to this problem.
3.8 Proposition.
(a) Suppose \( h_0 = 1, \) \( h_i = h_{n-i}, \) and \( h_i > 0 \) for all \( i. \) Then there exists a simplicial Gorenstein* poset \( P \) with \( h(P) = (h_0, h_1, \ldots, h_n). \)
(b) There is no Eulerian simplicial poset \( P \) with an odd number of facets (equivalently, \( P \) has odd rank \( n+1 \) and \( h_{(n+3)/2} \) is odd) and \( h_1(P) = 0. \)
(c) There is no Eulerian simplicial poset \( P \) of rank \( n+1 \) with an odd number of facets such that
\[
h_0(P) = h_1(P) = \cdots = h_i(P) = 1, \quad h_{i+1}(P) = 0,
\]
where \( i \geq 1 \) and \( i+1 < n. \)
(d) There is no Eulerian simplicial poset \( P \) of rank \( n+1 \) with an odd number of facets such that \( \sum_{i=0}^{n} h_i(P) \leq n. \)
(e) There is no Eulerian simplicial poset \( P \) with an odd number of facets such that \( h_1(P) = 2, h_2(P) = 0. \)
(f) There is no Gorenstein* simplicial poset \( P \) with an odd number of facets such that \( h_1(P) = 3, h_2(P) = 0. \)

The following question in particular remains open concerning simplicial Gorenstein* posets \( P. \) If \( P \) has odd rank \( n+1 \) and \( h_1 = 0 \) for some \( 1 \leq i \leq n-1, \) then is \( h_{n/2} \) even? If the answer is positive then Theorem 3.1 and Proposition 3.8(a) would give a complete solution to the problem of characterizing \( h\)-vectors of simplicial Gorenstein* posets. Let us finally remark that the problem of characterizing \( h\)-vectors of simplicial Gorenstein* posets bears some similarities to the problem of characterizing the Betti numbers of compact manifolds (see [25, Thm. 2.2]).

We now consider one of the most interesting classes of simplicial Gorenstein* posets, viz., the face lattices \( L_P \) of simplicial convex polytopes \( P \) (i.e., convex polytopes all of whose facets are simplices). For general information about convex polytopes see e.g. [10][20][47][70]. According to Theorems 3.2 and 3.7 the \( h\)-vector of \( P \) satisfies \( h_0 = 1, h_1 \geq 0, \) and \( h_i = h_{n-i}, \) where \( n = \dim P. \) In 1971 McMullen and Walkup [48] published the conjecture that the \( h\)-vector was unimodal, i.e., weakly increasing and then decreases. In view of the Dehn-Sommerville equations \( (h_i = h_{n-i}) \) this is equivalent to the inequalities
\[
h_0 \leq h_1 \leq \cdots \leq h_{[n/2]}.
\]

The inequalities (15) were called the Generalized Lower Bound Conjecture (GLBC), because they implied an earlier Lower Bound Conjecture (proved by Barnette [2][8] in 1971 and 1973 by geometric reasoning). McMullen and Walkup [48] showed that the GLBC, if true, gave all the homogeneous linear inequalities satisfied by the \( f\)-vector of a simplicial convex polytope (except for \( h_0 \geq 0, \) which is trivial since \( h_0 = 1). \) Also, the only additional inhomogeneous linear equality or inequality is given by the trivial \( h_0 = 1. \)

In 1970 in East Lansing, Michigan, McMullen made an inspired conjecture, based on very little evidence. Namely, he conjectured a complete characterization of the \( h\)-vector of a simplicial polytope. This conjecture was published in 1971 [44] and became known as McMullen’s \( g\)-conjecture (because of the use of the notation \( g_{n-1} \) to denote the crucial quantity \( h_i - h_{i-1} \); it is now customary to use \( g_i \) for this quantity). It was later proved by Billera-Lee and Stanley (as discussed below), and so is now called the \( g\)-theorem. To state this result, we use the fact (easily proved by induction) that given positive integers \( h \) and \( i, \) there is a unique way to write
\[
h = \binom{m}{i} + \binom{m-1}{i-1} + \cdots + \binom{n_j}{j},
\]
where \( n_j > n_{j-1} > \cdots > n_1 \geq j \geq 1. \) For a nice discussion of the significance of this representation, see [34, Section 8]. Now define
\[
h(i) = \binom{n+1}{i+1} + \binom{n_i+1}{i} + \cdots + \binom{n_j+1}{j+1},
\]
and set \( 0(0) = 0. \) The number \( h(i) \) is sometimes called the \( i\)th upper pseudopower of \( h. \) Call a vector \((h_0, h_1, \ldots, h_n) \in \mathbb{Z}^{n+1} \) an \( M\)-vector (after F. S. Macaulay, for a reason soon to be made clear) if \( h_0 = 1 \) and \( 0 \leq h_{i+1} \leq h(i) \) for \( 1 \leq i \leq d - 1. \) We can now state the remarkable \( g\)-theorem first conjectured by McMullen.

3.9 The \( g\)-Theorem. A vector \((h_0, h_1, \ldots, h_n) \in \mathbb{Z}^{n+1} \) is the \( h\)-vector of some simplicial \( d\)-polytope \( P \) if and only if \( h_i = h_{d-i} \) and \((h_0, h_1 - h_0, h_2 - h_1, \ldots, h_{(d+1)/2} - h_{(d+1)/2-1}) \) is an \( M\)-vector.

The sufficiency of McMullen’s \( g\)-theorem (i.e., the “if” part of the theorem) was first proved by Billera and Lee in 1979 (see [12] and [13]) and the necessity soon afterwards by this writer. The proof of Billera and Lee involved a clever inductive construction. The proof of necessity, on the other hand, required deep techniques from algebraic geometry. The first step is an algebraic interpretation of \( M\)-vectors.

3.10 Theorem. A vector \((h_0, h_1, \ldots, h_n) \in \mathbb{Z}^{n+1} \) is an \( M\)-vector if and only if there exists a standard graded algebra \( R = R_0 \oplus R_1 \oplus \cdots \oplus R_s, \) satisfying \( H(R, i) = h_i \) for \( 0 \leq i \leq s. \)

The difficult part of the proof of Theorem 3.10 is due to F. S. Macaulay [40]. His intricate argument has subsequently been simplified [55][72][28], though it is still not an easy result. The purely numerical form of the theorem as stated here first appeared in [58].

To prove the necessity of the \( g\)-theorem (i.e., the “only if” part), it follows from Theorem 3.10 that we need to find a standard graded algebra \( R \) whose Hilbert function satisfies \( H(R, i) = h_i - h_{i-1} \) for \( 1 \leq i \leq [n/2], \) where \((h_0, h_1, \ldots, h_n) \) is the \( h\)-vector of the simplicial polytope \( P. \) Reiner’s theorem implies that the face ring \( K[P] \) of the boundary complex of \( P \) is Cohen-Macaulay. Hence if \( \theta_1, \ldots, \theta_n \) is any l.s.o.p., then the quotient ring \( S = K[P]/(\theta_1, \ldots, \theta_n) \) satisfies \( H(S, i) = h_i. \) This is not what we want, but it is close. Suppose we could find an element \( \omega \in S \) which is a non-zerodivisor on \( S \) for \( i < [n/2]. \) Let \( R = S/\omega S. \) Then the condition on \( \omega \) implies that for \( i < [n/2], \)
\[
dim_K R_i = \dim_K S_i - \dim_K \omega S_{i-1} = \dim_K S_i - \dim_K S_{i-1} - h_i - h_{i-1}.
\]

Hence \( R \) is the desired ring, and the necessity of the \( g\)-theorem would be proved.

To show the existence of the critical element \( \omega \) (called a \( Lech-Schanuel \) element), assume without loss of generality that the simplicial \( n\)-polytope \( P \) is embedded in
embeddability of simplicial complexes due to Sarkaria. However, this approach has not yet led to a proof of the g-theorem for spheres. The problem of extending the g-theorem to spheres is perhaps the most outstanding open problem in the subject of Eulerian posets. About the only significant generalization of the g-theorem to date is an extension of the GLBC to triangulations of $(n-2)$-dimensional spheres which are subcomplexes of boundary complexes of simplicial $n$-polytopes. This result was first proved by Kalai [38, 38] using algebraic shifting, and was given a somewhat simpler proof based on face rings in [69, Cor. 2.4].

4. The h-Vector of an Eulerian Poset.

In the previous section we defined the $h$-vector of a simplicial Eulerian poset $P$ using the simple formula (11). (CAVEAT: Do not confuse this $h$-vector with the $h$-vector of the order complex of $P$.) We mentioned that extending this definition in the obvious way to an arbitrary Eulerian poset does not seem interesting. Instead there is a subtle generalization motivated by topology and algebraic geometry. Recall from our discussion of McMullen’s $g$-theorem that if $P$ is a simplicial $n$-polytope (embedded in $R^n$ with rational vertices and origin in the interior), then the cohomology ring $H^*(X_P; R)$ of the toric variety $X_P$ is isomorphic to $S := R[P]/(e_1, \ldots, e_n)$ for a certain l.s.o.p. $e_1, \ldots, e_n$. The usual grading of $H^*(X_P; R)$ is such that $H^2i(X_P; R)$ corresponds to $S_i$ (so that $H^{2i+1}(X_P; R) = 0$ for all $i$). Thus

$$\dim R H^{2i}(X_P; R) = h_i(P).$$

Now a toric variety $X_P$ can be defined for any rational polytope $P$. (It need not be simplicial.) We could try to define an $h$-vector for $P$ via equation (17). Unfortunately this naive definition is not satisfactory. For one thing, it is not determined solely by the combinatorial type of $P$ but rather depends on how $P$ is embedded into $R^n$. There is, however, a homology theory which is better behaved, viz., the intersection homology (or cohomology) theory of Goresky and MacPherson (see e.g. [32], [33], [42]). Let $H^i(X_P; R)$ denote the $i$-th real middle-perversity intersection cohomology group of the toric variety $X_P$, and let

$$h_i = h_i(P) = \dim R H^{2i}(X_P; R).$$

One can show the following facts:

(H1) The odd-degree groups $H^{2i+1}(X_P; R)$ are all 0.

(H2) $h_i$ depends only on the combinatorial type of the rational polytope $P$, and not on its embedding.

(H3) $h_i = h_{n-i}$ for all $i$ (where $n = \dim P$), and $h_i = 0$ for $i > n$. This result is a consequence of Poincaré duality for intersection homology.

(H4) $1 = h_0 \leq h_1 \leq \cdots \leq h_{n/2}$. This is a consequence of the difficult hard Lefschetz theorem for intersection homology due to Beilinson, Bernstein and Deligne [8] (see [42, §1.6.2]).
Since $h_t(P)$ depends only on the combinatorial type of $P$, we would like a combinatorial formula or rule for computing $h_t(P)$. Such a result was given independently by Khovanovski and MacPherson (and perhaps others), and was first published in [68]. This rule turns out to make sense for any Eulerian poset $P$, so we use it to define the $h$-vector of $P$ (more precisely, of $P - \{1\}$). The definition depends on the following result.

4.1 Theorem. Let $P$ be an Eulerian poset of rank $n + 1$ with rank function $p$. Then there exists a unique function $h : P \to \mathbb{Z}[x]$ satisfying the conditions (where we write $h_t$ for the value of $h$ at the point $t \in P$):

(a) For all $t > 0$ in $P$ we have

$$\deg h_t(x) \leq \left\lfloor \frac{1}{2} (p(t) - 1) \right\rfloor.$$  

(b) For all $i \in P$, we have

$$\sum_{k \leq t} h_k(x)(x - 1)^{k - t} = x^t h_t(1/x).$$  

(18)

For instance, when the interval $[0, t]$ is a boolean algebra, then the binomial theorem implies that $h_0(x) = 1$.

If $P$ is Eulerian, then the polynomial $h(P, x) := h_1(x)$ is called the $h$-polynomial of $P$ or $h$-polynomial of $P - \{1\}$. We want, however, to define the $h$-polynomial of $P - \{1\}$. More generally, define a (finite) poset $P$ to be lower Eulerian if $P$ has a $0$ and every interval $[0, t]$ is Eulerian. Note that for such a poset, the polynomial $h_t(x)$ of Theorem 4.1 is still defined for each $t \in P$, viz., $h_t(x) = h([0, t], x)$. Thus for any lower Eulerian poset $P$ of rank $n$, we can define the $h$-polynomial of $P$ by the formula

$$z^n h(P, 1/z) = \sum_{t \in P} h_t(x)(x - 1)^{n - t}.$$  

(19)

Moreover, if $h(P, x) = h_0 + h_1 x + \cdots + h_n x^n$, then we define $(h_0, h_1, \ldots, h_n)$ to be the $h$-vector of $P$.

The definition of the $h$-vector of a lower Eulerian poset is not easy to understand, and many of its properties remain mysterious. Let us point out a few salient facts concerning the above definition.

- Suppose that $P$ is simplicial (and hence lower Eulerian) of rank $n$. Since $h(B_k, x) = 1$ for any boolean algebra $B_k$, equation (19) reduces to

$$z^n h(P, 1/z) = \sum_{t \in P} (x - 1)^{n - t} = \sum_{t=0}^n f_{t-1} (x - 1)^n - x^n,$$

where $P$ has $f_{t-1}$ elements of rank $i$. Comparing with (11) shows that the two definitions we have given of the $h$-vector (or $h$-polynomial) of $P$ agree.

- We mentioned that the original motivation for the definition of $h(P, x)$ came from the intersection homology of toric varieties. Specifically, if $P$ is a rational $n$-dimensional polytope, then let $P$ be its face poset with $\{1\}$ removed. Thus $P$ is lower Eulerian. It is then the case that $h_t(P) = \dim T^2(X(P, R))$. In particular, $h_t(P) \geq 0$. Note that (I1) gives $h_t = h_{n-t}$ (a generalization of the Dehn-Sommerville equations), while (I4) yields $1 = h_0 \leq h_1 \leq \cdots \leq h_{\lfloor n/2 \rfloor}$.

- It is natural to ask to what extent the three results $h_0 = h_{n/2}$, $h_0 \leq h_1 \leq \cdots \leq h_{\lfloor n/2 \rfloor}$ hold for lower Eulerian posets more general than face posets of rational polytopes (with $\{1\}$ removed). So far as the Dehn-Sommerville equations are concerned, the following result can be obtained by a formal computation [65, Thm. 2.4] [65, Thm. 3.14.9][68, Lemma 6.4].

4.2 Theorem. Let $P$ be an Eulerian poset of rank $n + 1$ with $\{1\}$ removed (so $P$ has rank $n$). Then $h_0(P) = h_{n-1}(P)$ for all $i$.

- Suppose that $P$ is Eulerian of rank $n + 1$, and let $\bar{P} = P - \{1\}$. Let $h(\bar{P}, x) = h_0 + h_1 x + \cdots + h_n x^n$. Thus by Theorem 4.2 we have $h_1 = h_{n-1}$. It is a simple consequence of the definition of $h(P, x)$ that

$$h_t(P) = \begin{cases} h_t(\bar{P}) - h_{t-1}(\bar{P}), & \text{if } i \leq \lfloor n/2 \rfloor \\ 0, & \text{otherwise.} \end{cases}$$  

(20)

In particular, knowing either of $h(P, x)$ or $h(\bar{P}, x)$ determines the other.

- Let us consider the question of the nonnegativity and unimodality of the $h$-vector of an arbitrary lower Eulerian poset. The unimodality question seems natural only in the presence of the Dehn-Sommerville equations $h_t = h_{n-t}$. The most general "natural" class of posets with this property consists of (by Theorem 4.2) Eulerian posets with $1$ removed. Now note that (by (19)), we have $h(P, x) \geq 0$ if and only if $h(\bar{P}, x)$ is unimodal. Hence the unimodality question is subsumed by the nonnegativity question. Moreover, since the most general "natural" class of simplicial complexes with nonnegative $h$-vector are the Cohen-Macaulay ones, we should restrict our attention to Cohen-Macaulay lower Eulerian posets.

It is false that $h_t(P) \geq 0$ for all Cohen-Macaulay lower Eulerian posets. For instance, the Cohen-Macaulay Eulerian poset $P$ given by Figure 1 satisfies $h_P(x) = 1 - x$, since

$$(x - 1)^3 + 2(x - 1)^2 + 2(x - 1) + (1 - x) = z^3(1 - \frac{1}{x}).$$

Moreover, the Cohen-Macaulay lower Eulerian poset $P$ (which is an Eulerian poset with $1$ removed) given by Figure 3 satisfies

$$h(P, x) = z^3 h(P, 1/x) = (x - 1)^3 + 2(x - 1)^2 + 2(x - 1) + (1 - x) = z^3 - x^2 - x + 1.$$  

Although not all Cohen-Macaulay lower Eulerian posets have nonnegative $h$-vector, we do have the following conjecture [66, Conj. 4.2(b)].

4.3 Conjecture. Let $P$ be a Cohen-Macaulay lower Eulerian meet-semilattice. Then $h_t(P) \geq 0$ for all $i$.

Conjecture 4.3 is open even for face lattices of nonrational polytopes, with or without $1$ removed. Conjecture 4.5 is one of the outstanding open problems in the theory of Eulerian posets.
It is not difficult to show that for any lower Eulerian poset \( P \), the \( f \)-polynomial \( A(P, t) \) can be computed from the flag vector \( f(P) \) of \( P \). Specifically, if \( \mathcal{P} \) is the set of all \( (\alpha, \beta) \) such that \( \alpha < \beta \) in \( P \), then \( A(P, t) \) is a polynomial in \( t \) and \( t^{-1} \) with coefficients \( \frac{1}{(\alpha, \beta) \in \mathcal{P}} \), \( f(\alpha, \beta) \). More precisely, for each \( n \), there is a unique linear function \( h_n : \mathcal{P} \to \mathbb{Z} \) with \( h_n(\alpha, \beta) = f(\alpha, \beta) \) for all \( \alpha, \beta \) in \( P \)

and such that every face of \( L \) is contained in \( L \). Now let \( \mathcal{L}^1 \) and \( \mathcal{L}^2 \) be the face posets of \( L \) and \( L' \), respectively. We may think of \( \mathcal{L}^1 \) and \( \mathcal{L}^2 \) as subdivisions of \( L' \) and \( L \), respectively, in the sense of general position. The notion of a subdivision of \( L' \) is then the natural generalization of the notion of a subdivision of \( L \). Thus, the notion of a subdivision of \( L' \) is a way to define subdivisions of \( L \) in a geometric sense, and the notion of a subdivision of \( L' \) is a way to define subdivisions of \( L \) in a geometric sense, and the notion of a subdivision of \( L' \) is a way to define subdivisions of \( L \) in a geometric sense.

The next theorem gives a more precise result.

5. \textbf{Acceptor Functions on a Lower Eulerian Poset.}

Let \( P \) be a lower Eulerian poset. Let \( A(P, t) \) denote the set of all \( f \)-polynomials \( f \) such that \( A(P, t) \) is a polynomial in \( t \) and \( t^{-1} \) with coefficients \( \frac{1}{(\alpha, \beta) \in \mathcal{P}} \), \( f(\alpha, \beta) \). More precisely, for each \( n \), there is a unique linear function \( h_n : \mathcal{P} \to \mathbb{Z} \) with \( h_n(\alpha, \beta) = f(\alpha, \beta) \) for all \( \alpha, \beta \) in \( P \)

Note that if \( f \) is acceptable then \( \deg f \leq \rho(\alpha) \) for all \( \alpha \in P \), since otherwise the right-hand side of (2) would not be a polynomial. Clearly \( A(P, t) \) is a vector space over \( \mathbb{Q} \) for any poset \( P \) and \( \mathbb{Q} \) is a field. Since \( A(P, t) \) is a polynomial in \( t \) and \( t^{-1} \) with coefficients \( \Delta \), \( \Delta \) is an algebra over \( \mathbb{Q} \), and we have

\[
\dim A(P) = \sum (\Delta(i) + 1).
\]
think of $\sigma(t)$ as the smallest face of $\Delta$ which contains $t$ (called the carrier of $t$).
Thus the motivation for the following definition should be clear. We say that $\Delta'$ (or more precisely, the pair $(\Delta', \sigma)$) is a topological subdivision of $\Delta$ if (a) for every face $F$ of $\Delta$, the subset $\sigma^{-1}(2F)$ of $\Delta'$ (where $2F$ denotes the subcomplex of $\Delta$ consisting of $F$ and all its faces) is a subcomplex of $\Delta'$ whose geometric realization $|\sigma^{-1}(2F)|$ is homeomorphic to a ball of dimension $\#F - 1$, and (b) $\sigma^{-1}(F)$ consists of the interior faces of the ball $\sigma^{-1}(F)$. We have called this type of subdivision topological because it depends on the topological notion of ball to define it. As such it is a difficult definition to work with, because there is no useful combinatorial or algebraic characterization of simplicial complexes whose geometric realization is a ball. In fact, it is known that the question of deciding whether a simplicial complex is a ball is undecidable! What are the properties of balls that are essential here? This depends on what kind of applications we have in mind. If one is only interested in showing that certain complexes are acceptable, then the key property we need is the following result. For a proof of a more general result, see [62, Ch. II, Cor. 7.2]. A result equivalent to a generalization of Theorem 5.2 to manifolds with boundary was earlier proved by Macdonald [41, Thm. 2.1]. Let $\Delta$ be a simplicial complex whose geometric realization is an $(n - 1)$-dimensional ball. Recall that the $h$-polynomial $h(\Delta, x) = h_0 + h_1 x + \cdots + h_n x^n$ of $\Delta$ is defined by

$$x^n h(\Delta, 1/x) = \sum_{v \in \Delta} (x - 1)^{\#v}.$$  

Define the interior $h$-polynomial $h(\text{int}(\Delta), x)$ by

$$x^n h(\text{int}(\Delta), 1/x) = \sum_{v \in \text{int}(\Delta)} (x - 1)^{\#v},$$

where $\text{int}(\Delta)$ denotes the set of interior faces (faces not contained in the boundary) of $\Delta$.

5.2 Theorem. With $\Delta$ as above, we have

$$h(\text{int}(\Delta), x) = x^n h(\Delta, 1/x).$$

Now let $P$ and $P'$ be lower Eulerian posets, and let $\sigma : P' \to P$ be a map satisfying:

$(S_1)$ For all $t \in P'$, $\rho(t) \leq \rho(\sigma(t))$ (where $\rho$ denotes the rank function of $P$).

$(S_2)$ For every $u \in P$, let $P_{\leq u} = \{v \in P : v \leq u\}$ (the principal order ideal generated by $u$). Then $P'_{\leq u} := \sigma^{-1}(P_{\leq u})$ is an order ideal of $P'$, i.e., if $t \in P'$ and $s \leq t$ then $s \in P'$.

Let $h(P', x)$ denote the $h$-polynomial of $P'$, as defined by equation (19). Define the interior $\text{int}(P'_u)$ of the poset $P'_u$ by $\text{int}(P'_u) = \sigma^{-1}(u)$. Finally define the $h$-polynomial $h(\text{int}(P'_u), x)$ by

$$x^n h(\text{int}(P'_u), 1/x) = \sum_{t \in \text{int}(P'_u)} t(x - 1)^{\rho(t) - \rho(\sigma(t))}.$$  

Guided by Theorem 5.2, we now say that $P'$ (or more accurately, the pair $(P', \sigma)$) is a formal subdivision of $P$ if $(S_1)$ and $(S_2)$ are satisfied, and if the following condition is also satisfied:

$(S_3)$ For all $u \in P$ we have

$$x^n h(\text{int}(P'_u), 1/x) = h(\text{int}(P'_u), x).$$  

In particular, topological subdivisions of simplicial complexes (or even of regular CW complexes, with an obvious extension of the definition of topological subdivision) are formal subdivisions. The main theorem on formal subdivisions is the following [68, Thm. 7.5].

5.3 Theorem. Let $\sigma : P' \to P$ be a formal subdivision of the lower Eulerian poset $P$. Let $f : P \to \mathbb{Z}[x]$ be defined by $f_u(x) = h(P'_u, x)$. Then $f$ is a face.

Theorem 5.3 shows that every formal subdivision of an Eulerian poset $P$ induces an acceptable function $f$ on $P$. For topological triangulations $\Delta'$ of a simplicial complex $\Delta$, the value $f_1$ of $f$ on a face $u$ of $\Delta$ is just the usual $h$-polynomial of the restriction of $\Delta'$ to $\Delta$. For a formal subdivision $\sigma : P' \to P$ of an Eulerian (rather than lower Eulerian) poset $P$, we can define a highly interesting polynomial $\ell(\sigma, x)$, called the local $h$-polynomial of $\sigma$, by the formula

$$\ell(\sigma, x) = \sum_{u \in P} (-1)^{\rho(u)} h(P'_u, x) h(\{u, \bar{u}\}, x).$$  

Here $[u, \bar{u}]$ denotes the dual of the interval $[u, \bar{u}]$. One fundamental property of $\ell(\sigma, x)$ is the following symmetry result [68, Cor. 7.7], which is proved as a formal consequence of equation (23).

5.4 Theorem. Let $\sigma : P' \to P$ be a formal subdivision of the Eulerian poset $P$ of rank $n + 1$. Then

$$x^n \ell(\sigma, 1/x) = \ell(\sigma, x).$$  

In the more intuitive case of simplicial complexes, $P$ is a boolean algebra (the face lattice of a simplex $2^\Lambda$), so $h([u, \bar{u}], x) = 1$ for all $u \in P$. Moreover $P'$ is just a simplicial complex $\Gamma$, and we often write $\ell_\Gamma(\Gamma, x)$ for $\ell(\sigma, x)$ (though $\ell_\Gamma(\Gamma, x)$ actually depends on $\sigma$ [68, Ex. 2.3(a)]). Equation (24) takes the simple form

$$\ell_\Gamma(\Gamma, x) = \sum_{u \in P} (-1)^{\rho(u, \bar{u})} h(P'_u, x),$$

i.e., the alternating sum of the $h$-polynomials of the restrictions of $\Gamma$ to the faces of the simplex $2^\Lambda$.

We do not have the space here to go into a detailed discussion of the local $h$-polynomial $\ell_\Gamma(\Gamma, x)$, but let us mention a few highlights. We need to introduce two further types of subdivisions. Define a topological subdivision $\sigma : \Delta' \to \Delta$, where $\Delta'$ and $\Delta$ are simplicial complexes, to be quasi-geometric if no face $t$ of $\Delta'$ has the following property: There is a face $F$ of $\Delta$ such that $\dim(F) < \dim(t)$ and every vertex $x$ of $t$ satisfies $\sigma(x) \leq F$. In other words, no face $t$ of $\Delta'$ has all its vertices on a face of $\Delta$ of lower dimension than $t$. 

Here [u, i] denotes the dual of the interval [u, i]. One fundamental property of $\ell(\sigma, x)$ is the following symmetry result [68, Cor. 7.7], which is proved as a formal consequence of equation (23).
Note that geometric subdivisions (more accurately, triangulations of abstract simplicial complexes which can be geometrically realized by a geometric triangulation) are quasi-geometric, since the vertices of a geometric simplex are affinely independent. It can be shown that there exist quasi-geometric subdivisions which are not geometric [68, p. 814]. The simplest example of a topological subdivision which is not quasi-geometric is the following. Let $\Delta$ be a triangle with vertices $a, b, c$. Add a new vertex $d$ on the line $ab$ and let $\Delta'$ have facets $abc$ and $abd$. This subdivision is not quasi-geometric since the two-dimensional face $abd$ of $\Delta'$ has all its vertices on the one-dimensional face $ab$ of $\Delta$.

The last type of subdivision which we consider (though there are still others of interest, such as homological subdivisions and homotopical subdivisions) is the following. A geometric triangulation of a simplicial complex is called regular if (speaking somewhat informally) its restriction to each face (simplex) can be realized as the projection of a strictly convex polyhedral surface. For a more detailed definition, see [15][19][68, Def. 5.1]. An abstract triangulation of a simplicial complex is regular if it has a regular geometric realization. It can be shown that not every geometric subdivision of a geometric simplicial complex is regular [15, Fig. 1][19, Fig. 2(b)].

We now have all the definitions necessary to summarize some basic properties of the local h-polynomial $h_r(\Gamma, V)$ of a triangulation $\Gamma$ of the simplex $2^V$.

First, as a special case of the symmetry result (25), we have

$$x^r h_r(\Gamma, 1/x) = h_r(\Gamma, x),$$

where $#V = n$.

Now let $\Delta$ be a pure (i.e., all maximal faces have the same dimension) $(n-1)$-dimensional simplicial complex, and let $\Delta'$ be a topological triangulation. Then the h-polynomial $h(\Delta', x)$ is given by the following result [68, Thm. 3.2].

**5.5 Theorem.** With notation as above, we have

$$h(\Delta', x) = \sum_{F \in \Delta} f(\Delta', x) h(\Delta F, x),$$

where $\Delta F$ denotes the restriction of $\Delta'$ in the face $F$ of $\Delta$.

Equation (28) is a fundamental result for reducing questions about f-vectors of triangulations to properties of local h-vectors.

A much deeper result on local h-vectors than equation (27) and Theorem 5.5 is the following.

**5.6 Theorem.** Let $\Delta$ be a regular triangulation of the simplex $2^V$. Then $h_r(\Gamma, x)$ is unimodal, i.e. (using Theorem 5.4), if $h_r(\Gamma, x) = a_0 + a_1 x + \cdots + a_n x^n$, then $a_0 \leq h_1 \leq \cdots \leq h_n$. The proof of Theorem 5.6 is very deep; it requires the hard Leshchetz theorem for the decomposition theorem of intersection homology (though the proof is quite easy if one is willing to accept all this machinery). For further details see [68, Thm. 5.2].

There is an application of Theorem 5.9 analogous to how Corollary 5.7 follows from Theorem 5.8. The easy proof is omitted.

**5.10 Corollary.** Let $\Delta$ be a pure simplicial complex such that for every face $F \in \Delta$ the h-vector of $\Delta F$ is symmetric ($h_r = \bar{h}_{n-r}$ for all $r$) and unimodal ($h_0 \leq h_1 \leq \cdots \leq h_n$, assuming symmetry). Let $\Delta'$ be a regular triangulation of $\Delta$. Then

$$h_r(\Delta) - h_{r-1}(\Delta) = \sum_{F \subseteq \Delta} h_r(\Delta F) - h_{r-1}(\Delta F), 0 \leq r \leq \lfloor d/2 \rfloor.$$

Note that by Theorem 5.7 the boundary complex of a simplicial convex polytope satisfies the hypothesis of the above corollary. At the end of Section 3 some conjectured extensions are discussed. There is an intriguing conjectured generalization of Theorem 5.9, analogous to the conjectured generalization of the g-theorem for simplicial polytopes to the case of spheres.
5.11 Conjecture. Theorem 5.9 continues to hold when \( \Gamma \) is a geometric (or even quasi-geometric) subdivision of \( 2^V \).

Note that the example \( \ell_\gamma\ (\Gamma, x) = -x^2 \) of Clara Chan mentioned after Theorem 5.8 shows that Theorem 5.9 certainly cannot be extended to topological subdivisions.

There are many additional interesting open problems associated with local \( h \)-vectors. For instance, one can find a "nice" characterization of quasi-geometric (or geometric or regular) triangulations \( \Gamma \) of \( 2^V \) for which \( \ell_\gamma\ (\Gamma, x) = 0 \). For further information see [68, pp. 821-823]. Can one characterize (or at least obtain significant new information on) the \( h \)-vectors of suitable classes of triangulations (e.g., topological, quasi-geometric, geometric, regular) \( \Gamma \) of \( 2^V \)? Even more strongly, can one characterize the function \( f \) defined on subsets \( W \) of \( V \) by \( f(W) = \ell_\gamma\ (\Gamma_W, x) \), where \( \Gamma \) is a (suitably restricted) triangulation of \( 2^V \)? For some work on this problem, see [22].

We mentioned earlier that we would like to discuss two classes of acceptable functions. The first class, just discussed, deals with subdivisions. We now come to the second class, which is concerned with Ehrhart polynomials. There is by now a vast literature on Ehrhart polynomials, but we will be content with a few remarks which show the connection with acceptability. For an introduction to Ehrhart polynomials see [65, pp. 235-241] or [36, Part 2]. Our account below is taken from [68, Ex. 7.13].

Let \( \mathcal{P} \) be a lattice in \( \mathbb{R}^N \). (One can take \( \mathcal{P} = \mathbb{Z}^N \) without significant loss of generality.) Let \( \mathcal{P} \) be an \( L \)-polytope, i.e., a convex polytope with vertices in \( L \). (Much of what we say below can be generalized to \( L \)-polyhedral complexes, but for simplicity we only consider polytopes.) As usual we partially order the faces of \( \mathcal{P} \) by inclusion; this makes \( \mathcal{P} \) into an Eulerian poset. Given an integer \( n \geq 0 \) and a \( d \)-dimensional \( L \)-polytope \( \mathcal{P} \subset \mathbb{R}^N \), define

\[
i(P, n) = \#(n\mathcal{P} \cap L),
\]

where \( n\mathcal{P} = \{ n \alpha : \alpha \in \mathcal{P} \} \). Also set \( i(P, 0) = 1 \). It is known that \( i(P, n) \) is a polynomial function of \( n \) of degree \( d \), called the Ehrhart polynomial of \( P \). It follows that if we set

\[
\omega(P, x) = (1 - x)^{d+1} \sum_{n \geq 0} i(P, n)x^n,
\]

then \( \omega(P, x) \) is a polynomial in \( x \) of degree \( \leq d \). Since every face \( F \) of \( \mathcal{P} \) is an \( L \)-polytope, we may regard \( \omega \) as a function on \( \mathcal{P} \), i.e., the value of \( \omega \) at \( F \) is just \( \omega(F, x) \). It is noted in [68, p. 201] (for the lattice \( L = \mathbb{Z}^N \)) that \( \omega \) is an acceptable function on \( \mathcal{P} \). This result is equivalent to Ehrhart's "law of reciprocity," which states that

\[
( -1)^{d} i(P, -n) = \#(\text{int}(P) \cap L).
\]

where \( \text{int}(P) \) denotes the relative interior of \( P \).

Now assume that \( \mathcal{S} \) is a \( d \)-dimensional \( L \)-simplex in \( \mathbb{R}^N \). The "Ehrhart analogue" of the local \( h \)-vector of a triangulation of a simplex is given by \( \ell_\gamma\ (\omega, x) \). We will use the notation \( \ell_\gamma\ (\mathcal{S}, x) \) instead of \( \ell_\gamma\ (\omega, x) \), where the asterisk * indicates that we are working in the context of lattice points and Ehrhart polynomials. Thus we have explicitly the formula

\[
\ell_\gamma\ (\mathcal{S}, x) = \sum_{P} \omega(P, x)(-1)^{d-\dim(P)},
\]

where \( P \) runs over all faces of \( \mathcal{S} \). Note a fundamental difference between \( \ell_\gamma\) and \( \ell_\gamma\ *: \ell_\gamma\ (\Gamma, x) \) depends on the choice \( \Gamma \) of triangulation of \( 2^V \), while \( \ell_\gamma\ * (\mathcal{S}, x) \) depends only on \( \mathcal{S} \) (but with the structure of an \( L \)-simplex, not just an abstract simplex). By Theorem 5.4 we have the symmetry formula

\[
x^{d+1} \ell_\gamma\ *(\mathcal{S}, 1/x) = \ell_\gamma\ *(\mathcal{S}, x).
\]

Moreover, Belk and McMullen [9] (using a different notation and viewpoint) give a geometric interpretation of the coefficients of \( \ell_\gamma\ *(\mathcal{S}, x) \) which show that they are nonnegative (a considerably easier result than the analogous Theorem 5.6 for triangulations). From this and the lattice analogue of Theorem 5.5 it follows that for any \( L \)-polytope \( \mathcal{P} \) the polynomial \( \omega(P, x) \) has nonnegative coefficients. Another proof of this fact based on shelling was given in [60]. An algebraic approach to \( \ell_\gamma\ * \) analogous to the theory needed to prove Theorem 5.6 was given by Batyrev [4, Def. 9.11]. For further information and references, see [68, Ex. 7.13].

We conclude with an example illustrating the definition of \( \ell_\gamma\ *(\mathcal{S}, x) \). Let \( \mathcal{S} = ABC \) be the triangle with vertices \( A = (0, 0), B = (4, 0), \) and \( C = (3, 3) \), as shown in Figure 4. Then \( \sum_{n \geq 0} i(ABC, n)x^n = (1 + 8x + 3x^2)(1 - x)^{-3} \), so \( \omega(ABC, x) = 1 + 8x + 3x^2 \). Similarly \( \omega(AB, x) = 1 + 3x, \omega(AC, x) = 1 + 2x, \omega(BC, x) = 1, \omega(A, x) = \omega(B, x) = \omega(C, x) = \omega(0, x) = 1 \). Hence

\[
\ell_\gamma\ *(ABC, x) = 1 + 8x + 3x^2 - (1 + 3x) - (1 + 2x) - 1 + 1 + 1 = 3x + 3x^2.
\]

(For a lattice triangle \( \mathcal{S} \) it is in fact not difficult to see that \( \ell_\gamma\ *(\mathcal{S}, x) = kx + kx^2 \), where \( k \) is the number of interior lattice points of \( \mathcal{S} \). For higher dimensional simplices the situation is considerably more complicated.)

Note that \( x^d \ell_\gamma\ *(ABC, 1/x) = \ell_\gamma\ *(x) \), in accordance with Theorem 5.4.
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