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0.1. Introduction

One of the origins of scattering theory is the study of quantum mechanical
systems, generally involving potentials. The simplest ‘free space’ system reduces
to the study of the spectral theory for the flat Laplace operator on Euclidean
space. This is briefly recalled here and in particular the relevance of the plane
wave solutions, to the corresponding flat wave equation, is illustrated. In the later
chapters of this book, the scattering theory for perturbations of the flat Laplacian
is discussed with the initial approach being via the solution of the Cauchy problem
for the corresponding perturbed wave equation. An outline of the material can be
found towards the end of this Introduction.

On Euclidean space, Rn, let x1, . . . , xn be the standard coordinates. We shall
denote by C∞(Rn) the space of all infinitely differentiable functions u : Rn −→ C.
The Laplacian is a differential operator which gives a linear map ∆ : C∞(Rn) −→
C∞(Rn) where

∆u(x) =
∑

1≤j≤n

−∂
2u

∂x2
j

=
∑

1≤j≤n

D2
j = |D|2.(0.1)

Here we have used the notation which is convenient in dealing with the Fourier
transform:

Dj =
1
i

∂

∂xj
.(0.2)

The fact that ∆ has constant coefficients, i.e. is a polynomial in the operators
Dj , allows its invertibility properties to be investigated directly using the Fourier
transform. In place of C∞(Rn) consider the subspace of Schwartz functions

S(Rn) =
{
u ∈ C∞(Rn); sup

x∈Rn
|xαDβu(x)| <∞ ∀ α, β ∈ Nn

}
.(0.3)

Here we have used multiindex notation, xα = xα1
1 . . . xαnn and Dβ = Dβ1

1 . . . Dβn
n .

The Fourier transform

Fu(ξ) = û(ξ) =
∫

Rn
e−ix·ξu(x)dx(0.4)

defines an isomorphism from S to itself, with the inverse transform being

u(x) =
1

(2π)n

∫
Rn
eix·ξû(x)dx.(0.5)

Directly from (0.4) and (0.5) the action of the Laplacian on S can be written

∆u(x) =
1

(2π)n

∫
Rn
eix·ξ|ξ|2û(ξ)dξ.(0.6)

This represents ∆u as a union of the plane waves exp(ix·ξ) which are eigenfunctions
in the sense that

∆eix·ξ = |ξ|2eix·ξ(0.7)

although they are never elements of the space S. If |ξ| = λω with ω ∈ Sn−1, so |λ|
is the square root of the eigenvalue, then these plane waves corresponding to the
eigenvalue λ2 are the exp(iλx · ω).
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For 0 6= λ ∈ R these plane waves span, as ω varies in Sn−1, the space of tempered
eigenfunctions. Certainly averaging against a smooth function h ∈ C∞(Sn−1) gives
an eigenfunction

u(x) =
∫

Sn−1
eiλx·ωh(ω)dω(0.8)

which is bounded. In fact the principle of stationary phase allows its precise as-
ymptotic behaviour, as |x| → ∞, to be described. For x 6= 0, set x = |x|θ with
θ ∈ Sn−1. Introducing these polar coordinates into (0.8) gives

u(|x|θ) =
∫

Sn−1
eiλ|x|θ·ωh(ω)dω.(0.9)

As a function of ω ∈ Sn−1 the function θ · ω is a (or really the prototypical) Morse
function. It has non-vanishing gradient except at the two critical points ω = ±θ at
which it takes its maximum and minimum values, 1 and −1 respectively. Moreover
these critical points are non-degenerate with the Hessian matrix being positive-
definite at the minumum and negative-definite at the maximum. Thus

u(rθ) ∼ eiλr(λ
r

)
1
2 (n−1)e−

1
4π(n−1)iπ

1
2 (n+1)

∑
j≥0

r−jh+
j (θ)

+e−iλr(
λ

r
)

1
2 (n−1)e

1
4π(n−1)iπ

1
2 (n+1)

j≥0∑
r−jh−j (θ)

(0.10)

This expansion implies in particular that the u in (0.8) is of the form

u(x) = eiλ|x||x|− 1
2 (n−1)f(

x

|x|
) + e−iλ|x||x|− 1

2 (n−1)g(
x

|x|
) + u′, u′ ∈ L2(Rn)(0.11)

where

g(θ) = A0f(θ) = in−1f(−θ).(0.12)

In fact, as discussed in Chapter 11, given f ∈ C∞(Sn−1), there is a unique solution
of (∆− λ2)u = 0 of the form (0.11) and then the coefficient g is given by (0.12).

The operator A0 in (0.12) can be viewed as the absolute scattering matrix
for Euclidean space; it is generally normalized away. The stationary approach to
scattering theory proceeds by showing (generally using perturbation theory) that
the perturbed equation, for example that obtained by adding a potential to the
Laplacian, again has a unique solution of the form (0.11) for each f ∈ C∞(Sn−1) but
with the replationship (0.12) altered. Rather than use this stationary approach we
shall use a hyperbolic approach in which these solutions are constructed uniformly
in λ, rather than separately for each λ. The advantage of this approach is that it
gives directly the asymptotic behaviour of the scattering matrix for large λ.

The hyperbolic, or dynamical, approach to scattering theory is based on the
fact that the plane wave eigenfunctions of the Laplacian can be obtained by inverse
Fourier transformation of the distributions δ(t− x · ω) :

eiλx·ω =
∫

R
eitλδ(t− x · ω).(0.13)

The ‘travelling’ or ‘progressing’ wave δ(t− x · ω) is a solution of the wave equation
for Euclidean space:

(D2
t −∆)δ(t− x · ω) = 0.(0.14)
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Here δ is the one-dimensional Dirac δ distribution, so by definition

〈δ(t− x · ω), φ〉 =
∫

Rn
φ(x · ω, x)dx, ∀ φ ∈ C∞c (Rn+1).(0.15)

The first part of this book deals with the construction of the forward funda-
mental solution to the perturbed wave operator, D2

t −∆− V, and to the existence
and elementary properties of the scattering kernel. Various concepts from microlo-
cal analysis, in particular that of a conormal distribution, are interwoven into this
discussion.

In Chapter 1 we start the construction of perturbed progressing waves which
are to be solutions of the wave for ∆ + V, where V is a potential, similar to this
solution, δ(t− x · ω), of the free equation. Initially we construct solutions modulo
smooth errors. In Chapter 2 the Radon transform is introduced, this is used later
as an effective tool in the study of solutions of the wave equation. In Chapter 3 a
more general study of distribution with regularity properties analogous to those of
δ(t − z · ω) is begun, this is a first step towards microlocal analysis. In Chapter 4
the approximate plain wave solutions obtained in Chapter 1 are combined to give a
parametrix for the Cauchy problem for the perturbed wave operator. This involves
an integration over the angular parameters and in Chapter 5 the related general
operations of pull-back and push-forward on the conormal distributions of Chapter 3
are described. In Chapter 6 an iterative argument is used to obtain the forward
fundamental solution of the wave operator from the parametrix constructed in
Chapter 1; this finally allows the existence of the perturbed wave solutions to
be shown. Again in Chapter 7 computational aspect of the general operations,
analogous to those by which the forward fundamental solution is obtained from the
perturbed plain waves, are considered. The wave group, Lax-Phillips transform and
hence the scattering kernel are examined in Chapter 8. The latter is an example of
a conormal distribution associated to a hypersurface of codimension greater than
1, i.e. not a hypersurface, and these are considered more generally in Chapter 9.
In Chapter 10 the more traditional scattering amplitude is introduced and studied.

In the second part of the book various questions related to the scattering matrix
and amplitude are examined. Initially, in Chapter 11 the dynamical approach to
scattering theory of the first part is related to more traditional stationary scattering
theory. As a consequence of the dynamical approach the high-frequency behaviour
of the scattering amplitude is discussed and in particular it is shown that the
scattering amplitide determines the potential perturbation. In Chapter 12 the
more refined (but less constructive) result that the scattering amplitude at any fixed
positve energy determines the potential is deduced. In Chapter 13 the degree to
which the backscattering determines the potential is also considered. In Chapter 14
the two trace formulæ of scattering theory, relating the regularized trace of the
wave group on the one hand to the determinant of the scattering matrix and on
the other to the poles of the analytic continuation of the scattering matrix are
derived. Estimates on the distribution of the these scattering poles can be found
in Chapter 15.

In the third part of the book we turn to a discussion of the more geometric
problem of scattering by a metric perturbation of Euclidean space. Much the same
approach is used as for the potential perturbation treated initially, with the empha-
sis being on the extra geometric problems. In Chapter 16 Hamilton-Jacobi theory
is introduced, to allow geodesics for the perturbed metric and bicharacteristics for
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the perturbed wave equation to be investigated. In Chapter 17 the fundamental
problem of the parametrization of Lagrangian submanifolds is treated and used in
Chapter 18 to develop the theory of Lagrangian distributions. This theory is then
used to show that the wave group for the Laplacian of the perturbed metric is a
Fourier integral operator, i.e. has a Lagrangian distribution as its Schwartz kernel.
This in turn is used in Chapter 19 to show that the scattering kernel in this case is
a Lagrangian distribution with singularities corresponding exactly to the geometric
scattering of geodesics; related inverse problems are also discussed.
More on aims and philosophy at the beginning
Where are pseudodifferential operators?



Part 1

Potential scattering





CHAPTER 1

Progressing waves

If V ∈ C∞c (Rn) is the (possibly complex-valued) potential then we wish to find
a solution to the continuation problem:

PV u = (D2
t −∆− V )u(t, x;ω) = 0 in Rt × Rnx × Sn−1

ω

u(t, x;ω) = δ(t− x · ω) in t < −ρ.
(1.1)

Here the constant ρ is such that supp(V ) ⊂ {|x| ≤ ρ} from which it follows that

t− x · ω < 0 if x ∈ supp(V ) and t < −ρ.(1.2)

Of course if V ≡ 0 then (??) shows that δ(t − x · ω) is itself a solution to this
problem.

Once we have shown the existence and uniqueness of the solution to (1.1),
subject to (1.2), (this will take some time) it will be used, in Chapter 10 to define
the scattering kernel as follows. From the methods we use to solve (1.1) it follows
that u(t, x;ω) can itself be represented as a superposition of plane waves:

u(t, x;ω) =
∫

R×Sn−1

δ(s− x · θ)αV (t, s, θ;ω)dsdω.(1.3)

The distribution αV (t − s, s, θ;ω) turns out to be independent of s in s > ρ. The
most important part of αV is therefore

κV (t, θ, ω) = αV (t− ρ, ρ, θ;ω) ∈ C−∞(R× Sn−1 × Sn−1);(1.4)

κV is called the scattering kernel (of V ). It is the main object of study below.
Clearly, in case the potential vanishes identically, there is a trivial representation
(1.3):

V ≡ 0 =⇒
α0(t, s, θ;ω) = δ(t− s)δω(θ), κ0(t, θ, ω) = δ(t)δω(θ)

(1.5)

as one would expect. Although it is not completely obvious from (1.3), the scatter-
ing kernel is determined by the u(t, x;ω) in the exterior region, |x| > R for any R.
In fact it can be recovered from these plane wave solutions by a limiting process at
spatial infinity, in terms of Friedlander’s radiation field:

κV (t, θ, ω) = lim
r→∞

r
n−1

2 ∂tu(t+ r, rθ;ω).(1.6)

Thus the difference, κV (t, θ, ω) − δ(t)δω(θ) represents the ‘far-field’ effect of the
potential. This and related matters are discussed in Chapter 11.

Our first step towards solving (1.1) is to construct a solution up to smooth
errors. In fact, in order to subsequently remove these smooth error terms, it is
convenient to solve a more general problem, allowing initial data of plane wave
type on the initial surface t = t0. Since the analysis required to solve the general

7
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initial value problem is only a slight extension of that for the continuation problem
we shall deal with (1.1) first.

In case V ≡ 0, u = δ(t − x · ω) solves (1.1) and can be thought of as a plane
wave moving in the direction ω. We therefore look for a solution of (1.1) of the
form:

u = δ(t− x · ω) +H(t− x · ω)g(t, x, ω),(1.7)

where H is the Heaviside function

H(r) =

{
1 r ≥ 0
0 r < 0

(1.8)

and g ∈ C∞(R × Rn × Sn−1) is a smooth function. The presence of the Heaviside
factor in (1.7) means that the ‘wave’ is only non-zero after the initial front, repre-
sented by δ(t − x · ω), has passed i.e. in t ≥ x · ω. Of course the Heaviside term
introduces singularities into u and the idea is that these additional singularities
should account for the perturbation of the plane wave produced by the potential V.

Proposition 1.1. Suppose V ∈ C∞c (Rn), then a function g ∈ C∞(R × Rn ×
Sn−1) can be so chosen that u, defined by (1.7), satisfies

PV u = D2
t u−∆u− V u = f ∈ C∞(R× Rn × Sn−1)(1.9)

and the continuation condition

u = δ(t− x · ω) in t < C where

C = inf{x · ω;x ∈ supp(V ), ω ∈ Sn−1}.
(1.10)

Proof. The first step is to compute the form of PV u, when u is defined by
(1.7) for some C∞ function g. Of course

PV δ(t− x · ω) = −V δ(t− x · ω).(1.11)

Using Leibniz’ formula the additional terms are:

PVH(t− x · ω)g =(P0H) · g

+2{DtH ·Dtg −
n∑
k=1

DkH ·Dkg}+H · PV g,
(1.12)

where H = H(t− x · ω). Since P0H = 0 this can be rewritten

PV [H(t− x · ω)g(t, x, ω)]

= −2i{ω ·Dxg +Dtg}δ(t− x · ω) +H(t− x · ω) · PV g.
(1.13)

To cancel off the δ-term in (1.13) we must choose g to satisfy

2i{ω ·Dxg +Dtg} = −V on t = x · ω.(1.14)

Once (1.14) is satisfied we have

PV u = H(t− x · ω)PV g.(1.15)

This is a C∞ function precisely when the smooth coefficient, PV g, of the Heaviside
function vanishes with all its derivatives on the surface t = x · ω. Clearly this is a
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condition on the Taylor series of g at this surface. Indeed if we consider the Taylor
series of g :

∞∑
k=0

1
k!

(t− x · ω)kgk(x, ω), gk = ∂kt g(x · ω, x, ω)(1.16)

then the Taylor series of PV g is just
∞∑
k=0

1
k!

(t− x · ω)khk(x, ω),

hk = −2iω ·Dxgk+1 − (∆+ V )gk ∀ k ≥ 0.

(1.17)

Thus to make PV u in (1.15) smooth we need to solve the recursive equations

2iω ·Dxgk = −(∆+ V )gk−1, for k ≥ 1.(1.18)

Notice that, in terms of the Taylor series (1.16), the first equation, (1.14), also
takes the form (1.18) for k = 0 provided that we set g−1 = 1 i.e. (1.14) is equivalent
to

2iω ·Dxg0(x, ω) = −V (x).(1.19)

We also need to satisfy the continuation condition (1.10). This certainly implies
that

gk(x, ω) = 0 in x · ω < C, ∀ k ≥ 0.(1.20)

Taken together the equations (1.18) and (1.20) have a unique solution. Since
g−1 = 1 the first equation is just

2ω · ∂xg0 = −V, g0 = 0 in x · ω < C.(1.21)

This can be integrated directly to give

g0(x, ω) = −1
2

x·ω∫
−∞

V (x+ (r − x · ω)ω)dr.(1.22)

Similarly the higher order equations (1.18), for k ≥ 1, can be integrated using the
initial conditions (1.20):

gk(x, ω) = −1
2

x·ω∫
−∞

(∆+ V )gk−1(x+ (r − x · ω)ω, ω)dr, k ≥ 1.(1.23)

With these choices of the gk we conclude that the Taylor series in (1.17) is
trivial. Now, Borel’s Lemma allows us to choose g ∈ C∞(R× Rn × Sn−1) with the
Taylor series (1.16), with the gk given by (1.22) and (1.23).

Lemma 1.1. (E.Borel) If {gk} with gk ∈ C∞(Rp) is an arbitrary sequence of
C∞ functions then there exists g ∈ C∞(Rp+1) such that

∂kp+1g(x, 0) = gk(x) ∀ k ∈ N.(1.24)

Proof. Although this is a standard result we give a proof since ‘completeness’
results of this type are important later as well. We start with the simple case where
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p = 0 so the sequence gk is a sequence in C and we need to construct a C∞ function
g ∈ C∞(R) with

dkg

dxk
(0) = gk, k = 0, 1, . . . .(1.25)

To construct g choose a cut-off function ρ ∈ C∞c (R) with 0 ≤ ρ(x) ≤ 1, ρ(x) = 1
if |x| ≤ 1

2 and ρ(x) = 0 if |x| > 1. Then for any sequence εk > 0 with εk ↓ 0

g(x) =
∞∑
k=0

xk

k!
gkρ(x/εk)(1.26)

defines a C∞ function in x 6= 0. Indeed if x 6= 0 only a finite number of the terms in
(1.26) are non-zero. We shall show that an appropriate choice of the εk makes the
series converge uniformly in |x| ≤ 1, with all its derivatives, to a solution of (1.25).

Differentiating (1.26), in x 6= 0, gives

dpg

dxp
=
∑
k>p

∑
j≤p

xk−p+j

(k − p+ j)!
gk
ρ(j)(x/εk)

εjk
+ hp(x)(1.27)

where hp(x) is C∞. Each derivative of ρ is uniformly bounded, |ρ(j)(s)| < Cp, and
|x| ≤ εk on the support of ρ(j)(x/εk) so∑

j≤p

|s|k−j

(k − p+ j)!
|ρ(j)(x/εk)|

εjk
≤ C ′pε

k−p
k , C ′p = pCp.(1.28)

Thus the series in (1.27) converges uniformly, by comparison with a geometric series,
provided

εk−pk |gk| ≤ 2−k if k > p.(1.29)

For each value of k, (1.29) represents only a finite number of conditions:

εk ≤ min
p<k

(
2−k

|gk|+ 1

)1/(k−p)

.(1.30)

Since the minimum is positive for each k the sequence εk can be chosen so that (1.30)
holds, and hence each of the series (1.27) converges absolutely and uniformly. This
proves that (1.25) holds.

Returning to the general case of the lemma it is enough to assume that all the
gk have supports in a fixed ball, since the general construction can proceed using
a partition of unity. Note from (1.30) that the εk can be chosen so that (1.27)
converges as desired uniformly even when the gk vary in a bounded set for each
k (possibly depending on k). This allows the εk to be chosen so that all the xp+1

derivatives of

g(x′, xp+1) =
∞∑
k=0

xkp+1

k!
gk(x′)ρ(xp+1/εk), x′ = (x1, . . . , xp)(1.31)

converge uniformly and absolutely. The same type of argument shows that εk can be
chosen so that (1.31) converges as a series in C∞(Rp+1) to a solution of (1.24). �
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units ¡.5pt,.5pt¿ x from -250 to 250, y from -200 to 250 .5pt ¡4pt¿ [.2,.67] from -200 0 to 200 0 ¡4pt¿ [.2,.67] from 0 -180 to 0 180 -150 -150 150 150 / from 40 -180 to 40 180 from -40 -180 to -40 180 t [c] at 0 225 |x| [c] at 225 0

Figure 1. Plane wave initial data

Now to construct g we need to ‘sum’ the power series at t = x · ω. To do this
using Lemma 1.1, introduce s = t − x · ω and x, ω as independent variables and
choose

h ∈ C∞(Rn+1 × Sn−1) with ∂ksh(0, x, ω) = gk(x, ω) ∀ k.(1.32)

By construction all terms in the Taylor series vanish in x ·ω < C so h can be chosen
to vanish there too. Then set g(t, x, ω) = h(t − x · ω, x, ω) and consider u defined
by (1.7). Clearly this is a solution of the continuation problem (1.9), (1.10). �

More generally we consider the initial value problem on the initial surface t = t0.
We shall drop the assumption that V has compact support and also allow it to
depend on the time variable t. We wish to find a solution to

PV u ∈ C∞(Rt × Rnx × Rt0 × Rs × Sn−1) with

u|t=t0 ∈ C∞(Rn × R× R× Sn−1) and

Dtu|t=t0 − δ(s− x · ω) ∈ C∞(Rn × R× R× Sn−1).

(1.33)

Thus the variables t0, s and ω are parameters as far as the differential equation is
concerned. Even in the case V ≡ 0, s = 0 there is no solution to (1.33) corresponding
to a single progressing wave as in (1.7), rather we need to consider two plane waves
passing through s = x · ω at t = t0. Thus we look for a solution in the form

u(t, x, t0, s, ω) = H(t− t0 + s− x · ω)g+(t, x, t0, s, ω)

+H(t− t0 − s+ x · ω)g−(t, x, t0, s, ω)

with g± ∈ C∞(R× Rn × R× Sn−1).

(1.34)

The coefficients g± are to be chosen so that (1.33) holds. For the differential
equation we can use (1.13) on each term:

PV u = −2i{ω·Dxg+ +Dtg+}δ(t− t0 + s− x · ω)

− 2i{ω ·Dxg− +Dtg−}δ(t− t0 − s+ x · ω)

+H(t− t0 + s− x · ω)PV g+

+H(t− t0 − s+ x · ω)PV g−.

(1.35)

Thus the conditions on g± imposed by the differential equation in (1.33) are just
conditions on the Taylor series at t = t0 ∓ (s− x · ω) respectively:

±ω ·Dxg±,0 = 0
±ω·Dxg±,k =

i

2

∆g±,k−1 +
∑
`≤k−1

(
k − 1
`

)
V±,k−1−`g±,`

(1.36)

where

g±,k(x, t0, s, ω) = ∂kt g±(t0 ∓ (s− x · ω), x, t0, s, ω), k = 0, 1, . . .

V±,p(x, t0, s, ω) = ∂pt V (t0 ∓ (s− x · ω), x), p = 0, 1, . . . .
(1.37)
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The only difference between (1.37) and (1.18), apart from the fact that there are
two terms with an obvious sign change, is that V is allowed to be t-dependent.

The initial conditions in (1.33) translate to initial conditions on the Taylor
series. The smoothness of u|t=t0 just corresponds to the absence of jumps in the
derivatives. Thus

u|t=t0 ∈ C∞(Rn × R× R× Sn−1)⇐⇒
g+(t0, x, t0, s, ω) ≡ g−(t0, x, t0, s, ω)

in Taylor series at x · ω = s.

(1.38)

That is,

g+,k(x, t0, s, ω) = (−1)kg−,k(x, t0, s, ω)
on x · ω = s ∀ k = 0, 1, . . . .

(1.39)

Similarly the condition on the first derivative in (1.33) becomes

g+,0(x, t0, s, ω) + g−,0(x, t0, s, ω) = i on x · ω = s

g+,k(x, t0, s, ω) + (−1)kg−,k(x, t0, s, ω) = 0
on x · ω = s ∀ k = 1, 2, . . . .

(1.40)

Combining these two sets of conditions gives

g±,0 =
i

2
,

g±,k = 0 on x · ω = s for k = 1, 2, . . . .
(1.41)

With these initial conditions the equations (1.36) have unique solutions

g±,0 =
i

2
,

g±,1 =
i

4

x·ω∫
s

V (t0 ± (s− r), x+ (r − x · ω)ω)dr

g±,k =
i

2

x·ω∫
s

bk,±(x+ (r − x · ω), s, ω)dr, k > 1

b±,k(x, s, ω) =∆g±,k−1(x, s, ω)

+
∑
`≤k−1

V±,k−1−`g±,`(x, s, ω).

(1.42)

Summing these Taylor series as before gives a solution to the initial value
problem (1.33) with C∞ error terms in all variables.

Proposition 1.2. For V ∈ C∞(Rn+1) there exist g±, h ∈ C∞(Rn+3 × Sn−1)
such that

u(t, x, t0, s, ω) = H(t− t0 + s− x · ω)g+(t, x, t0, s, ω)

+H(t− t0 − s+ x · ω)g−(t, x, t0, s, ω) + h(t, x, t0, s, ω)
(1.43)
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satisfies the strengthened form of (1.33):

PV u = f ∈ C∞(Rt × Rnx × Rt0 × Rs × Sn−1)

u|t=t0 = 0, Dtu|t=t0 = δ(s− x · ω)

with Dk
t f(t0, x, t0, s, ω) = 0 ∀ k = 0, 1, . . . .

(1.44)

Proof. By adding the C∞ term h we need to remove the C∞ errors in the
initial values of u and the Taylor series of PV u at t = t0. This in fact just fixes the
Taylor series of h at t = t0. Thus if u′ is the solution to (1.33) just constructed and
hk = Dk

t h at t = t0 we simply need to choose

h0 = u′|t=t0 , h1 = Dtu
′|t=t0 − δ(s− x · ω),(1.45)

and

hk+2 = −Dk
t [PV u′]|t=t0 +∆hk +

∑
`≤k

(
k

`

)
Vk−`h` ∀ k ≥ 0

where V` = D`
tV |t=t0 .

(1.46)

�

We shall show below that for (1.1), and similarly for the initial values problem,
there is a solution and it differs from the solution with C∞ error terms we have
constructed by a C∞ function, just as one might expect. To remove the C∞ error
terms in the continuation problem and actually solve (1.1), or similarly to remove
the errors in the initial value problem (1.44), we need to find a forward funda-
mental solution for the perturbed wave operator. We shall look for a distribution
E(t, x; t′, x′) ∈ C∞(R2n+2) such that

PV E(t, x; t′, x′) = 0

E(t′, x; t′, x′) = 0

DtE(t′, x; t′, x′) = δ(x− x′).
(1.47)

Of course there is in principle a problem with the meaning of the restrictions of
the distribution to the surface t = t′, however this will resolve itself during the
construction. The main idea is to produce a close approximation to E (a parametrix
for the Cauchy problem) by the superposition of the solutions to (1.44) and then to
remove the error term by iteration. The first step in this is to find a way of writing
the delta distribution in (1.47) in terms of the plane wave delta distributions in
(1.44). To do so we introduce the Radon transform.





CHAPTER 2

Radon transform

As noted above, to construct a parametrix for the Cauchy problem, we need
to decompose the Dirac delta function into plane waves. We shall use the Radon
transform to do this.

For each s ∈ R and direction ω ∈ Sn−1 consider the hyperplane in Rn given by

HS(s, ω) = {x ∈ Rn;x · ω = s}(2.1)

with normal ω ∈ Sn−1 and distance |s| to the origin. On HS(s, ω) we define the
measure dHx so that

dHx ∧ ds = dx.(2.2)

If we choose j, with 1 ≤ j ≤ n so that ωj 6= 0 then x1, . . . , xj−1, xj+1, . . . , xn give
global coordinates in HS(s, ω) and

dHx = |ωj |−1|dx1 ∧ · · · ∧ dxj−1 ∧ dxj+1 ∧ · · · ∧ dxn|.(2.3)

Proposition 2.3. The Radon transform, defined by

Rf(s, ω) =
∫

HS(s,ω)

f(x)dHx.(2.4)

is a continuous linear map

R : C∞c (Rn) −→ C∞c (R× Sn−1).(2.5)

Proof. This follows directly from the fact that the integral in (2.4) is over a
bounded domain which varies smoothly with s and ω. �

The Schwartz kernel of R, which we again write as R, is simply

R(s, ω, x) = δ(s− x · ω).(2.6)

This is closely related to distributions we have been already been dealing with. We
proceed to compute the formal transpose of R. Suppose g ∈ C∞c (R × Sn−1) and
f ∈ C∞c (Rn) then∫

R×Sn−1

(
∫

x·ω=s

f(x)dHx)g(s, ω)dsdw =
∫ ∫

Sn−1

f(x)g(x · ω, ω)dωdx(2.7)

where dω is the standard measure on the sphere Sn−1. From (2.6) it follows that

Rt : C∞c (R× Sn−1) −→ C∞(Rn)(2.8)

is given by

Rtg(x) =
∫

Sn−1

g(x · ω, ω)dω.(2.9)

15
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Notice that for every g ∈ C∞c (R×Sn−1), Rtg is a superposition of plane waves.
Obviously Rt can be extended as a continuous linear map

Rt : C∞(R× Sn−1) −→ C∞(Rn)(2.10)

since the integral in (2.9) is over a compact domain. It is not the case that Rtg
always has compact support whenever g ∈ C∞c (R × Sn−1). However if g vanishes
near s = 0 then Rtg vanishes near the origin:

Proposition 2.4. Suppose g ∈ C∞(R × Sn−1) and g = 0 for |s| ≤ R then
Rtg(x) = 0 for |x| ≤ R.

Proof. From (2.9) the integrand vanishes in |x| ≤ R, since if ω ∈ Sn−1 then
|x · ω| ≤ |x| ≤ R. �

The Schwartz kernel of Rt is

Rt(x, s, ω) = δ(s− x · ω),(2.11)

which is the same distribution as the Schwartz kernel of R with the order of the
variables changed. Using (2.5) and (2.10) we can extend R and Rt to spaces of
distributions by duality.

Definition 2.1. The action of the Radon transform on compactly-supported
distributions R : C−∞c (R × Sn−1) −→ C−∞c (R × Sn−1) is defined by R(u)(φ) =
u(Rtφ) for φ ∈ C∞(R × Sn−1) and similarly the action of the transpose Radon
transform Rt : C−∞(R× Sn−1) −→ C−∞(Rn) is defined by Rtu(φ) = u(Rφ) where
φ ∈ C∞c (Rn).

Both R and Rt are continuous, linear maps extending (2.5) and (2.10) respectively.
The Radon transform is closely related to the Fourier transform and properties

of the latter give very useful properties of the former. Let Fs(g) denote Fourier
transform of g ∈ C∞c (R×Sn−1) in the s-variable and let f̂ be the full n-dimensional
Fourier transform of f ∈ C∞c (Rn) :

Fs(g)(σ, ω) =
∫
e−isσg(s, ω)ds(2.12)

f̂(ξ) =
∫
e−ix·ξf(x)dx.(2.13)

Proposition 2.5. For any f ∈ C∞c (Rn)

FsRf(ρ, ω) = f̂(ρω), ρ ∈ R, ω ∈ Sn−1.(2.14)

Proof. Using the definition of the Radon transform we find

Fs(Rf)(ρ, ω) =
∫
R

e−isρ
∫

x·ω=s

f(x)dHxds.(2.15)

Interchanging the variables and using dHx ∧ ds = dx the identity (2.14) follows
since

Fs(Rf)(ρ, ω) =
∫
e−i(x·ω)ρf(x)dx.(2.16)

�

As a very useful consequence of Proposition 2.5 we deduce next that the Radon
transform intertwines the n-dimensional and the one- dimensional Laplacians.
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Proposition 2.6. For any n ≥ 2

R∆f = D2
sRf ∀ f ∈ C∞c (Rn).(2.17)

Proof. Taking the partial Fourier transform in the s-variable of R∆f, and
using (2.14) we get

Fs(R∆f)(ρ, ω) = ∆̂f(ρω) = ρ2f̂(ρω).(2.18)

Also

Fs(D2
sRf)(ρ, ω) = ρ2Fs(Rf)(ρ, ω) = ρ2f̂(ρω)(2.19)

givin (2.17). �

We shall now prove the Radon inversion formula that allows us to write any
compactly supported function (or distribution) as a superposition of plane waves.

Theorem 2.1. For any n ≥ 2 and any f ∈ C∞c (Rn)

f =
1

2(2π)n−1
Rt(|Ds|n−1Rf)(2.20)

where

|Ds|n−1g =

{
Dn−1
s g for n odd and

1
2π

∫∞
0
eisρĝ(ρω)|ρ|n−1dρ for n even

(2.21)

for any g ∈ C∞c (R× Sn−1).

Proof. The Fourier inversion formula is

f(x) =
1

(2π)n

∫
eix·ξ f̂(ξ)dξ.(2.22)

Changing to polar coordinates gives

f(x) =
1

(2π)n

∞∫
0

∫
Sn−1

eiρx·ω f̂(ρω)ρn−1dωdρ(2.23)

so

f(x) =
1

(2π)n
Rtg(x)(2.24)

where g(s, ω) =
∞∫
0

eisρf̂(ρω)ρn−1dρ. In the case that n is odd we can write

g(s, ω) =
1
2

∞∫
−∞

eisρf̂(ρω)ρn−1dρ =
1
2
F−1
s [Dn−1

s Fs(Rf)] =
1
2
Dn−1
s Rf(2.25)

where we have used the fact that Rf(−s,−ω) = Rf(s, ω). This proves the theorem
in that case. For n even

g(s, ω) =
1
2
|Ds|n−1Rf by definition.(2.26)

�
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The Radon transform extends by continuity to a linear map on the Schwartz
spaces of rapidly decreasing C∞ functions

R : S(Rn) −→ S(R× Sn−1)(2.27)

and hence its transpose extends to tempered distributions:

Rt : S ′(R× Sn−1) −→ S ′(Rn).(2.28)

The continuity ensures that Proposition 2.5, Theorem 2.6 and Proposition 2.1 are
valid in these spaces. It is not the case that Rt maps the space S(R × Sn−1) into
S(Rn). We shall examine the structure of Rt[S(R× Sn−1)] below.

We also note the Plancherel formula for the Radon transform.

Lemma 2.2. For any f1, f2 ∈ C∞c (Rn)∫
Rn

f1(x)f2(x)dx =(2.29)

1
2

1
(2π)n−1

∫
R×Sn−1

(|Ds|
n−1

2 Rf1)(s, ω)(|Ds|
n−1

2 Rf2)(s, ω)dsdω.(2.30)

Proof. The Plancherel formula for the Fourier transform gives∫
Rn

f1(x)f2(x)dx =
1

2(2π)n−1

∫
Rn

f̂1(ξ)f̂2(ξ)dξ.(2.31)

Introducing polar coordinates as above the right side of (2.31) can be written

1
2

1
(2π)n

∫
R×Sn−1

Fs(|Ds|
n−1

2 Rf1)(s, ω)Fs(|Ds|
n−1

2 Rf2)(s, ω)dsdω.(2.32)

Using the one-dimensional Plancherel formula this reduces to (2.30). �

Using these results we can now express the delta function as a superposition of
plane waves.

Proposition 2.7. For n odd

δ0 =
1

2(2π)n−1

∫
Sn−1

δn−1(x · ω)dω.(2.33)

For n even

δ0 =
1

2(2π)n−1

∫
Sn−1

|δ|n−1(x · ω)dω(2.34)

where

δn−1(x · ω) = lim
s→0

∂n−1
s δ(s+ x · ω)(2.35)

and

|δ|n−1(x · ω) = lim
s→0
|∂s|n−1δ(s+ x · ω).(2.36)
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Proof. This follows directly from the Fourier inversion formula. For n odd

δ0(φ) = φ(0) =
1

2(2π)n−1
Rt∂n−1

s Rφ(0)

=
1

2(2π)n−1

∫
Sn−1

∂n−1
s Rφ(0, ω)dω

(2.37)

and similarly for n even. �

Although this is the main use we shall make of the Radon transform, at least
for the moment, we note a few other facts. The inversion formula shows that as a
map (2.5) R is injective. It is however not surjective. To see this observe that if
ψ = R(φ) with φ ∈ C∞c (Rn) then∫

R

spψ(s, ω)ds =
∫

Rn

(x · ω)pφ(x)dx(2.38)

is the restriction to Sn−1 of a homogeneous polynomial of degree p for all p ∈ N.
This is certainly not the case for an arbitrary function ψ ∈ C∞c (R× Sn−1).

Conversely we wish to show that these conditions characterize the range of R
on C∞c (Rn). In fact this is a result due to Helgason [1].

Proposition 2.8. (Helgason) For any n ≥ 3, odd, the range of the Radon
transform on C∞c (Rn) consists precisely of the subspace of those ψ ∈ C∞c (R×Sn−1)
which are invariant under the reflection (s, ω) → (−s,−ω) and are such that for
every p ∈ N there is a homogeneous polynomial, Qp, of degree p on Rn with∫

R

spψ(s, ω)ds = Qp(ω).(2.39)

Proof. Since we know that

Fs(Rφ)(σ, ω) = φ̂(σω)(2.40)

consider the function

f(σω) =
∫
R

e−isσψ(s, ω)ds.(2.41)

where ψ ∈ C∞c (R×Sn−1). Initially we define f for σ 6= 0. It is certainly C∞ in σ 6= 0,
and directly from (2.41) it is bounded near σ = 0, so is a well-defined distribution
on Rn with variable ξ = σω. The conditions (2.38) ensure that it is an element
of the Schwartz space S(Rn). Indeed only the smoothness at ξ = 0 needs to be
checked. Replacing the exponential by its Taylor series to high order:

e−isσ =
∑
j≤k

(−isσ)k

k!
+ (sσ)kµk(sσ)(2.42)

notice that the smooth coefficient in the remainder term satisfies

|∂mr µk(r)| ≤ Ck,m(1 + |r|)m ∀ m.(2.43)

Inserting this expansion into (2.41) gives an expansion for f near ξ = 0. The terms
arising from the sum in (2.42) are each of the form Qk(ω)σk = Qk(ξ) where Qk
is a homogeneous polynomial. Thus to prove the regularity of f at ξ = 0 it is
only necessary to check that the remainder terms become increasingly smooth in
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a neighbourhood of 0. In the polar coordinates (σ, ω) the remainder is C∞ and
vanishes to order k at σ = 0. It follows that it is (k − 1) times differentiable (at
least) in ξ near 0, hence C∞.

Thus we have shown that if f is defined by (2.41) then f ∈ S(Rn). This implies
in particular that f = φ̂ for some φ ∈ S(Rn) and ψ = R(φ). It remains to show
that φ ∈ C∞c (Rn). Recalling that we have assumed n to be odd set

ψ′ =
1
2

(2π)−nDn−1
s ψ so φ = Rt(ψ′), ψ′ ∈ C∞c (R× Sn−1).(2.44)

We can write this explicitly as

φ(rθ) =
∫

Sn−1

ψ′(rθ · ω, ω)dω.(2.45)

Now the support of ψ′(s, ω) is confined to some compact region |s| ≤ ρ. Thus
the integral in (2.45) is actually limited to the region |θ · ω| ≤ ρ/r which is a
small neighbourhood of an equatorial Sn−2 as r → ∞. Let hk ∈ C∞(Rn) be any
polynomial homogeneous of degree k. Averaging over the sphere gives∫

Sn−1

hk(θ)φ(rθ)dθ(2.46)

=
∫

R×Sn−2×Sn−1

hk(stω + θ′)ψ′(s, ω)(1− (st)2)
n−3

2 tdsdθ′dω, rt = 1.(2.47)

Here we have introduced the change of variables

θ = (θ · ω)ω + (1− (θ · ω)2)
1
2 θ′(2.48)

and then set ω · θ = st. The important point is that, for |t| < ρ/r, this shows the
average to be real-analytic in t, since hk is a polynomial and the other t-dependence
is clearly analytic on the support of ψ′. However, by the discussion above we know
that as t→ 0 the function φ is rapidly decreasing. Thus the Taylor series of (2.47)
in t at t = 0 vanishes. It follows that the average over the sphere vanishes in r > ρ
for every homogeneous polynomial hk. The completeness properties of spherical
harmonics show that this means that

φ(x) = 0 in |x| > ρ if ψ = 0 in |s| > ρ.(2.49)

�

Exercise 2.1. Notice that if n is even then (2.44) will not lead to (2.45).
Replacing Dn−1

s by |Ds|n−1 does lead to (2.45), but ψ′ no longer has compact
support in s. Try to finish the proof of Proposition 2.8 in case n is even.

We note one immediate consequence of the first part of the proof of Proposi-
tion 2.8, where the parity of n was not used.

Corollary 2.1. For any n ≥ 2 the image R[S(Rn)] of the Schwartz space un-
der the Radon transform is the subspace of S(R×Sn−1) consisting of those functions
even under (s, ω) −→ (−s,−ω) and such that for each p ∈ N there is a homogeneous
polynomial Qp of degree p on Rn satisfying (2.39).
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Next we consider the image of the Schwartz space under the transpose Rt.
From (2.10) we know that Rt

[
S(R× Sn−1)

]
consists of C∞ functions. Its element

are arbitrary smooth functions in the interior but have asymptotic expansions at
infinity. To understand this in a direct way we shall compactify Rn to a ball. The
map

Q : Rn 3 x 7−→ y =
2
π

arctan |x| · x
|x|
∈ Bn = {y ∈ Rn; |y| ≤ 1}(2.50)

is an invertible C∞ map onto the interior of the ball, with inverse just

Q−1 : ◦→ Bn 3 y 7−→ tan
π|y|

2
· y
|y|
∈ Rn, ◦→ Bn = {y ∈ Bn; |y| < 1}.(2.51)

Thus any element of C∞(Rn) defines an element of C∞( ◦→ Bn) by

C∞(Rn) 3 f 7−→ (Q−1)∗f = f ·Q−1 ∈ C∞( ◦→ Bn).(2.52)

It is important to distinguish between C∞( ◦→ Bn), the space of all smooth functions
on the interior of the ball, and C∞(Bn), the space of such smooth functions with
all derivatives continuous up to the bounding sphere. Of course

C∞(Bn) ⊂ C∞( ◦→ Bn).(2.53)

We consider also the subspace

C∞0 (Bn) = {u ∈ C∞(Bn);u = 0 on the boundary.}(2.54)

Lemma 2.3. For any n ≥ 2

(Q−1)∗Rt : S(R× Sn−1) −→ C∞0 (Bn).(2.55)

Proof. By definition

Rtg(x) =
∫

Sn−1

g(x · ω, ω)dω, g ∈ S(R× Sn−1).(2.56)

Set x = rθ where θ ∈ Sn−1 and r = |x|. Changing coordinates in the integral in
(2.56) by setting ω = tθ + (1− t2)

1
2ω′, with ω′ · θ = 0 gives

Rtg(rθ) =
∫

Sn−2

∫
[−1,1]

g(rt, tθ + (1− t2)
1
2ω′)(1− t2)

n−3
2 dtdω′.(2.57)

Setting r = 1/ρ and T = rt = t/ρ gives

Rtg(θ/ρ)

= ρ

∫
Sn−2

∫
[−1/ρ,1/ρ]

g(T, ρTθ + (1− ρ2T 2)
1
2ω′)(1− ρ2T 2)

n−3
2 dTdω′.(2.58)

The integrand is uniformly (in ρ) rapidly decreasing as T → ∞ so, as ρ → 0, the
integral in (2.58) converges to ∫

R×θ⊥

g(T, ω′)dTdω′.(2.59)

Thus Rtg(θ/ρ) is the product of ρ and a continuous function of the variables (ρ, θ) ∈
[0, 1)× Sn−1. From (2.50) and (2.51) this implies in particular that (Q−1)∗Rtg is a
continuous function on Bn vanishing on the boundary. To get further regularity we
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simply differentiate (2.58) with respect to ρ and θ. The angular derivatives are of
the same general form. Differentiation with respect to ρ within the integrand also
produces terms which can be shown to be continuous in the same way. Differen-
tiation of the limits of integration in (2.58) produces factors of ρ−2 but since the
integrand is uniformly rapidly decreasing as T = ±1/ρ→ ±∞ these are also contin-
uous. Thus we conclude that Rtg(θ/ρ) is C∞ as a function of (ρ, θ) ∈ [0, 1)× Sn−1.
Together with the obvious smoothness near 0 this just gives (2.55). �

There are other useful ways to restate this result. In particular Rtg is an
example of a ‘classical symbol.’ This means that it has an expansion near infinity:

Rtg(x) ∼
∑
j≤−1

fj(x) as |x| → ∞(2.60)

where the fj are C∞ functions homogeneous of degree j in |x| > 0 and (2.60) means
that for each N ∈ N and each α ∈ Nn there is a constant C = CN,α such that∣∣∣∣∣∣Dα

x

Rtg − ∑
−N≤j≤−1

fj(x)

∣∣∣∣∣∣ ≤ C|x|−N−1−|α| in |x| ≥ 1.(2.61)

In terms of (2.55) this is just the Taylor series expansion of Rtg(θ/ρ) at ρ = 1/|x| =
0, i.e. the boundary of the ball. Spaces of symbols (somewhat more general than
these) will play an important rôle below and are a very important component of the
microlocal analysis of distributions. We shall exploit Lemma 2.3 to get a further
continuous extension of the Radon transform, by duality, after the discussion of the
symbol spaces.

If g ∈ S(R× Sn−1) then (2.58) gives explicit formulæ for the coefficients in the
expansion

(Q−1)∗Rtg ∼
∑
k≥0

ρ1+k−2pfk(θ).(2.62)

Namely

fk(θ) =
∑
p≤k/2

Cp

∫
R

∫
θ⊥

T k(V k−2p
ω′ g)(T, ω′)dω′dT(2.63)

where Vω′ is the unit vector field on the circle spanned by θ and ω′. and the Cp are
the coefficients in the Taylor series

(1− t2)
n−3

2 =
∑
p

Cpt
2p.(2.64)

If g(−s,−ω) = g(s, ω) for all s ∈ R and ω ∈ Sn−1 then for all odd integers k the fk
vanish.

Notice the effect, on (2.64) and hence (2.62), of the parity of the dimension. If
n is odd then the Jabobian factor (1 − ρ2T 2)(n−3)/2 is a polynomial and the sum
in (2.63) is limited to p ≤ n− 3. From this we can easily recover Corollary 2.1.

Remarks: (1) Probably push these last comments a little further, for use in
Chapter 11. (2) Maybe the proof of Proposition 2.43 needs to be clarified a bit. (3)
Can the number of variables in (2.58) be reduced? (4) Is the discussion following
(2.59) confusing? (5) Clean up (2.47) and (2.58)?



CHAPTER 3

Distributions conormal at a hypersurface

In the construction, in Chapter 1, of progressing wave solutions, modulo C∞
errors, to the wave equation with potential we dealt with the class of distributions
having only jump discontinuities across a hypersurface. We shall now discuss an
important space which includes these and other distributions having the simplest
type of singularity, which is generally described as conormal, across a hypersurface.
The restriction to hypersurfaces conveniently simplifies the discussion but it will be
removed later.

In Rn consider the model hypersurface

H = {x = (x1, . . . , xn) ∈ Rn;x1 = 0}.(3.1)

The distributions we consider will have regularity properties similar to δ(x1) and
H(x1). Recall that Sobolev spaces can be defined in terms of the Fourier transform:

Hs(Rn) = {u ∈ S ′(Rn); (1 + |ξ|2)
s
2 û(ξ) ∈ L2(Rn)}.(3.2)

Definition 3.2. The space I(s)
c (Rn, H) ⊂ C−∞c (Rn) consists of those distribu-

tions of compact support, u, for which

(x1D1)α1Dα2
2 . . . Dαn

n u ∈ Hs(Rn) ∀ α ∈ Nn.(3.3)

Since the Sobolev spaces decrease with increasing order, s, these conormal
distributions have similar properties:

I(s)
c (Rn, H) ⊂ I(s′)

c (Rn, H) if s ≥ s′.(3.4)

Since (3.3) implies in particular that u ∈ Hs(Rn) we certainly have

I(∞)
c (Rn, H) =

⋂
s

I(s)
c (Rn, H) = C∞c (Rn)(3.5)

is independent of H. On the other hand it is very important to note that

I(−∞)
c (Rn, H) =

⋃
s

I(s)
c (Rn, H) 6= C−∞(Rn).(3.6)

For example, in n > 1, the Dirac delta at 0

δ(x) /∈ I(−∞)(Rn, H).(3.7)

Indeed, if s ∈ R and ` > −s then D`
x2
δ(x) /∈ Hs(Rn). This violates (3.3), so proves

(3.7).
One easy consequence of Leibniz’ formula for the distribution of differentiation

over a product is that each I
(s)
c (Rn, H) is a C∞(Rn)-module. Thus if φ ∈ C∞(Rn)

23
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and u ∈ C−∞c (Rn) then

(x1D1)α1Dα2
2 . . . Dαn

n (φu) =
∑
β≤α

(
α

β

)
(x1D1)β1Dβ2

2 . . . Dβn
n φ

×(x1D1)α1−β1Dα2−β2
2 . . . Dαn−βn

n u.

(3.8)

Then from (3.3) and the fact that Hs
c (Rn) = Hs(Rn) ∩ C−∞c Rn) is a C∞module it

follows that

C∞(Rn) · I(s)
c (Rn, H) = I(s)

c (Rn, H) ∀ s.(3.9)

This allows us to define the similar space without restriction on supports:

I(s)(Rn, H) = {u ∈ C−∞(Rn);φu ∈ I(s)
c (Rn, H) ∀ φ ∈ C∞c (Rn)}.(3.10)

Then

I(s)
c (Rn, H) = I(s)(Rn, H) ∩ C−∞c (Rn).(3.11)

Exercise 3.2. The delta ‘function’ δ(x1) is conormal with respect to {x1 =
0} = H. Indeed we have

x1δ(x1) = 0, Djδ(x1) = 0 if j ≥ 2.(3.12)

From the first of these identities it follows that

x1D1δ(x1) = [x1, D1]δ(x1) +D1(x1δ(x1)) = iδ(x1).(3.13)

Thus we conclude

(x1D1)α1Dα2
2 . . . Dαn

n δ(x1) =
{

0 if α2 + · · ·+ αn > 0
iα1δ(x1) otherwise.(3.14)

More generally suppose φ ∈ C∞c (Rn), then

φδ(x1) = φ(0, x′)δ(x1)(3.15)

so from (3.14)

(x1D1)α1Dα2
2 . . . Dαn

n [φδ(x1)]

= (D′)α
′
φ(0, x′)i−α1δ(x1) ∈ H−1

c (Rn).
(3.16)

In particular δ(x1) ∈ I(−1)(Rn, H).

Exercise 3.3. Show that

(x1)j+ = H(x1)xj1 ∈ I(j)(Rn, H) ∀ j ∈ N.(3.17)

Observe that for any l ∈ N there are constants C`,j such that

(x1D1)l =
∑
j≤l

Cl,jx
j
1D

j
1 Cl,l = 1.(3.18)

Indeed this follows easily by induction as we proceed to show. It is surely true for
` = 1. Applying x1D1 to both sides of (3.18) gives the identities

Cl+1,j+1 = Cl,j − iCl,j+1(3.19)

provided we set Cl,k = 0 if k > l, C1,1 = 1. This proves (3.18).
The sub-diagonal nature of (3.18) means that it can be inverted, so that

xj1D
j
1 =

∑
l≤j

dj,l(x1D1)l ∀ j > 0.(3.20)
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This means that the conditions (3.3) are equivalent to

xα1
1 Dα1

1 Dα2
2 . . . Dαn

n u ∈ Hs(Rn),(3.21)

if u ∈ C−∞c (Rn). One immediate consequence of this is the regularity away from
H :

Lemma 3.4. If u ∈ I(s)(Rn, H) then

singsupp(u) ⊂ H.(3.22)

Proof. If φ ∈ C∞c (Rn) has supp(φ)∩H = ∅ then φu satisfies (3.3), and hence
(3.21), and on supp(φ) x1 6= 0. Thus (3.21) implies Dα(φu) ∈ Hs(Rn) for all
α ∈ Nn. This implies φu ∈ C∞(Rn), proving (3.22). �

It should not be thought that (3.22) characterizes conormal distributions. For
example δ(x) satisfies (3.22) but is not conormal with respect to H = {x1 = 0} –
see (3.7).

Next consider the action of differential operators. If

P =
∑
|α|≤m

pα(x)Dα(3.23)

is a linear differential operator of order m with C∞ coefficients then

P : I(s)(Rn, H) −→ I(s−m)(Rn, H) ∀ s.(3.24)

In view of (3.9) it is enough to check this for P = Dα. In fact it is enough to
take |α| = 1 and then iterate. Since Dj , for j > 2, commutes with the operator
(x1D1)α1(D′1)α

′
only the case α = (1, 0, . . . 0) is not immediate. In the form (3.21)

this is equally obvious since

xα1
1 Dα1

1 (D′)α
′
(D1u) = D1[xα1Dα1

1 (D′)α
′
]u+ iα1x

α1−1Dα1−1
1 (D′)α

′
(D1u)(3.25)

so the same regularity D1u ∈ Hs−1(Rn) follows by induction on α1. Thus we have
proved (3.24).

Perhaps the most important aspects of conormal distributions are their symbolic
properties. These show that they behave in a manner very similar to functions
having jump discontinuities. For functions with jump discontinuities across the
hypersurface H the symbol, as we shall see later, reduces (in essence) to the smooth
function on the hypersurface which is the difference of the limits from the two sides.

We shall define the symbol in general by considering the one-dimensional Fourier
transform in a direction across the front. This is well defined for any distribution
of compact support:

ũ(ξ, x′) =
∫
e−ix1ξu(x1, x

′)dx1 u ∈ C−∞c (Rn).(3.26)

Proposition 3.9. For each s ∈ R there exists M(> −s − 1
2 ) such that if

u ∈ I(s)(Rn, H) has compact support then ũ(ξ, x′) ∈ C∞(Rn) satisfies the (symbolic)
estimates ∣∣∣D`

ξ(D
′
x′)

α′ ũ(ξ, x′)
∣∣∣ ≤ Cα′,`(1 + |ξ|)M−`, ∀ ` ∈ N, α ∈ Nn−1.(3.27)



26 3. DISTRIBUTIONS CONORMAL AT A HYPERSURFACE

Proof. We shall first take the Fourier transform in all variables and then
invert in the dual to the x′ variables. Since u ∈ Hs(Rn) it follows that with

û(ξ, η) =
∫

Rn

e−ix1ξ−ix′.ηu(x1, x
′)dx1dx

′

û(ξ, η) = (1 + |ξ|+ |η|)−sg, g ∈ L2(Rξ × Rn−1
η ).

(3.28)

The argument by which we arrived at (3.21) shows just as well that (3.3) is equiv-
alent to

Dα1
1 (D′x′)

α′(xα1
1 u) ∈ Hs(Rn) ∀ α ∈ Nn.(3.29)

Taking the Fourier transform we find that

ξα1ηα
′
(Dα1

ξ û) = (1 + |ξ|+ |η|)−sgα, gα ∈ L2(Rn) ∀ α.(3.30)

Since the multiindex α′ is arbitrary this shows that for each ` ∈ N
ξ`D`

ξû(ξ, η) = (1 + |ξ|)−s(1 + |η|)−ngl(ξ, η), gl ∈ L2(Rn).(3.31)

Using the same estimates for x1u we quickly conclude that{
Dξû = (1 + |ξ|)−s−1(1 + |η|)−ng′(ξ, η)
û = (1 + |ξ|)−s(1 + |η|)−ng′′(ξ, η)

(3.32)

where g′, g′′ ∈ L2(Rn). Integrating in ξ (to show continuity) and taking the inverse
Fourier transform in η shows that

|ũ(ξ, x′)| ≤ C(1 + |ξ|)−s.(3.33)

This is the first estimate in (3.27) – for ` = 0, α′ = 0. However notice that

u ∈ I(s)
c (Rn, H) =⇒ Dα1

1 xα1
1 Dα′

x′ u ∈ I(s)
c (Rn, H).(3.34)

Thus (3.33) applies to Dα1
1 xα1

1 Dα′

x′ u for all α, so

|ξ`D`
ξD

α′

x′ u(ξ, x′)| ≤ Cl,α′(1 + |ξ|)−s ∀ `, α′.(3.35)

These estimates give (3.27), proving the Proposition although with M = −s rather
than for any M > −s− 1

2 as claimed.
The better estimate follows from (3.32) which can now be improved to

Dξũ(ξ, x′) = (1 + |ξ|)−s−1h′(ξ, x′)

ũ(ξ, x′) = (1 + |ξ|)−sh(ξ, x′)

sup
x′

∫
R

[|h′(ξ, x′)|2 + |h(ξ, x′)|2]dξ <∞
(3.36)

If s > − 1
2 then integration in from infinity gives

|u(ξ, x′)| = |
∞∫
ξ

Dξu(ξ′, x′)dξ′| ≤ C(1 + |ξ|)−s− 1
2 as ξ →∞(3.37)

and similarly as ξ → −∞. If s < − 1
2 integration from 0 gives a similar estimate

|u(ξ, x′)| ≤ |u(0, x′)|+ |
ξ∫

0

Dξu(ξ′, x′)dξ′| ≤ C(1 + |ξ|)−s− 1
2 .(3.38)
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In the borderline case of s = − 1
2 the latter argument still applies but the possibility

of logarithmic growth occurs. Thus in this case only the best power law is

|u(ξ, x′)| ≤ C(1 + |ξ|)−s− 1
2 +ε ∀ ε > 0.(3.39)

This completes the proof of the proposition. �

We now reverse the arguments above and define a closely related space, which
gives the precise ‘order’ of a conormal distribution.

Definition 3.3. For any m ∈ R the space of conormal distributions of order m
associated to the hypersurface H in (3.1), Im−

n
4 + 1

2 (Rn, H) ⊂ C−∞(Rn), consists of
those distributions, u, such that for every φ ∈ C∞c (Rn) the partial Fourier transform
of φu is C∞ and

|D`
ξD

α′

x′ φ̃u(ξ, x′)| ≤ C`,α′(1 + |ξ|)m−` ∀ `, α′.(3.40)

In general we shall denote the symbol space corresponding to (3.40) as Sm(Rm−1,R) :

a ∈ Sm(Rn−1,R)⇐⇒
a ∈ C∞(Rn) and ∀ K ⊂⊂ Rn−1, ` ∈ N, α′ ∈ Nn−1 ∃ CK,l,α′ s.t.

|Dl
ξD

α′

x′ a(ξ, x′)| ≤ CK,`,α′(1 + |ξ|)m−l for (ξ, x′) ∈ R×K.

(3.41)

In (3.40) we do not have to include the compact set K since the support is compact
in x! One might well ask why the strange normalization m− n

4 + 1
2 is used, rather

than just m. This should become clear later, in any case it is only a matter of
‘convenience.’

Next we check that we have really defined the same space except for a different
‘filtration.’

Proposition 3.10. For every m ∈ R

Im−
n
4 + 1

2 (Rn, H) ⊂ I(−m− 1
2−ε)(Rn, H) ⊂ Im−n4 + 1

2−δ(Rn, H) if δ > ε > 0.(3.42)

Proof. The first inclusion is easy since for any ε > 0

(1 + |ξ|)− 1
2−εL∞(R) ⊂ L2(R).(3.43)

Thus we find that

I
m−n4 + 1

2
c (Rn, H) ⊂ Hs(Rn) if s < −m− 1

2
.(3.44)

Here Imc (Rn, H) = Im(Rn, H) ∩ C−∞c (Rn). Now

x1D1, Dj : Im(Rn, H) −→ Im(Rn, H) ∀ m, j ≥ 1(3.45)

so from (3.44) it follows that the estimates (3.3) hold, giving the first part of (3.42).
The second part follows from Proposition 3.9 above. �

The inclusions (3.42) are equivalent to

I
−s−n4−ε
c (Rn, H) ⊂ I(s)

c (R, H) ⊂ I−s−
n
4 +ε

c (Rn, H)(3.46)

I
(−m−n4 +ε)
c (Rn, H) ⊂ Imc (Rn, H) ⊂ I(−m−n4−ε)

c (Rn, H).(3.47)

We shall use the sandwiching of the spaces in (3.47) to prove the coordinate
invariance of the Im(Rn, H). Recall that if F : Rn −→ Rn is a diffeomorphism of
Rn then

F ∗ : Hs
c (Rn) −→ Hs

c (Rn) ∀ s.(3.48)
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Lemma 3.5. If F is a diffeomorphism of Rn which maps H into itself then

F ∗ : I(s)(Rn, H) −→ I(s)(Rn, H) ∀ s.(3.49)

Proof. This result only requires a geometric interpretation of the condition
(3.3). Consider a C∞ vector field V on Rn :

V =
n∑
j=1

vj(x)Dj .(3.50)

Then V is tangent to H if V x1 = 0 on H = {x1 = 0}. This just means

V = v′1(x)x1D1 +
n∑
j=2

vj(x)Dj(3.51)

with C∞coefficients. Thus if V is tangent to H then

V u ∈ Hs(Rn) if u ∈ I(s)
c (Rn, H).(3.52)

In fact this means that (3.3) can be written as
If V1 . . . Vp are any C∞ vector fields tangent to H

then V1 . . . Vpu ∈ Hs(Rn) (∀ p). .(3.53)

In this form it is clearly invariant under any diffeomorphism preserving H, since
the condition of tangency of a vector field is so invariant. �

To extend this coordinate invariance to the space Im(Rn, H) is not quite so
simple. Indeed this is one reason for considering the I(s)(Rn, H) at all. However
we do in fact get:

Proposition 3.11. If F : Rn −→ Rn is a diffeomorphism such that F (H) = H
then for every m

F ∗ : Im(Rn, H) −→ Im(Rn, H).(3.54)

Proof. To prove (3.54) we shall break F up into pieces using a partition of
unity. We can suppose that u ∈ Imc (Rn, H) has its support in a small neighbourhood
of some point; which we take to be the origin. Since F maps H into itself it is of
the form

F (x1, x
′) = (x1a(x), b(x)).(3.55)

Thus the map F0 : Rn−1 3 x′ 7−→ b(0, x′) ∈ Rn−1 is also a diffeomorphism. We
extend this to a map of the whole space by defining

F0(x1, x
′) = (x1, b(0, x′)).(3.56)

Consider the form of F ∗0 u. By definition u is given by

u(x1, x
′) =

1
2π

∫
eix1ξũ(ξ, x′)dξ, ũ ∈ Sm+n

4−
1
2 (Rn−1,R).(3.57)

Since the inverse Fourier transform is only in the x1 variable we get immediately

F ∗0 u(x1, x
′) =

1
2π

∫
eix1ξũ(ξ, b(0, x′))dξ.(3.58)

Thus to show F ∗0 u ∈ Im(Rn, H) we just need to observe that

ũ(ξ, b(0, x′)) ∈ Sm+n
4−

1
2 (Rn−1,R).(3.59)
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Applying Leibniz’ formula repeatedly we see that

Dα
ξD

β
x′ ũ(ξ, b(0, x′)) =

∑
γ≤β

bγ,β(Dα
ξD

γ
x′ ũ)(ξ, b(0, x′))(3.60)

so the estimates (3.59) follows directly from those for ũ.
Thus we have shown that F ∗0 u ∈ Im(Rn, H). Put F(1) = F−1

0 ◦ F ; this is again
a diffeomorphism. By the choice of F0, F(1) fixes H point wise:

F(1)(x1, x
′) = (x1a(x), x′ + x1b(x)), a(x) 6= 0.(3.61)

The next part of F we factor out is the linear part:

F1(x1, x
′) = (x1a(0, x′), x′).(3.62)

Again starting from the representation (3.57) we have

F ∗1 u(x1, x
′) =

1
2π

∫
eix1a(0,x′)ξũ(ξ, x′)dξ

=
1

2π

∫
eix1Ξ ũ(Ξ/ a(0, x′), x′)

dΞ
a(0, x′)

.

(3.63)

Thus we need to check that

Ũ(Ξ, x′) = ũ(Ξ/a(0, x′), x′)/ a(0, x′) ∈ Sm+n
4−

1
2 (Rn−1,R),(3.64)

since then U = F ∗1 u ∈ Im(Rn, H). The proof of (3.64) is once more a consequence
of Leibniz’ formula and we shall prove it with a simple inductive argument.

Lemma 3.6. If b(ξ, x′) ∈ SM (Rn−1
x′ ,R) then for any non-vanishing a ∈ C∞(Rn−1),

and any c ∈ C∞(Rn−1), l ∈ N

c(x′)ξlb(
ξ

a(x′)
, x′) ∈ SM+l(Rn−1,R).(3.65)

Proof. Since a 6= 0 we see immediately that the first symbol estimate holds:∣∣c(x′)ξlb(ξ/a(x′), x′)
∣∣ ≤ CK(1 + |ξ|)M+l, x′ ∈ K.(3.66)

By induction one easily sees that

Dα1
ξ Dα′

x′
[
c(x′)ξlb(ξ/a(x′), x′)

]
=

∑
−l≤p≤|α′|

ξl−pbl,p,α(ξ/a(x′), x′)(3.67)

where al,p,α ∈ SM+p−α1(Rn−1,R). Then the general estimate follows from (3.66).
�

Thus we have shown (3.64) and hence that F ∗1 u ∈ Im(Rn, H). To complete the
proof of Proposition 3.11 consider

F(2) = F−1
1 ◦ F(1) = F−1

1 ◦ F−1
0 ◦ F.(3.68)

By the choice of F1, in (3.62), F(2) is of the form

F(2)(x1, x
′) = (x1 + x2

1e1(x), x′ + x1e
′(x)).(3.69)

Not only is this a diffeomorphism but, at least in a small neighbourhood of H, it
is connected to the identity by a smooth 1-parameter family of diffeomorphisms of
the same type:

Gt(x) = (x1 + tx2
1e1(x), x′ + tx1e

′(x′)) t ∈ [0, 1]

G0(x) = Id, G1(x) = F(2)(x).
(3.70)
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To show that F ∗(2)u ∈ I
m
c (Rn, H), where u ∈ Imc (Rn, H) has support near 0, we use

the homotopy method, writing

F ∗(2)u− u =

1∫
0

d

dt
G∗tudt.(3.71)

Now
d

dt
G∗tu =

d

dt
u(x1 + tx2

1e1, x
′ + tx1e

′) =
[
x2

1e1∂x1 + x1e
′ · ∂x′

]
G∗tu.(3.72)

At this point we use Proposition 3.10. Thus,

u ∈ Im(Rn, H) =⇒ u ∈ I(−m−n4−1−ε)(Rn, H) for any ε > 0.(3.73)

We already know the coordinate invariance of the Sobolev-based space, from (3.49),
so

G∗tu ∈ I(−m−n4−1−ε)(Rn, H) ∀ ε > 0.(3.74)

Then applying (3.42) again gives

G∗tu ∈ Im+γ(Rn, H) ∀ γ > 0.(3.75)

Of course, since IM increases with M, this does not imply that G∗tu ∈ Im(Rm, H).
However consider again (3.72). Differentiating the representation (3.57) we see that

∂x1G
∗
tu ∈ Im+γ+1(Rn, H), ∂x′G∗tu,G

∗
tu ∈ Im+γ(Rn, H) ∀γ > 0.(3.76)

The factors in (3.72) can be ordered so that

d

dt
G∗tu = x2

1∂x1(e1G
∗
tu) + x1∂x′(e′G∗tu)− x2

1

∂e1

∂x1
G∗tu− x1

∂e′

∂x′
G∗tu.(3.77)

The same results, (3.76), apply to φ ·G∗tu if φ is C∞. Multiplying (3.57) by x1 and
integrating by parts we find

x1 · Im(Rn, H) ⊂ Im−1(Rn, H) since x̃1u(ξ, x′) = −Dξũ(ξ, x′).(3.78)

Now from (3.75) and (3.77) we finally conclude, by choosing γ < 1, that

d

dt
G∗tu ∈ Im−1+γ(Rn, H) ⊂ Im(Rn, H).(3.79)

Thus integrating as in (3.71) we find

F ∗(2)u− u ∈ I
m(Rn, H).(3.80)

This completes the proof of the proposition. �

Notice that as a consequence of Proposition 3.11 we get G∗tu ∈ Im(Rn, H) in
(3.72). So in fact

F ∗(2)u− u ∈ I
m−1(Rn, H).(3.81)

This is important in the treatment of the coordinate invariance of the symbol of a
conormal distribution.

Although we have assumed that F is a global diffeomorphism on Rn in Propo-
sition 3.11 this is by no means necessary. Indeed the proof extends trivially if we
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simply assume that F : W −→ Rn is a diffeomorphism onto its range, F (W ), and
then

F (W ∩H) ⊂ H,u ∈ Im(Rn, H) with supp(u) ⊂W =⇒ F ∗u ∈ Im(Rn, H).
(3.82)

The most immediate consequence of Proposition 3.11, or rather (3.82), is that
we can use it to define the space Im(Rn, H) for any hypersurface H ⊂ Rn rather
than just the model; we now denote H ′ = {x1 = 0}. Recall that a subset H ⊂ Rn
is an embedded hypersurface if for each point x̄ ∈ H there is a C∞ map defined in a
neighbourhood W of 0 ∈ Rn which is a diffeomorphism onto its range and satisfies

F (0) = x̄, F (W ∩H ′) = F (W ) ∩H.(3.83)

We call such a map a local parametrization of H (near x̄).

Definition 3.4. If H ⊂ Rn is an embedded hypersurface then we define
Im(Rn, H) ⊂ C−∞(Rn) to consist of those distributions satisfying

singsupp(u) ⊂ H(3.84)

and
If F : W −→ Rn is a local parametrization of H

then F ∗(φu) ∈ Im(Rn, H ′) ∀ φ ∈ C∞c (F (W )).
(3.85)

The first condition, (3.84), guarantees that any element of Im(Rn, H) is C∞
near the boundary of H, since the singular support is always closed. Of course it
also means that these conormal distributions are C∞ away from H, which would
not automatically follow since (3.85) does not restrict u far away from H. Although
F ∗(φu) is required to be conormal with respect to the model surface H ′ for every
local parametrization of H this is not necessary; rather it suffices to cover H by
local parametrizations and then use Proposition 3.11. Each Im(Rn, H) is a linear
space and the properties of the model case can be transferred to them. First we
observe the basic transformation property:

Lemma 3.7. If G : U1 −→ U2 is a diffeomorphism between open subsets of Rn
then for any embedded hypersurface H

G∗ : Im(Rn, H) ∩ C−∞c (U2) −→ Im(Rn, G−1(H) ∩ U1).(3.86)

Proof. By definition any u ∈ Im(Rn, H) can be written as a sum

u = u0 +
N∑
j=1

F ∗j uj(3.87)

where u0 is C∞, each Fj : U ′j −→ Rn is a diffeomorphism onto an open set such
that F−1(H ′) ⊂ H and uj ∈ Im(Rn, H ′)∩ C−∞c (Fj(U ′j)). If u has compact support
in U2 then it can be assumed that U ′j ⊂ U2. Then Gj = G ◦Fj is a diffeomorphism
of U ′′j = G−1

j (U ′j) onto f(U ′j) which maps G−1(H)∩U ′′j onto H ′ ∩ f(U ′j); it follows
from the representation

G∗u = G∗u0 +
N∑
j=1

G∗juj(3.88)

that G∗u ∈ Im(Rn, G−1(H). �



32 3. DISTRIBUTIONS CONORMAL AT A HYPERSURFACE

The order properties are also transferred, so for example

Im(Rn, H) ⊂ Im
′
(Rn, H) ∀ m ≤ m′.(3.89)

Furthermore if P is any differential operator of order m with C∞ coefficients, as in
(3.23), then

P : Im
′
(Rn, H) −→ Im

′+m(Rn, H).(3.90)

It suffices to prove this in case H = H ′. We have already noted how differentiation
acts on these spaces in (3.45) and also, in (3.78), that multiplication by x1 decreases
orders by 1. Thus it suffices to show that Im(Rn, H) is a C∞-module. Directly from
the definition in (3.40) multiplication by a C∞ function of x′ alone preserves the
space. For a general C∞ function φ writing

φ(x) = φ(0, x′) + ψ(x)x1, ψ ∈ C∞(Rn)(3.91)

shows that it is enough to check that multiplication by a C∞ function increases the
order by at most 1. This however follows from the sandwiching relations (3.42) and
the fact that the Sobolev-based spaces I(s)(Rn, H) are C∞-modules. Thus we have
proved (3.90).

For the model hypersurface recall that a differential operator of order k is
characteristic with respect to H ′ (or H ′ is characteristic for P ) if the coefficient of
Dk
x1

vanishes at H ′, i.e. is of the form x1a for some C∞ function a. Thus

P of order m is characteristic with respect to H

=⇒ P : Im
′
(Rn, H) −→ Im

′+m−1(Rn, H).
(3.92)

Again we have only proved this for H = H ′, but this suffices to prove the general
case since the condition that H be characteristic is coordinate independent.

As we shall see below (3.92) lies at the heart of the construction of plane waves
in Chapter 1 and similar constructions below. Althoough we now have enough
information on conormal distributions to proceed with the construction of solution
to the wave equation we will further investigate the relationship between symbols
and conormal distributions.

Conceptually, it is important to understand that symbol spaces and conormal
distributions, whilst related by the Fourier transform, are really the same types of
distributions. Consider the ‘inversion’ on R :

q : (−1, 1) 3 x 7−→ tan
πx

2
∈ R.(3.93)

This is certainly an isomorphism being essentially the inverse of stereographic pro-
jection. Consider on the closed interval [−1, 1] the following spaces of conormal
distribution (on (−1, 1)) with respect to the ‘hypersurfaces’ x = ±1, defined by
weights at the ends

ImL∞([−1, 1], {−1} ∪ {1}) = {b ∈ (1− |x|2)−mL∞([−1, 1]);

[(1− x2)2Dx]jb ∈ (1− |x|2)−mL∞([−1, 1]) ∀ j ∈ N}.
(3.94)

Lemma 3.8. Pull-back under q in (3.93) gives an isomorphism

q∗ : Sm(R)←→ ImL∞([−1, 1]) ∀ m ∈ R.(3.95)
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Proof. The function (q−1)∗(1− x2)−1 is smooth, non-vanishing and of linear
growth at infinity in R. Thus

|Dk
ξa(ξ)| ∈ Ck(1 + |ξ|)m−k ∀ k ⇐⇒ b = q∗a ∈ ImL∞([−1, 1])(3.96)

as claimed. �

More generally if we define in a similar way

ImL∞(Rp × [−1, 1],Rp × ({−1} ∪ {1}))
= {b ∈ (1− |x|2)−mL∞loc(Rp × [−1, 1]);

sup
|y|≤R,x∈(−1,1)

(1− |x|)m|Dα
y [(1− x2)2Dx]jb(y, x)| <∞

∀ R > 0, α ∈ Np, j ∈ N}

(3.97)

we see that

q∗ : Sm(Rp; R)←→ ImL∞(Rp × [−1, 1],R× ({−1} ∪ {1})).(3.98)

Thus symbols are just functions which are ‘conormal’ at infinity, with respect to an
inversion.

A further example of this isomorphism allows us to define the symbol spaces
on Euclidean space by making a radial inversion. Recall the isomorphism (2.52)
between the n-ball and Rn. On the ball we can define spaces similar to (3.98):

u ∈ ImL∞(Bn; Sn−1)⇐⇒

u ∈ C∞( ◦→ Bn) and (1− r2)mPu is bounded for all

C∞ differential operators P of order k such that

(1− r2)−kP (1− r2) ∈ C∞(Bn).

(3.99)

Since this is locally, near the boundary of Bn the same space as in (3.97) for p =
n − 1 we know how to topologize it in such a way that C∞c ( ◦→ Bn) is dense in
ImL∞(Bn; Sn−1) in the topology of Im

′
L∞(Bn; Sn−1) for any m′ > m. In particular

if we consider the space

Im+L∞(Bn; Sn−1) =
⋂

m′>m

Im
′
L∞(Bn; Sn−1)(3.100)

with the topology given by all the seminorms of these spaces then

C∞c ( ◦→ Bn) is dense in Im+L∞(Bn; Sn−1) ∀ m ∈ R.(3.101)

Then, by analogy with (3.98) we define:

Sm(Rn) = Q∗[ImL∞(Bn; Sn−1)],

Sm+(Rn) = Q∗[Im+L∞(Bn; Sn−1)] ∀ m ∈ R
(3.102)

and we conclude that

C∞c (Rn) is dense in Sm+(Rn) ∀ m.(3.103)

The estimates on an element of Sm(Rn) are more conventionally written

a ∈ Sm(Rn)⇐⇒ |Dα
ξ a(ξ)| ≤ Cα(1 + |ξ|)m−|α| ∀ α ∈ Nn.(3.104)

Exercise 3.4. Check that (3.104) is indeed equivalent to (3.102).
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Amongst the basic properties of these symbol spaces are

Dβ
ξ : Sm(Rn) −→ Sm−|β|(Rn) ∀ β ∈ Nn.(3.105)

We shall make use of these spaces to analyse the continuity properties of the
Radon transform. First recall Lemma 2.3. Since

C∞c (Bn) ⊂ I−1L∞(Bn; Sn−1)(3.106)

it follows that

Rt : C∞c (R× Sn−1) −→ S−1(Rn).(3.107)

Lemma 3.9. For any k ∈ N
Rt ·Dk

s : C∞c (R× Sn−1) −→ S−1−k(Rn) ⊂ S−1−k+(Rn).(3.108)

Proof. If k = 2` for an integer ` then

Rt ·D2`
s = ∆`Rt.(3.109)

In this case (3.108) follows from (3.105). If k is odd, k = 2` + 1 then in place of
(3.109) we get

Rt ·D2`+1
s = ∆`RtDs.(3.110)

It is therefore enough to show that

Rt ·Ds : C∞c (R× Sn−1) −→ S−2(Rn).(3.111)

This in fact follows from (2.59) which identifies the normal derivative of Rtu at the
boundary of the ball. Clearly if u = Dsv this vanishes identically, giving (3.111)
and proving the lemma. �

Consider the transpose of this operator with respect to Lebesgue measures. As
a direct consequence of (3.108) we find that

Dk
s ·R : (S−1−k+(Rn))′ −→ C−∞(R× Sn−1)(3.112)

is a continuous extension from C∞c (Rn), where the density of C∞c (Rn) in the symbol
space S−1−k+(Rn) ensures that the dual space in (3.112) is a space of (tempered)
distributions and that C∞c (Rn) is dense in it (in the weak topology.) We do not
really need to identify this dual space, but we do note that

Sp(Rn) ↪→
[
Sm+(Rn)

]′ if m+ p < −n.(3.113)

The pairing here just comes from integration and the inclusions

Sm+(Rn) · Sp(Rn) ⊂ S(m+p)+(Rn) ⊂ L1(Rn) provided m+ p < −n.(3.114)

Thus from (3.112) we conclude that

Dk
s ·R : Sm(Rn) −→ C−∞(R× Sn−1) if m < k + 1.(3.115)

One immediate consequence of (3.108) is that

Rt ·D
n−1

2
s : C∞c (R× Sn−1) −→ S−1−n−1

2 (Rn) ↪→ L2(Rn).(3.116)

Moreover if we impose the natural symmetry condition for n ≥ 3 odd

g(−s,−ω) = (−1)
n−1

2 g(s, ω)(3.117)

then

Rt ·D
n−1

2
s g = 0, where g ∈ C∞c (R× Sn−1) satisfies (3.117) =⇒ g = 0.(3.118)
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Indeed setting h(ρ, ω) = Fsg(ρ, ω) we find that

RtD
n−1

2
s g(x) = RtF−1

s [ρ
n−1

2 h(ρ, ω)] =
1
π

∫
Rn

eix·(ρω)[|ρ|−
n−1

2 h(ρ, ω)]d(ρω)(3.119)

where (3.117) has been used. Since this is the Fourier transform of a square-

integrable function on Rn, RtD
n−1

2
s g = 0 implies h = 0 and hence gives (3.118).

Lemma 3.10. If n ≥ 3 is odd the operator D
n−1

2
s · R extends by continuity to

an isometric isomorphism

D
n−1

2
s ·R : L2(Rn) −→ {k ∈ L2(R× Sn−1); g(−s,−ω) = (−1)

n−1
2 g(s, ω)}(3.120)

and Rt ·D
n−1

2
s extends by continuity to be its inverse.

Proof. The continuity of D
n−1

2
s · R in (3.120) follows from the Plancherel

formula (2.30). Moreover from Theorem 2.1 Rt · D
n−1

2
s is a left inverse of this

operator. The formula (3.119) extends by continuity and shows it to be injective
on the space on the right in (3.120). This proves the lemma. �

Remarks: (1) Supports in (3.30), later u ∈ Hs. (2) Define δ(x) and H(x) after
(3.1)? (3) Add a little more detail about the factorization of F following (3.55).
(4) Is (3.69) obvious enough? (4) Is the notation in (3.94) defined? (5) More detail
for (3.107). (6) Explain duality in (3.112). (6) The proof of Proposition 3.9 should
be improved a bit. (7) More detail in the proof of Proposition 3.10.





CHAPTER 4

Parametrix for the Cauchy problem

Using the inversion formula for the Radon transform and the construction of
‘plane wave solutions’ above we shall construct a parametrix, i.e. solution operator
modulo C∞ errors, for the Cauchy problem for PV .

First recall the inversion formula for the Radon transform

Id =
1

2(2π)n−1
Rt |Ds|n−1

R on C∞c (Rn).(4.1)

Written out in terms of Schwartz kernels this is the identity:

δ(x− x′) =
1

2(2π)n−1

∫
Sn−1

|D|n−1
δ ((x− x′) · ω) dω.(4.2)

Here δ ∈ C−∞c (R) and D is differentiation on the real line. If n is odd then (4.2)
can be written:

δ(x− x′) =
1

2(2π)n−1

∫
Sn−1

(Dn−1δ) ((x− x′) · ω) dω.(4.3)

This decomposes the Dirac delta distribution at the point x′ in terms of derivatives
of delta distributions across the hyperplanes through that point.

Next recall the approximate solutions to the wave equation with potential which
we have already found. Namely there are three C∞ functions

u±, h ∈ C∞(R× Rn × R× Sn−1)(4.4)

such that
u(t, x; s, ω) = H(t+ s− x · ω)u+(t, x; s, ω)

+H(t− s+ x · ω)u−(t, x; s, ω) + h(t, x; s, ω)
(4.5)

satisfies the conditions:
PV u = (D2

t −∆− V )u = f ∈ C∞(R× Rn × R× Sn−1)

u|t=0 = 0, Dtu|t=0 = δ(s− x · ω).
(4.6)

Thus u is given as the sum of two progressing waves associated to the two hyper-
planes which are characteristic for PV and pass through {x · ω = s} at t = 0.

Now consider the distribution

v(t, x;x′, ω) = Dn−1
s u(t, x;x′ · ω, ω) ∈ C−∞(R× Rn × Rn × Sn−1).(4.7)

This is still well defined since the substitution s = x′ · ω is meaningful in (4.5).
From (4.6) we have

PV v = f(t, x;x′, ω) ∈ C∞(R× Rn × Rn × Sn−1)

v|t=0 = 0 and Dtv|t=0 = (Dn−1δ)((x− x′) · ω)
(4.8)

37
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since differentiation with respect to s commutes with all the operations. Now set

G(t, x, x′) =
1

2(2π)n

∫
Sn−1

v(t, x;x′, ω)dω(4.9)

and observe from (4.3), and the fact that ω is a parameter, that

PVG = F (t, x, x′) ∈ C∞(R2n+1)

G|t=0 = 0 and DtG|t=0 = δ(x− x′).
(4.10)

This is the main part of a parametrix for the Cauchy problem. To see this, consider
G as the kernel of an operator, which we also devote G (with only slight ambiguity),

Gφ(t, x) =
∫

Rn

G(t, x, x′)φ(x′)dx′ ∀ φ ∈ C∞c (Rn).(4.11)

This satisfies PVG = F, where F is a smoothing operator, having kernel F (t, x, x′).
This is ‘ignorable’ as far as singularities are concerned.

Before proceeding further note that we can assume, or rather arrange, that F
satisfies

Dj
tF (0, x, x′) ≡ 0 ∀ j = 0, . . . .(4.12)

To do so we add to G a C∞ correction term, G′, with Taylor series at t = 0
determined by

G′(0, x, x′) = DtG
′(0, x, x′) ≡ 0

Dj+2
t G′(0, x, x′) = (∆+ V )Dj

tG
′(0, x, x′)−Dj

tF (0, x, x′) ∀ j ≥ 0.
(4.13)

The existence of such a function is guaranteed by Borel’s lemma.
Once we have arranged (4.12) notice that if ψ0, ψ1 ∈ C∞c (Rn) then

u = Gψ1 +DtGψ0(4.14)

satisfies the conditions:
PV u = Fψ1 +DtFψ1

u|t=0 = ψ0 and Dtu|t=0 = ψ1
(4.15)

where we use the commutativity of PV and Dt. Since the operator

(ψ0, ψ1) 7−→ Fψ1 +DtFψ0(4.16)

is again a smoothing operator this is the parametrix we seek. We shall, of course,
want to examine various regularity properties of (4.14). Before doing this we show
how (4.15) leads to a forward parametrix for PV itself. This will eventually allow
us to remove the error terms and solve the Cauchy problem, (4.15), exactly.

The passage from a parametrix for the Cauchy problem to a parametrix for PV
is “DuHamel’s Principle.” Namely if G satisfies (4.10) then set

Ẽ(t, x, t′, x′) = iH(t− t′)G(t− t′, x, x′) ∈ C−∞(R2(n+1)).(4.17)

Of course we have to make sure that this has a meaning, since in general one cannot
multiply distributions. Returning to the definition of v in (4.7), and u in (4.5), the
distribution

ṽ(t, x; t′, x′, ω) = H(t− t′)Dn−1
s u(t− t′, x;x′, ω)(4.18)
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is meaningful because the introduction of τ = t− t′ and x = t− t′ − (x− x′) · ω as
(independent) variables reduces it to a sum of products φ ·H(τ) · (Dk

s δ)(χ) with φ
a C∞ function. Thus

Ẽ(t, x; t′, x′) = i
1

2(2π)n

∫
ṽ(t, x; t′, x′, ω)dω(4.19)

is well defined.

Lemma 4.11. If G satisfies (4.10), with (4.12) valid and Ẽ is given by (4.17),
then

PV (iẼ) = δ(t− t′)δ(x− x′) + F̃ with F̃ ∈ C∞(R2(n+1)).(4.20)

Proof. Certainly

(∆+ V )Ẽ = iH(t− t′) [(∆+ V )G] (t− t′, x, x′),(4.21)

so consider the action of D2
t . Differentiating by Leibniz’ formula gives

D2
t Ẽ = iD2

tH ·G+ 2DtH ·DtG+H ·D2
tG.(4.22)

Since DtH = −iδ(t− t′) and D2
tH = i(Dtδ)(t− t′) we find

D2
t Ẽ = (Dδ)(t− t′) ·G+ 2δ(t− t′) ·DtG+ iH ·D2

tG.(4.23)

Using the initial conditions for G in (4.15)

PV Ẽ = δ(t− t′)δ(x− x′) + iHF(4.24)

The last term is C∞ because of (4.18), so this is just (4.20). �

The identity (4.20), together with the support condition which follows directly
from the definition:

supp(Ẽ) ⊂ {t− t′ ≥ 0}(4.25)

means that Ẽ is a forward parametrix for PV . As an operator

Ẽφ(t, x) =
∫
Ẽ(t, x, t′, x′)φ(t′, x′)dt′dx′ ∀ φ ∈ C∞c (Rn+1)(4.26)

it satisfies
PV Ẽ = Id+ F̃ with F̃ smoothing

supp(Ẽφ) ⊂ {(t, x); t ≥ inf{t′; (t′, x′) ∈ supp(φ)}.
(4.27)

The second condition follows from the fact that supp(Ẽ) ⊂ {t ≥ t′} so the ‘integral’
in (4.26) is limited to t ≥ T, where T is the infimum of t on the support of φ.

It follows from (4.21), or directly from (4.24), that F̃ has the same support
conditions, in addition to having a C∞ kernel. This makes it a ‘Volterra’ operator,
the analogue of an upper triangular matrix. With a little more pruning of Ẽ we
will find that as an operator (Id + F̃ ) is invertible with inverse given by Id + R,
with R again a Volterra operator.

To get such invertibility we need to arrange that the support of F̃ meets any
set {(t, x, t′, x′); t ≤ t′+C, |x′| ≤ C}, in a compact set, i.e. is bounded in x if t−t′ is
bounded above and x′ is bounded. To ensure this we will reduce the support of Ẽ.
We can do so freely provided we do not change the singularities of Ẽ, i.e. provided
we remove only a C∞ term. Thus we wish to locate the singular support of Ẽ.
We shall examine a simplified form of this question in a rather ad hoc way, but
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then subsequently consider a general result which actually implies the particular
conclusion:

Lemma 4.12. For Ẽ given by (4.25)

singsupp(Ẽ) ⊂ {|t− t′| = |x− x′|}.(4.28)

Proof. To prove that the singular support of E′ is contained in the surface of
the ‘light cone’ we show first that it is C∞ inside the cone, then consider the more
subtle question of its smoothness outside the cone. Inside the cone Ẽ = iG or 0,
as t > t′ on t < t′. Thus we consider the singular support of G given by (4.9). We
proceed to show

singsupp(G) ⊂ {|t| = |x− x′|}.(4.29)

Now from (4.7)

singsupp(v) ⊂ {t = ±(x− x′) · ω}.(4.30)

Thus

singsupp(v) ∩ [{t > |x− x′|} ∪ {t < −|x− x′|}] = ∅.(4.31)

Since G is given by (4.9) we certainly have

G is C∞ in t < −|x− x′| and t > |x− x′|.(4.32)

Of course this argument does not work outside the cone, since at every point
there v is singular for some value of ω. The secret is that these singularities are
erased by the integration over ω in (4.9) because we always integrate across the
singular surface. It is this phenomenon which we proceed to examine in detail. �

Remarks: (1) Explain what DuHamel’s Principle is? (2) Check the notation,
especially G and E and their tilded versions.



CHAPTER 5

Operations on conormal distributions

The two important operations we wish to consider for conormal distributions
are pull-back and push-forward. In this chapter we consider the pull-back operation
on conormal distributions and some elementary results on push-forward; the dis-
cussion is continued in Chapter 7. Initially we shall only consider these for special
maps. It turns out that more general cases follow from these particular ones.

First consider pull-back. If F : Rk −→ Rn is any C∞ map then

F ∗ : C∞(Rn) −→ C∞(Rk),

F ∗(f) = f ◦ F.
(5.1)

In general this does not extend to all distributions. For example if F is a constant
map, with image a point p ∈ Rn, then F ∗φ = φ(p) for all φ ∈ C∞(Rk) and this
cannot extend continuously to distributions. We therefore look for conditions on F
such that F ∗ extends to conormal distributions associated to a given hypersurface
H. To start with suppose that F is the embedding of Rk as the first k factors in Rn

F (y1, . . . , yk) = (y1, . . . , yk, 0, . . . , 0) (k ≤ n).(5.2)

Suppose that H ⊂ Rn is a hypersurface, when can we define F ∗u, for each
u ∈ Im(Rn, H) and show that it is conormal as well? The case we consider is
pictured in Figure 1, where H and F (Rk) meet transversally, in contrast to Figure 2
where they are tangent.

Definition 5.5. The map (5.2) is transversal to the hypersurface H ⊂ Rn
(written F t H or H t F ) if at each point x̄ = F (ȳ) ∈ F (Rk)∩H, F∗(TȳRn) is not
contained in Tx̄H i.e. some linear combination

k∑
j=1

ajF∗(∂j) is not tangent to H at x̄.(5.3)

One case in which (5.3) certainly holds is

F (Rk) ∩H = ∅ =⇒ F is transversal to H.(5.4)

units ¡.5pt,.5pt¿ x from -250 to 250, y from -200 to 200 .5pt from -200 0 to 200 0 -180 150 180 -150 / H [l] at 225 0 F (Rk) [l] at 205 -150

Figure 1. Transversal intersection

units ¡.5pt,.5pt¿ x from -250 to 250, y from -50 to 200 .5pt from -200 0 to 200 0 -180 160 -90 40 0 0 90 40 180 160 / H [l] at 225 0 F (Rk) [l] at 205 150

Figure 2. Non-transversal intersection

41
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Of course this is not very interesting since then

F ∗ (Im(Rn, H)) ⊂ C∞(Rk)(5.5)

and there are no singularities.
A useful way to restate Definition 5.5 is to let h ∈ C∞(Rn) be a defining function

for H,

i.e. H = {h = 0}, dh 6= 0 on H.(5.6)

Then

F t H ⇐⇒ d(F ∗h)(ȳ) 6= 0 if F (ȳ) ∈ H.(5.7)

Indeed the non-vanishing of the differential means that v ·F ∗h 6= 0 for v =
k∑
j=1

aj∂j

a tangent vector to Rk at ȳ. Since v · F ∗h = F∗v · h where F∗v is a tangent vector
at x̄ = F (ȳ) as in (5.3), the equivalence (5.7) follows. From this we conclude

F t H =⇒ F−1(H) = {y ∈ Rk;F (y) ∈ H}

is an embedded hypersurface in Rk.
(5.8)

The function F ∗h is a defining function for F−1(H). Now we can state our basic
result for pull-back.

Proposition 5.12. If the map (5.2) is transversal to a hypersurface H ⊂ Rn
then

F ∗ : Im(Rn, H) −→ IM (Rk, F−1(H)), M = m+
n− k

4
.(5.9)

Proof. The definition of the space of conormal distributions in Definition 3.4
is local. Suppose that u ∈ Im(Rn, H). Since F maps Rk \F−1(H) into Rn \H, F ∗u
is defined and smooth in the complement of F−1(H). Using a partition of unity, we
can therefore suppose that u ∈ Im(Rn, H) has support near some point x̄ ∈ H. Let
us introduce local coordinates x′1, . . . , x

′
n near x̄ in terms of which H = {x′1 = 0}.

Then

u(x′) =
1

2π

∫
eix
′
1ξa(ξ, x′′)dξ, x′′ = (x2, . . . , xn),(5.10)

with a a symbol of order m+ n
4 −

1
2 .

The transversality assumption means that dF ∗x′1 6= 0 at ȳ with F (ȳ) = x̄. Near
such a point we can introduce y′1 = F ∗x′1 and y′j = F ∗x′J(j) for j = 2, . . . , k, with
1 ∈ J(j) ≤ n, as coordinates. We can further relabel the coordinates x′j , for j ≥ 2,
so that y′j = F ∗x′j . Thus in these new local coordinates in the range and domain
the map is again of the form (5.2). Moreover from (5.2)

F ∗u(y′) =
1

2π

∫
eiy
′
1ξa(ξ, y′, 0)dξ.(5.11)

Since the order of a is m + n
4 −

1
2 = m + n−k

4 + k
4 −

1
2 , F

∗u is, according to our
strange-looking order convention, of order M = m+ n−k

4 as claimed. �

One or two points about this proof really require further comment. First one
should ask in what sense (5.11) is to hold; it defines the left side, so the proposition
should say there exists a map (5.9). Then the question of its uniqueness arises. The
secret here is continuity so we stop to consider this subject a little.
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A locally convex topology on a vector space is given by a family of seminorms.
The topology on C∞(Rn) is uniform convergence of all derivatives on compact sets,
i.e. the seminorms are the ‘Ck seminorms’ on compact sets:

‖u‖Q,K = sup
x∈K
|Qu(x)|, Q ∈ Diffk(X), K ⊂⊂ X.(5.12)

Then F ∗ in (5.1) is a continuous linear map, meaning that for any of the seminorms
‖ · ‖Q,K on Rn there is a finite set of seminorms, ‖ · ‖Ri,Li , i = 1, . . . , N, on Rk such
that

‖F ∗u‖Q,K ≤
N∑
i=1

‖u‖Ri,Li .(5.13)

We want to give each Im(Rn, H) a topology so that (5.9) becomes continuous
too. The topology should be one in which the space is complete. We take first
of all the seminorms given by the Ck seminorms on compact sets not meeting the
hypersurface H. Equivalently this means the seminorms

‖φu‖Q,K ∀ Q,K and φ ∈ C∞c (Rn) with supp(φ) ∩H = ∅.(5.14)

For the seminorms near H we use the local representation (5.10). Thus if f :
Ω −→ Rn is a local coordinate system in which f(H) ⊂ {x1 = 0} we know that if
φ ∈ C∞c (Ω) there is a unique v ∈ C−∞c (Rn) with supp(v) ⊂ f(Ω) and

φu = f∗v.(5.15)

By definition v ∈ Im(Rn, {x1 = 0}). This in turn just means that

sup
(x′,ξ)

∣∣∣Dl
ξD

α′

x′ ṽ(ξ, x′)
∣∣∣ (1 + |ξ|)−m−n4 + 1

2 +l <∞ ∀ l, α′.(5.16)

Here the conditions that ṽ be a symbol have been written out as the finiteness of a
family of seminorms. Thus

Definition 5.6. The topology on Im(Rn, H) is given by the seminorms (5.14)
and the seminorms (5.16) as f ranges over local coordinate systems flattening H
to {x1 = 0} and φ has compact support in the coordinate patch.

Lemma 5.13. With this topology Im(Rm, H) is a complete locally convex topo-
logical vector space, moreover C∞c (Rn) is dense in Im(Rn, H) in the topology of
Im
′
(Rn, H) for any m′ > m.

Proof. We leave the completeness as an exercise. The main part of the proof
of the density is just to show that

if a ∈ Sm(Rk−1,R) and µ(ξ) = 1 in |ξ| < 1 then an = µ(ξ/n)a −→ a(5.17)

in the sense that

sup(1 + |ξ|)−m+l−ε
∣∣∣Dl

ξD
α′

x′ (a− an)
∣∣∣ −→ 0

∀ l, α′ and ε > 0.
(5.18)
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The estimates for l = 0, α′ = 0 are easy, since

sup(1 + |ξ|)−m−ε(1− µ(
ξ

n
))|a|

≤ C sup(1 + |ξ|)−ε
∣∣∣∣1− µ(

ξ

n
)
∣∣∣∣

≤ C ′ sup(1 + n)−ε −→ 0.

(5.19)

The general case follows similarly. Thus if u ∈ Imc (Rn, {x1 = 0}) and

un =
1

2π

∫
eix1ξũ(ξ, x′)µ(

ξ

n
)dξ(5.20)

then it follows that φun −→ u, in the topology of Im
′
(Rn, {x1 = 0}) for any m′ > m

and φ ∈ C∞c (Rn) with φ ≡ 1 near supp(u). Density in case of a general H then
follows by use of a partition of unity. �

Notice that this proof cannot be strengthened to show that C∞c (Rn) is dense in
Im(Rn, H) in its own topology, rather than that of Im

′
(Rn, H) for m′ > m; in fact

it is not dense in this stronger sense.
The precise meaning of (5.9) should now be clear. The formula (5.11) gives a

map (5.9) which is continuous in the topology just defined. The fact that the map
is independent of m (i.e. F ∗u is the same if u ∈ Im(Rn, H) is regarded as a element
of Im

′
(Rn, H) for some m′ > m) and the density of C∞c (Rn) just shown means that

F ∗ is the unique continuous extension.
Next observe that the restriction to the case k < n in (5.2) is not important.

If k > n consider instead the projection:

F (y1, . . . , yk) = (y1, . . . , yn) n < k,(5.21)

and in case n = k we get the identity map. The proof of (5.9) proceeds unchanged,
except that the coordinates y′ in Rk should be taken to be all the F ∗x′j , plus the
yj for j > n. Then (5.11) becomes

F ∗u =
1

2π

∫
eiy
′
1ξa(ξ, y1, . . . , yk)dξ,(5.22)

and the result follows as before.
This extension of the pull-back operation allows us to make a considerable fur-

ther generalization to a much wider class of maps, F. The condition of Definition 5.5
makes sense for any C∞ map

F : Rk −→ Rn.(5.23)

Proposition 5.13. Suppose F is any C∞ map, as in (5.23), which is transver-
sal to an embedded hypersurface H ⊂ Rn, then F−1(H) is an embedded hypersurface
and

F ∗ : Im(Rn, H) −→ IM (Rk, F−1(H)) M = m+
n− k

4
(5.24)

is well defined by continuity from (5.1).

Proof. The trick here is to consider some related maps. First is the graph-
map of F :

Fgr : Rk −→ Rk × Rn, Fgr(y) = (y, F (y))(5.25)
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and then the projection

π : Rk × Rn −→ Rn.(5.26)

The second of these is of the form (5.21), if the coordinates are suitably relabelled.
The first is locally of the form (5.2). Indeed the map

GF : Rk+n −→ Rk+n, GF (y, x) = (y, x+ F (y))(5.27)

is a diffeomorphism and

Fgr = GF ◦ F ′, F ′(y) = (y, 0).(5.28)

This decomposes F into a product

F = π ◦GF ◦ F ′(5.29)

of three maps. To the outer two maps (5.9) applies and the invariance of the
conormal spaces under diffeomorphisms was discussed earlier. Thus the general
case of (5.9) follows from

(π)∗ : Im(Rn, H) −→ Im−
k
4 (Rk+n,Rk ×H)(5.30)

(GF )∗ : Im−
k
4 (Rk+n,Rk ×H)←→ Im−

k
4 (Rk+4, G−1

F (Rk ×H))(5.31)

(F ′)∗ : Im−
k
4 (Rk+n, GF (Rk ×H)) −→ Im+n−k

4 (Rk, F−1(H)).(5.32)

The first two are immediate. The third follows if we check that F ′ is transversal to
G−1
F (Rk ×H) and

(F ′)−1(G−1
F (Rk ×H)) = F−1(H).(5.33)

This however follows from (5.28), so the proposition is proved. �

One simple example of the use of pull-back, as in Proposition 5.13 is to note
that for each ω ∈ Sn−1 the map

Fω : R× Rn 3 (t, x) 7−→ t− x · ω ∈ R(5.34)

is transversal to the point-hypersurface {0} ⊂ R. Thus the distributions that we
have already been freely using (!) can be interpreted this way:

δ(t− x · ω) = F ∗ωδ0.(5.35)

We shall make more substantial use of pull-back later.
Next we turn to consideration of the push-forward operation. This is dual to

pull-back. Thus if F : Rk −→ Rn is any C∞ map and u ∈ C−∞c (Rk)

F∗(u)(φ) = u(F ∗φ) ∀ φ ∈ C∞c (Rn).(5.36)

It is important to note that the push-forward of a distribution with compact support
under any C∞ map is well-defined. In fact

F∗ : C−∞c (Rk) −→ C−∞(Rn)(5.37)

is continuous, since it is the dual to a continuous map. This is in contrast to the pull-
back operation. However, as a manifestation of the ‘preservation of mathematical
difficulty’ trouble appears elsewhere. Namely, in general,

F∗(C∞c (Rk)) 6⊂ C∞c (Rn).(5.38)
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Thus push-forward can introduce singularities. For example if F : Rk −→ R has
F (x) = 0 for all x ∈ Rk and φ ∈ C∞c (R) then

F∗(φ) = (
∫
φdx) · δ0.(5.39)

Exercise 5.5. Prove (5.39).

The natural question we ask is when is F∗(Imc (Rk, H)), for H ⊂ Rk a hy-
persurface, contained in the space of conormal distributions associated to some
hypersurface. We find an answer to this later, for the moment we just investigate
the singular support of F∗(u) when u is conormal.

Let F be the projection (5.21), and consider any u ∈ C−∞c (Rk), φ ∈ C∞c (Rk)
then

F ∗φ(y, θ) = φ(y)(5.40)

where we write the coordinates x1, . . . , xk in Rk in the form yj = xj , j ≤ n, and
θj = xj−n, 1 ≤ j ≤ p = k − n. Thus

F∗u(φ) =
∫
u(y, θ)φ(y)dydθ = 〈

∫
u(y, θ′)dθ′, φ〉,(5.41)

at least formally, i.e.

F∗u(y) =
∫
u(y, θ)dθ if F is as in (5.21)(5.42)

In this case certainly u ∈ C∞c (Rk) =⇒ F∗u ∈ C∞c (Rn). Since, for this map, it is
clear that

supp(F∗u) ⊂ F (supp(u))(5.43)

we deduce that

singsupp(F∗u) ⊂ F (singsupp(u)) ∀ u ∈ C−∞c (Rk).(5.44)

This simple result can be strengthened significantly in the case of conormal
distributions. If H ⊂ Rk is a hypersurface (i.e. a smoth submanifold of codimension
one) and F is given by (5.21) set

CH = {x ∈ H;H is tangent to the fibre of F at x} ,(5.45)

where the fibre of F through x is {x′;F (x′) = F (x)}. This definition can be rewrit-
ten in various ways. The most important is in terms of any defining function
h ∈ C∞(Rn) of H :

x̄ ∈ CH ⇐⇒ x̄ ∈ H, x̄ = (ȳ, θ̄) and dθh = 0 at (ȳ, θ̄).(5.46)

Thus at a point of CH any defining function h of H is stationary when restricted
to the fibre of F through the point.

Proposition 5.14. If F is the map (5.21) and H ⊂ Rk is a C∞ hypersurface
then

singsupp(F∗u) ⊂ F (CH) ∀ u ∈ Imc (Rk, H).(5.47)
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Proof. We want to show that if ȳ ∈ Rn is such that

(ȳ, θ) /∈ CH ∀ θ ∈ Rk−n then for u ∈ Imc (Rk, H)

F∗(u) is C∞ near ȳ.
(5.48)

This is just saying that φF∗(u) ∈ C∞(Rk) for some φ ∈ C∞c (Rk) with φ(ȳ) 6= 0. We
can assume that the support of u is in a small neighbourhood of x̄ ∈ F−1(ȳ), and
then use a partition of unity to prove the general result. The condition x̄ /∈ CH ,
which follows from (5.48) if x̄ ∈ H, means that

dθh 6= 0 at x̄.(5.49)

Renumbering the θ variables we can therefore assume that

∂θph(ȳ, θ̄) 6= 0, p = k − n.(5.50)

The implicit function theorem shows that locally near (ȳ, θ̄)

h(y, θ) = g(y, θ)(θp − τ(y, θ′)), θ′ = θ1, . . . , θp−1, g 6= 0, p = k − n(5.51)

with g and τ both C∞ functions. Thus θp − τ(y, θ′) is also a defining function for
H. The diffeomorphism

(y, θ) 7−→ (y, θ′, θp + τ(y, θ′))(5.52)

reduces H to {θp = 0}. Thus u ∈ Imc (Rk, H) with support in a small neighbourhood
of (ȳ, θ̄) can be written

u(y, θ) =
1

2π

∫
ei(θp−τ(y,θ′))ξa(y, θ′, ξ)dξ.(5.53)

Then

F∗u(y) =
1

2π

∫
ei(θp−τ(y,θ′))ξa(y, θ′, ξ)dξdθ

=
1

2π

∫
eiθ
′
p·ξa(y, θ′, ξ)dξdθ′dθ′p

(5.54)

where the transformation θ′p = θp − τ(y, θ′) has been made in the variables of
integration. From the continuity of the push-forward map we know that

u ∈ Imc (Rk, H) =⇒ F∗u ∈ HM (Rn), M = M(m),(5.55)

i.e. F∗u is in a fixed Sobolev space depending only on the order of the symbols.
Since

Dα
yF∗u =

1
2π

∫
eiθ
′
pξ(Dα

y a)(y, θ′, ξ)dξdθ′dθ′p(5.56)

corresponds to a symbol of the same order, independent of α, we conclude that
F∗u ∈ C∞(Rn). This proves the proposition. �

Although Proposition 5.14 applies only to F of the form (5.21) we can again
easily extend it. A C∞ map (5.23) is said to be a submersion if its differential has
constant rank. The implicit function theorem shows that by a change of coordinates
in both range and domain it can always be brought, locally, to the form (5.21). Since
the hypothesis in Proposition 5.14 is stated in a coordinate-independent form we
can generalize it as follows.
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Corollary 5.2. If F : Rk −→ Rn is a submersion and H ⊂ Rk is an embedded
hypersurface with

CH,F = {x ∈ Rk;∃ v ∈ TxRk, v ∈ TxH but F∗(v) 6= 0}(5.57)

then

singsupp(F∗u) ⊂ F (CH,F ) ∀ u ∈ Imc (Rk, H).(5.58)

Another case in which we can analyse the form of the push-forward is for the
map (5.2), where k ≤ n. Then for any u ∈ C−∞c (Rk)

F∗u(φ) = u(F ∗φ) =
∫
u(y)φ(y, 0, . . . , 0)dy.(5.59)

In this case

F∗(u)(x) = u(x1, . . . , xk)(5.60)

and we see immediately that

F∗(u) ∈ Im+n−k
4 (Rn, H × Rp) if u ∈ Imc (Rk, H) and F is as in (5.2).(5.61)

We shall examine more general push-forward results in Chapter 7.
Remarks: Clarify comment in paragraph after (5.20). Improve sentence sur-

rounding (5.29).



CHAPTER 6

Forward fundamental solution

Next we proceed to the construction of the forward fundamental solution for
the perturbed wave operator PV . The results of Chapter 5 are used to bound the
singular support of a parametrix in the course of the construction.

Theorem 6.2. If V ∈ C∞c (Rn) there is a unique distribution E ∈ C−∞(R2n+1)
with the properties

supp(E) ⊂ {t ≥ 0} = [0,∞)× R2n and(6.1)

PV E(t, x, x′) = δ(t)δ(x− x′);(6.2)

this distribution has the two additional properties

supp(E) ⊂ {t ≥ |x− x′|} and(6.3)

singsupp(E) ⊂ {t = |x− x′|}.(6.4)

We shall construct E satisfying (6.1) and (6.2) by iteration using the forward
parametrix found in Lemma 4.11, after a little surgery. We then use a simple duality
argument to conclude the uniqueness of such a forward fundamental solution and
hence get the improved support estimate (6.3).

Our pruning of the forward parametrix is based on the bound (4.28), i.e. (6.4),
for the singular support of E′ defined by (4.25). The non-rigorous argument fol-
lowing Lemma 4.12 is bolstered by Proposition 5.14. Thus in (4.25) we know that
G is given by (4.9) where

v = v+ + v−, v± ∈ I
n
4−

3
2 (R2n+1 × Sn−1, {t = ±(x− x′) · ω}).(6.5)

For either of these two hypersurfaces to be tangent to the ω-fibres in the push-
forward in (4.9) requires that x = x′ or

dω [(x− x′) · ω] = x− x′ − [(x− x′) · ω]ω = 0.(6.6)

Since t = ±(x − x′) · ω this certainly implies that |t| = |x − x′|. Thus the singular
support of G in (4.9) is contained in |t| = |x − x′|. In (4.12) and (4.13), G has
been modified by a C∞ term so that its Taylor series vanishes at t = 0, at least in
x 6= x′. When E′ is defined by (4.25) it therefore does not acquire any singularities
at t = 0, away from x = x′. This completes the proof of Lemma 4.12.

Now we know that E′ in (4.25) is smooth away from the forward light cone
t = |x−x′| (since it is zero in t < 0), we can reduce its support, without destroying
the parametrix property. Ideally we should like to find a parametrix with support
in the cone t ≥ |x − x′| but we cannot do this directly since we do not know at
this stage that E′ is smooth up to the cone from the outside (although it is.) Let
ρ ∈ C∞(R) be a cut-off function chosen so that

ρ(s) = 1 if s > −1, ρ(s) = 0 if s < −2.(6.7)

49
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Figure 1. Support of E′′

Then consider

E′′(t, x, x′) = ρ(t− |x− x′| − 1
2

)E′(t, x, x′).(6.8)

This is well-defined since ρ(t − |x − x′| − 1
2 ) is C∞ on the support of E′, being

constant near the singular set t = |x− x′| in t ≥ 0. Moreover

E′′ − E′ ∈ C∞(R2n+1) and supp(E′′) ⊂ {t ≥ 0} ∩ {t ≥ |x− x′| − 3
2
}.(6.9)

This modified version of the parametrix satisfies

PV E
′′ = δ(t)δ(x− x′)−R(t, x, x′), R ∈ C∞(R2n+1),

supp(R) ⊂ {t ≥ 0} ∩ {t ≥ |x− x′| − 2}.
(6.10)

The remainder term here defines an operator, as usual denoted by R,

Rf(t, x) =
∫
R(t− t′, x, x′)f(t′, x′)dt′dx′.(6.11)

The support condition on the kernel in (6.10) means that R extends by continuity
to some distributions without compact support. The distributions to which it can
be applied are as follows:

Definition 6.7. A distribution u ∈ C−∞(Rn+1) is said to have past-compact
support if

for every K ⊂⊂ Rn+1,

{(t′, x′) ∈ supp(u); t′ − t ≤ −|x− x′| for some (t, x) ∈ K} ⊂⊂ Rn+1.
(6.12)

Let C−∞PC ([0,∞) × Rn) denote the subspace of C−∞(Rn+1) consisting of those
distributions with past-compact support. Let C−(t′,x′) be the past light cone of PV
based at (t′, x′) :

C−(t′,x′) = {(t, x) ∈ Rn+1; t− t′ ≤ −|x− x′|}.(6.13)

The condition (6.12) is equivalent to

C−(a,0) ∩ supp(u) ⊂⊂ Rn+1 ∀ a ∈ R⇐⇒ u ∈ C−∞PC (Rn+1)(6.14)

since for each fixed point (t′, x′) when a is large enough C−(t′,x′) ⊂ C−(a,0). If µ ∈
C∞(R) has µ(s) = 1 in s < − 3

4 and µ(s) = 0 in s > − 1
4 then φ(t, x) = µ(t − 1 +

( 1
4 + |x|2)−

1
2 ) satisfies

φ(t, x) = 0 if (t, x) /∈ C−(1,0), φ(t, x) = 1 if (t, x) ∈ C(0,0).(6.15)

Set φa(t, x) = φ(t− a, x) for any a ∈ R. Then if u ∈ C−∞PC (Rn+1), φau has compact
support. We can topologize C−∞PC (Rn+1) as a complete locally convex topological
vector space by using the seminorms from C−∞(Rn+1) together with the seminorms
of C−∞c (Rn+1) on φau for each a. The related space of smooth functions, C∞PC(Rn+1),
is defined by the same support conditions, with C−∞ replaced by C∞ throughout.
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Lemma 6.14. The operator, R, defined by (6.11) extends to a continuous linear
operator

R : C−∞PC (Rn+1) −→ C∞PC(Rn+1).(6.16)

Proof. Suppose ψ ∈ C∞c (Rn+1). Then, for any a ∈ R, ψR(φau) is well-defined
(and C∞) if u ∈ C−∞PC Rn+1) since φau has compact support. In fact

ψRu = lim
a→∞

ψR(φau)(6.17)

is actually independent of a for a sufficiently large. To see this just note that the
support of the kernel of the operator ψR is contained in the set

{(t, x, t′, x′); t− t′ > |x− x′| − 2 for some (t, x) ∈ supp(ψ)}.(6.18)

This is contained in the region where φa = 1 if a is large enough. Thus Ru is
well-defined by (6.17) if u has past compact support. The same type of argument
shows that Ru also has past-compact support. �

Since the proof of Lemma 6.14 only uses the support property of the kernel if
follows that the parametrix E′′ has the same property, without being regularizing:

E′′ : C∞PC(Rn+1) −→ C−∞PC (Rn+1).(6.19)

In fact more is true, namely E′′ acts on both C∞ functions and distributions.

Lemma 6.15. The parametrix E′′ gives a continuous linear operator

E′′ : C∞PC(Rn+1) −→ C∞PC(Rn+1)(6.20)

and extends by continuity to

E′′ : C−∞PC (Rn+1) −→ C−∞PC (Rn+1).(6.21)

Proof. Suppose f ∈ C∞c (Rn+1). The definition of E′′f can be written in terms
of

M±f(t, x, t′, ω) =
∫

Rn

v±(t− t′, x, x′, ω)f(t′, x′)dx′,

Q(t, x, t′, ω) =
∫

Rn

h(t− t′, x, x′, ω)f(t′, x′)dx′
(6.22)

as

E′′f(t, x) =

t∫
−∞

∫
Sn−1

[M+(t, x, t′, ω) +M−(t, x, t′, ω) +Q(t, x, t′, ω)] dωdt.(6.23)

Now Q in (6.22) is certainly C∞, but so indeed are M±. To see this just interpret
the x′-integral as push-forward, and apply Proposition 5.14. The x′-fibres are never
tangent to the hypersurface t − t′ = (x − x′) · ω so M±, and hence E′′f, are C∞.
Thus we have shown

E′′ : C∞c (Rn+1) −→ C∞(Rn+1).(6.24)

However (6.20) follows from this and (6.19), because

C∞PC(Rn+1) = C−∞PC (Rn+1) ∩ C∞(Rn+1).(6.25)
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To prove (6.21) we can use a duality argument. The transpose of (E′′)t has
kernel (E′′)t(t, x, x′) = E′′(−t, x′, x). It therefore also has the mapping property
(6.24). Thus, by duality

E′′ : C−∞c (Rn+1) −→ C−∞(Rn+1).(6.26)

From this (6.21) follows. �

Consider again the identity (6.10). Under the reflection t → −t the wave
operator is preserved, so writing E′′− for the t-convolution operator with kernel
E′′(−t, x, x′) and R− for R(−t, x, x′), we get

PV · E′′− = Id−R.(6.27)

Taking the transpose of (6.27) and denoting (E′′−)t(t, x, x′) by Ẽ′′(t, x, x′) = E′′(t, x′, x)
and Rt(t, x, x′) by R̃(t, x, x′) = R(t, x′, x) we find that Ẽ′′ is a left forward para-
metrix

Ẽ′′ · PV = Id−R̃.(6.28)

The importance of (6.28) is that it gives regularity results for solutions of the
equation. Note that Ẽ′′ also has the mapping properties (6.20) and (6.21) and hence
that (6.28) holds as an identity for operators on C−∞PC (Rn+1). Thus we conclude that

PV u ∈ C∞(Rn+1), u ∈ C−∞PC (Rn+1) =⇒ u ∈ C∞PC(Rn+1).(6.29)

Indeed, applying (6.28)

u = R̃u+ Ẽ′′(PV u)(6.30)

and then (6.21) shows that the second term on the right is C∞. Applied to operators
this argument gives

Lemma 6.16. If E1 and E2 are two (right) parametrices for PV which act on
C−∞PC (Rn+1) then E1 − E2 has a smooth kernel.

Proof. An operator has a smooth kernel if and only if it maps C−∞c (Rn+1) to
C∞(Rn+1). If f ∈ C−∞c (Rn+1) then, by assumption, u = E1f − E2f ∈ C−∞PC (Rn+1)
and PV u is C∞. Thus (6.29) shows that E1f −E2f is C∞, proving the lemma. �

To make use of Lemma 6.16 we shall recall the construction of the parametrix
E′′. With some slight modifications this gives other parametrices to which we can
usefully apply Lemma 6.16.

Lemma 6.17. For any ξ ∈ Rn with |ξ| < 1 there is a right parametrix E′′ξ of
PV satisfying the support conditions

supp(E′′ξ ) ⊂ {t ≥ (x− x′) · ξ} ∩ {t ≥ |x− x′| − 2}.(6.31)

Proof. To construct E′′ξ we retrace the construction of E′ and hence E′′ = E′′0
through (4.25), Lemma 4.11, (4.8) and (4.5) but replacing the initial surface t = 0
by t = x · ξ. It is straightforward to check that this makes no essential difference,
provided |ξ| < 1. For example in place of (4.25) we get

E′′ξ = iH(t− t′ − (x− x′) · ξ)G̃ξ(t, x, t′, x′).(6.32)

Again (4.28) holds in view of the argument following (6.5). This proves the lemma.
�
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We can use this abundance of right forward parametrices and the regularity
result Lemma 6.16 to construct a better right parametrix.

Lemma 6.18. Suppose Ξ = {ξ1, . . . , ξN} ⊂ {ξ ∈ Rn; |ξ| < 1} is any finite set,
then there exists a forward, right parametrix EΞ for PV with

supp(EΞ) ⊂ LΞ =
⋂
ξ∈Ξ

{(t, x, x′) ∈ Rn+1; t ≥ (x− x′) · ξ}.(6.33)

Proof. We already know this when Ξ has only one element so we proceed by
induction over the number of elements of Ξ. Suppose therefore that we know the
result for Ξ and wish to add another element ξ, i.e. construct EΞ′ for Ξ′ = Ξ∪{ξ}.
By Lemma 6.16 the difference satisfies

EΞ − E′′ξ = F ∈ C∞(R2n+1) and supp(F ) ⊂ {t ≥ (x− x′) · ξ} ∪ LΞ.(6.34)

Now since the set t = 0, x = x′ is in the boundary of the support, F must vanish
to infinite order there. By introducing polar coordinates around this set F can be
decomposed as a difference

F = FΞ − Fξ with FΞ, Fξ ∈ C∞(R2n+1),

supp(FΞ) ⊂ LΞ, supp(Fξ) ⊂ {t ≥ (x− x′) · ξ}.
(6.35)

This of course means that

EΞ′
def→= EΞ − FΞ = E′′ξ − Fξ(6.36)

is a forward parametrix with support in the intersection of the supports, i.e. LΞ′ .
This proves the lemma. �

By choosing Ξ to be a close enough approximation to the boundary of the ball
in Rn we can certainly arrange that

LΞ ⊂ {t ≥ (1− ε)|x− x′|},(6.37)

for any preassigned ε > 0. Choosing such a set Ξ let Eε = EΞ be the corresponding
forward parametrix. Thus the support is in a cone only slightly larger than desired
for (6.3). Let Rε be the corresponding remainder term in

PV · Eε = Id−Rε.(6.38)

The support condition means that all powers of R, as an operator, are defined,
since in particular they all act on distributions with past-compact support. Let
Rk(t, x, x′) be the kernel of Rk as a convolution operator in t.

Lemma 6.19. For each T > 0 there is a constant C = C(T ) such that

|Rk(t, x, x′)| ≤ Ck+1 t
k

k!
in t < T.(6.39)

Proof. As noted earlier we can assume that all the Eξ, and hence Eε and the
remainder Rε, are functions only of t and x−x′ outside some region |x−x′| < Ct+C
for C large. This means that Rε satisfies a uniform estimate

|Rε(t, x, x′)| ≤ C ′T in t < T.(6.40)
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The kernels Rk are defined iteratively, with R1 = Rε by the integrals

Rk(t, x, x′) =
∫

|x−x′′|<(1−ε)t

t∫
0

Rk−1(t− t′, x, x′′)Rε(t′, x′′, x)dt′dx′′,(6.41)

where the limitation on the domain of integration comes from the fact that t′ ≥ 0
on supp(Rk−1) and (6.33). Clearly therefore

supp(Rk) ⊂ {(t, x, x′); t ≥ (1− ε)|x− x′|}.(6.42)

More importantly from (6.41) we can get the uniform estimates on the Rk.
Inserting (6.39), for k − 1, and (6.40) in (6.41) gives the same estimate, (6.39), for
Rk (provided CT is large enough) since the volume of the domain of integration is
bounded above. �

Of course the importance of (6.39) is that it shows the Neumann series

R′(t, x, x′) =
∞∑
k=1

Rk(t, x, x′)(6.43)

to be uniformly exponentially convergent as a series of continuous functions. Think-
ing in terms of operators we can write

R′ = R+R2 +R ·R′ ·R.(6.44)

This shows that R′ ∈ C∞(R2n+1). From (6.43) we also have the desired inversion
property:

(Id +R) · (Id−R′) = Id,(6.45)

as operators on C−∞PC (Rn+1). Inserting this in (6.38) gives:

E(t, x, x′) = Eε(t, x, x′) +
∫
Eε(t− t′, x, x′′)R′(t′, x′′, x′)dx′′dt′(6.46)

satisfing (6.1) and (6.2), for any ε > 0. Here of course R′ really depends on ε.
Moreover,

PV · E = PV · Eε − PV · Eε ·R′ = Id +Rε − (Id +Rε) ·R′ = Id,(6.47)

which is just (6.2).

Proof. Proof of Theorem 6.2 We have succeeded, according to (6.47) in show-
ing the existence of a forward fundamental solution with support in the cone
t > (1 − ε)|x − x′|. This is a right inverse for PV . The argument leading from
(6.27) to (6.28), time reversal and the taking of the transpose, shows that it cor-
responds to a similar left inverse, also acting on distributions with past-compact
support. The proof of the regularity result Lemma 6.16 now shows that any two
right forward fundamental solutions must be equal. Thus E in (6.46) must in-
deed be independent of ε > 0. This proves the support property (6.3), as well as
the uniqueness statement. Finally the estimate (6.4) on the singular support of E
follows from (4.28) and the fact that E − E′ is C∞. Notice also that

E(t, x, x′) = E(t, x′, x)(6.48)
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so that left and right forward parametrices are equal. Indeed, writing Ẽ for the
operator with kernel E(t, x′, x), (6.48) follows from the usual group identity:

Ẽ = Ẽ · PV · E = E(6.49)

interpreted as an operator equation on C∞PC(Rn+1). �

The support property (6.3) of the forward fundamental solution allows us to
prove existence and uniqueness for the forcing problem for PV . Thus, for T ∈ R set

Ċ−∞([T,∞)× Rn) =
{
u ∈ C−∞(Rn+1); supp(u) ⊂ [T,∞)× Rn

}
.(6.50)

The topology on Ċ−∞([T,∞)×Rn) is given by the seminorms on C−∞(Rn) together
with the seminorms of C−∞c (Rn+1) on φ(t, x)u where φ ranges over those functions
in C∞(Rn+1) with support meeting [T,∞)×Rn in a compact set and u ranges over
Ċ−∞([T,∞)×Rn). It is straightforward to check that C∞c ((T,∞)×Rn) is dense in
Ċ−∞([T,∞)× Rn) in this topology.

Proposition 6.15. For each T ∈ R and V ∈ C∞c (Rn)

PV : Ċ−∞([T,∞)× Rn) −→ Ċ−∞([T,∞)× Rn)(6.51)

is an isomorphism.

Proof. Certainly PV is a map as in (6.51). Since

Ċ−∞([T,∞)× Rn) ⊂ C−∞PC (Rn+1) ∀ T ∈ R(6.52)

the forward fundamental solution acts continuously on Ċ−∞([T,∞)×Rn). Moreover
the support property (6.3) implies that

E : Ċ−∞([T,∞)× Rn) −→ Ċ−∞([T,∞)× Rn).(6.53)

Thus (6.47) extends by continuity to these spaces. The same applies to the other
inversion identity E · PV = Id proving the proposition. �

This shows that the forcing problem

PV u = f, f ∈ C∞(Rn+1), f = 0 in t < T

has a unique solution with u = 0 in t < T.
(6.54)

The time-reversibility of PV shows that E−(t, x, x′) = E(t, x, x′) is the unique
backward fundamental solution and so with the obvious notation

PV : Ċ−∞((−∞, T ]× Rn) −→ Ċ−∞((−∞, T ]× Rn)
is an isomorphism ∀ T ∈ R.

(6.55)

The forward fundamental solution, E, differs from the parametrix, E′, by a
smoothing operator. To understand more precisely the structure of the singularity
(on the forward light cone) of the kernel, E, we need only analyse the parametrix.
The main step in doing this is to discuss with more precision the push-forward of
conormal distributions, so that we can examine G in (4.9).

Remark: Have distributions on Sn−1 been defined? Check out the G’s and E’s
and their primed and tilded versions. In the statement preceeding (6.40) have we
noted earlier ... and if so where?





CHAPTER 7

Symbolic properties of conormal distributions

We shall now introduce a coordinate-independent symbol mapping for conor-
mal distributions associated to a hypersurface and then discuss how the symbol
transforms under pull-back, subject to the transversality condition (5.3). Next we
discuss a related condition which suffices to ensure that the push-forward of a conor-
mal distribution is conormal and we then again describe the effect on the symbol
map.

Recall that we defined the space of conormal distributions of order m ∈ R
associated to the ‘model’ hypersurface H = {x1 = 0} by

u ∈ Imc (Rn, H)⇐⇒ u ∈ C−∞c (Rn) s.t.

ũ(ξ, x′) = 2
n
2−1π

n
4

∫
e−ix1ξu(x1, x

′)dx1 ∈ Sm+n
4−

1
2 (Rn−1; R).

(7.1)

The ‘full’ symbol of u ∈ Imc (Rn, H) is this normalized one-dimensional Fourier
transform ũ. The presence of the normalization factor is simply so that the map
will be more consistent with the symbol map for Lagrangian distributions defined
later. Since this factor depends only on the dimension of the space it is not very
significant. To get invariance under coordinate transformations we need to check
how the symbol ũ transforms under maps preserving H. To get a simple transfor-
mation law it turns out that we have to drop a substantial part of the information
contained in ũ. In particular consider the leading part of the symbol

σ̃m(u) = [ũ] ∈ Sm+n
4−

1
2 (Rn−1,R)/Sm+n

4−
3
2 (Rn−1,R).(7.2)

Even then, to get proper invariance for this equivalence class of symbols, we need
to add a density factor and set:

σm(u) = σ̃m(u)|dξ| ∈ Sm+n
4−

1
2 (N∗H)⊗ Ωfibre/S

m+n
4−

3
2 .(7.3)

We proceed to explain the notation in (7.3). First observe the convention that
we do not, for brevity, repeat the spaces in the denominator, i.e. the quotient in
(7.3) is really

Sm+n
4−

1
2 (N∗H)⊗ Ωfibre/S

m+n
4−

3
2 (N∗H)⊗ Ωfibre.(7.4)

Now the space N∗H is just Rn−1×R. However we identify it with the conormal
bundle of H :

N∗xH = {dh(x);h ∈ C∞(Rn), h = 0 on H}, ∀ x ∈ H.(7.5)

Of course any function h which vanishes on H is of the form h = x1f, f ∈ C∞(Rn).
Thus the differential of h is just

dh = f(0, x′)dx1 = ξdx1 at x = (0, x′) ∈ H.(7.6)

57
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Thus a general point of N∗H is just a pair (x, ξdx1), giving the identification

N∗H ≡ Rn−1 × R.(7.7)

This identification depends on the coordinate system, so we need to examine how
coordinate changes affect ũ. This is done below.

First however we have to define Ωfibre. Suppose V is any real vector space of
dimension q. Then consider

ΛkV = {w ∈ V ⊗ · · · ⊗ V ;w is totally antisymmetric}(7.8)

where antisymmetry is under each exchange of a pair of factors of V. Each of the
spaces ΛkV is a vector space. Moreover ΛqV is one-dimensional. Set

ΩV = {u : Λq(V ∗) −→ R;u(sγ) = |s|u(γ) ∀ γ ∈ Λq(V ∗)}.(7.9)

Thus ΩV is the space of absolutely homogeneous (not linear) functions on Λq(V ∗).
Clearly ΩV is itself a one-dimensional vector space. In fact there is a map

ΛqV 3 µ 7−→ |µ| ∈ Ω(7.10)

since each µ ∈ ΛqV can be identified with some µ′ ∈ (Λq(V ∗))′ . However the map
(7.10) is not linear.

The space

(Ωfibre(N∗H))x = Ω[(N∗xH)∗] ∀ x ∈ H(7.11)

is spanned by |dξ| at each point x ∈ H. Thus the notation (7.3) means that σm(u)
is to be interpreted as a product (strictly speaking an equivalence class of products)

a ∈ Sm+n
4−

1
2 (N∗H)× b′ = b(x)|dξ| ∈ C∞(H,Ωfibre).(7.12)

In this sense the tensor product is over C∞(H), i.e.

ab′ = ãb̃′ iff ∃ g ∈ C∞(H), g 6= 0, a = gã, b̃′ = gb′.(7.13)

With these preliminaries the definition (7.3) now makes sense. Of course σm(u)
contains precisely the same information about u as does σ̃m(u). The important prop-
erty of σm(u) is that it transforms in a simple way under a change of coordinates.
To make sense of this statement we need to note that N∗H and Ωfibre are both
natural objects. That is they have ‘obvious’ transformations laws under changes
of coordinates i.e. we need to show that any diffeomorphism of Rn preserving H
induces natural maps on N∗H and on Ωfibre.

From the definition, (7.5), of the fibre of N∗H, there is an obvious map

F ∗ : N∗H −→ N∗H if F : Rn −→ Rn

is a diffeomorphism with F (H) ⊂ H.
(7.14)

Namely if f ∈ C∞Rn) and f = 0 on H then

F ∗ (F (x), df(x)) = (x, d(f ◦ F )(x)).(7.15)

This certainly gives a pull-back map for functions on N∗H.
Consider the effect on ΩV of a linear transformation on V. If L : V −→ W

is an isomorphism of vector spaces then the dual map L∗ : W ∗ −→ V ∗ is also
an isomorphism. These maps extend to the tensor powers, and hence to Λk(V ∗).
Finally then this gives a linear isomorphism

L∗ : ΩV −→ ΩW.(7.16)
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Here if ν : Λq(V ∗) −→ R is a V -density (an element of ΩV ) then

L∗ν(γ) = ν(L∗γ), L∗ : ΛqW ∗ −→ ΛqV ∗(7.17)

being the transpose isomorphism.

Lemma 7.20. Let v1, . . . , vq and w1, . . . , wq be bases for V and W, then |v1 ∧
· · · ∧ vq| and |w1 ∧ · · · ∧ wq| are bases for ΩV and ΩW and if

Lvi =
q∑
j=i

Lijwj(7.18)

then

L∗|v1 ∧ · · · ∧ vq| = |detLij ||w1 ∧ · · · ∧ wq|.(7.19)

Proof. Let v∗i and w∗i be the dual bases of V ∗ and W ∗ respectively. Then the
transpose if defined by

L∗w∗i =
q∑
j=1

Ljiv
∗
i .(7.20)

This gives the identity

L∗v1(∧ · · · ∧ vq)(w∗1 ∧ · · · ∧ w∗q ) = v1 ∧ · · · ∧ vq(L∗w∗1 ∧ · · · ∧ L∗w∗q ) = det(Lij)
(7.21)

which implies (7.19). �

Exercise 7.6. The transformation law (7.19) is the reason that densities ap-
pear in relation to integration. Let X be a manifold and for each x ∈ X let TxX
and T ∗xX be respectively the tangent and cotangent spaces of x. Conventionally we
set

ΩxX = Ω(T ∗xX).(7.22)

[This corresponds to the fact that, by definition, the form bundles ΛkX on X
have fibres ΛkxX = Λk(T ∗xX).] Thus if x1, . . . , xn are local coordinates in X then
dx1 . . . , dxn is a basis for T ∗xX locally and hence |dx1 ∧ · · · ∧ dxn| is a basis for
ΩxX. As a coordinate change x = X(y) induces the transformation (7.19) which is
conventionally written

|dx1 ∧ · · · ∧ dxn| =
∣∣∣∣∂X∂y

∣∣∣∣ |dy1 ∧ · · · ∧ dyn|.(7.23)

Thus if ν : X −→ ΩX is a continuous section of compact support then
∫
X

ν is

invariantly defined.

This explains the precise meaning of (7.3), since |dξ| ∈ (Ωfibre)x for each x ∈ H.
Now F ∗ gives a fibre-preserving (linear bundle) isomorphism of N∗H which can be
written

F ∗(F ′(0, x′), ξdx1) = (x′, ξ
∂a

∂x1
(0, x′)dx1).(7.24)

Thus F induces an isomorphism

F# : SM (N∗H)⊗ Ωfibre −→ SM (N∗H)⊗ Ωfibre(7.25)
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by

F#(a(x′, ξ)|dξ|) = a

(
(F ′(0, x′), ξ/

∂a

∂x1
(0, x′)

) ∣∣∣∣ ∂a∂x1
(0, x′)

∣∣∣∣−1

|dξ|.(7.26)

Proposition 7.16. Suppose u ∈ Imc (Rn, H), with H = {x1 = 0} and F :
Rn −→ Rn is a diffeomorphism with F (H) ⊂ H then, in terms of (7.3),

σm(F ∗u) = F#σm(u) mod Sm+n
4−

3
2 (N∗H)⊗ Ωfibre.(7.27)

Proof. We have already examined the transformation properties of conormal
distributions and shown, in Proposition 3.11, that F ∗u ∈ Imc (Rn, H). To prove this
we decomposed F into a product

F = F(2) ◦ F1 ◦ F0(7.28)

where F0, F1 and F(2) are of the respective forms

F0(x1, x
′) = (x1, f(x′)) f invertible

F1(x1, x
′) = (x1α

′(x′), x′) α′(x′) 6= 0

F(2)(x1, x
′) =

(
x1 + x2

1a
′(x), x′ + x1a

′′(x)
)
.

(7.29)

More precisely it was shown in (3.81) that

F ∗(2)u− u ∈ I
m−1
c (Rn, H).(7.30)

Notice that F#
(2) = Id thus (7.30) reduces to (7.27) for F = F(2). Therefore it suffices

to check (7.27) for F = F0 and F = F1 separately.
For F0 given by (7.29)

F#(a(x′, ξ)|dξ|) = a(f(x′), ξ)|dξ|.(7.31)

If, corresponding to the definition of ũ in (7.1),

u = 2−
n
2 π−

n
4−1

∫
eix1ξa(ξ, x′)dξ(7.32)

then

F ∗0 u = 2−
n
2 π−

n
4−1

∫
eix1ξa(ξ, f(x′))dξ.(7.33)

Thus σm(F ∗0 u) = a(ξ, f(x′))|dξ| = F# (σm(u)) . This proves (7.27) for F0.
For F1 we have, from (7.32)

F ∗1 u = 2−
n
2 π−

n
4−1

∫
eix1α(x′)ξa(ξ, x′)dξ

= 2−
n
2 π−

n
4−1

∫
eix1Ξa(Ξ/α(x′), x′)

1
|α(x′)|

dΞ
(7.34)

Thus again

σm(F ∗1 u) = a(Ξ/α(x′), x′)
1

|α(x′)|
|dξ1| = F#

1 (σm(u)).(7.35)

This completes the proof of the proposition. �



7. SYMBOLIC PROPERTIES OF CONORMAL DISTRIBUTIONS 61

Of course this shows that for any C∞ hypersurfaceH ⊂ Rn we get a well-defined
map

Imc (Rn, H) −→ Sm+n
4−

1
2 (N∗H)⊗ Ωfibre/S

m+n
4−

3
2 ,(7.36)

by using (7.3) in any local coordinate in which H = {x1 = 0}.

Lemma 7.21. The linear map (7.36) gives rise to a short exact sequence

0 −→ Im−1
c (Rn, H) −→ Imc (Rn, H)

−→ S
m+n

4−
1
2

c (N∗H)⊗ Ωfibre/S
m+n

4−
3
2

c −→ 0.
(7.37)

where SMc = {a ∈ Sm;π[supp(a)] ⊂⊂ H, π : N∗H −→ H}.

Proof. That (7.36) is surjective is clear from (7.3). Similarly, again from (7.3),
σm(u) = 0 means precisely that ũ(ξ, x) ∈ Sm+n

4−
3
2 (Rn−1,R), i.e. u ∈ Im−1

c (Rn, H).
�

Since Im(Rn, H) is locally equal to Imc (Rn, H) we clearly have alternatively an
exact sequence

0 −→ Im−1(Rn, H) ↪→ Im(R, H)

−→ Sm+n
4−

1
2 (N∗H)⊗ Ωfibre/S

m+n
4−

3
2 −→ 0

(7.38)

where SM (N∗H) is the space of symbols on the fibres of N∗H with support con-
tained in π−1B for some closed subset B ⊂ H.

Having defined the symbol map (7.36) we next wish to consider the effect on
the symbol of the two operations of pull-back and push-forward.

Recall that if G : Rn −→ Rn is a C∞ map then the pull-back of conormal distri-
butions associated to the hypersurface H ⊂ Rn is defined provided G is transversal
to H. The latter condition is precisely

∀ y ∈ Rn s.t. G(y) ∈ H, dG∗h(y) 6= 0

if h ∈ C∞(Rn), h = 0 on H, dh 6= 0 at G(y).
(7.39)

As we have already noted, (7.39) implies that G−1(H) ⊂ Rk is a C∞ hypersurface
for which G∗h is a defining function if h ∈ C∞(Rn) is a defining function for H.
Furthermore

G∗(y, ηdG∗h(y)) = (G(y), ηdh(G(y))(7.40)

defines a C∞ map

G∗ : N∗G−1(H) −→ N∗H(7.41)

which is linear and invertible in each fibre. It therefore induces a map

G# : SM (N∗H)⊗ Ωfibre −→ SM (N∗G−1(H))⊗ Ωfibre

G#(a(x′, ξ)|dξ|) = 2−
n−k

2 π−
n−k

4 −1a(G(y′), ξ)|d(G∗)∗ξ|.
(7.42)

If we introduce local coordinates (y1, y
′) and (x1, x

′) in the domain and range with
x1 = h, y1 = G∗h, so

G(y1, y
′) = (y1, g(y′))(7.43)

then the defining relation in (7.42) becomes simply

G#(a(x′, ξ)|dξ|) = a(G(y′), ξ)|dη|(7.44)
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in terms of the dual variables, ξ to x1 and η to y1.

Proposition 7.17. If G : Rk −→ Rn is a C∞ map transversal to a hypersurface
H ⊂ Rn then

G∗ : Im(Rn, H) −→ Im+n−k
4 (Rk, G−1(H)) and

σm+n−k
4

(G∗u) = G#σm(u).
(7.45)

Proof. Using local coordinates (x1, x
′), (y1, y

′) as in (7.42) we see that

u(x) = 2−
n
2 π−

n
4−1

∫
eix1ξa(ξ, x′)dξ ⇐⇒

G∗u(y) = 2−
k
2 π−

k
4−1

∫
eiy1ξa(ξ, g(y′))dξ.

(7.46)

This immediately gives (7.45). �

A more serious concern is the effect of push-forward on conormal distributions.
Thus suppose

F : Rn −→ Rk,Rn = Rk × Rp, p = n− k(7.47)

is projection onto the first k factors

F (x1, . . . , xn) = (x1, . . . , xk).(7.48)

We shall, as usual, divide the coordinates into x = (y, θ), y ∈ Rk and θ ∈ Rp. If
H ⊂ Rn is a hypersurface we need a condition to guarantee that F∗(u) is conormal
with respect to some hypersurface if u ∈ Imc (Rn, H).

The local condition we impose is

H is at most simply tangent to the fibres of F.(7.49)

If we let

CH = {x ∈ H; the fibre of F through x is tangent to H}(7.50)

be the critical set of H with respect to the map F then we can express (7.49) in
terms of any defining function, h ∈ C∞(Rn), of H. Thus (7.50) can be written

CH = {x ∈ H; dθh(y, θ) = 0, x = (y, θ)}.(7.51)

The condition of simple tangency is just

dθ

(
∂h

∂θj

)
j = 1, . . . , p

are linearly independent at each point of CH .
(7.52)

Lemma 7.22. Under the non-degeneracy condition (7.49), or equivalently (7.52),
CH ⊂ Rn is a C∞ submanifold of codimension p+ 1 and

FC : CH −→ Rk, FC = F |CH ,(7.53)

is locally a diffeomorphism onto a hypersurface.

Proof. This is just the implicit function theorem. Thus at (ȳ, θ) ∈ CH the
independence condition (7.52) means that the p equations

∂h

∂θj
(y, θ) = 0 j = 1, . . . , p(7.54)
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have a unique local solution near (ȳ, θ̄) as equations for θ, and this is given by a
C∞ map

θ = Θ(y)⇐⇒ ∂h

∂θ
(y, θ) = 0.(7.55)

Thus CH = {(y,Θ(y))} ∩H. Now if

h̃(y) = h(y,Θ(y))(7.56)

then dh̃(ȳ) 6= 0 since dh 6= 0 and dθh = 0. Thus the range of (7.53) is locally

F (CH) = {y ∈ Rn; y near ȳ, h̃(y) = 0}.(7.57)

This proves the lemma. �

Suppose we to add to (7.52) the condition that (7.53) be globally a diffeomor-
phism onto a C∞ hypersurface F (CH) (or just work locally). Then there is again a
map

F∗ : N∗CHH −→ N∗[F (CH)](7.58)

given by

(x, ξdh) 7−→ (F (x), ξdh̃(y)), x = (y, θ).(7.59)

To state the result for push-forward we need to take note of two extra objects.
First note that to define the push-forward, F∗(u), of u ∈ C−∞c (Rn), we need

to use the density |dθ| on the fibres of F. Using this density we can construct a
function on N∗[F (CH)] as follows. At any point x̄ = (ȳ, θ̄) of CH let v1, . . . , vp be
any basis of Rp, the fibre of F through x̄, such that

|dθ|(v1 ∧ · · · ∧ vp) = 1.(7.60)

For example ∂θ1 , . . . , ∂θp . Then set

µ(ȳ, ηdh̃) = |η|−
p
2

∣∣∣∣12 det vivjh(ȳ, θ̄)
∣∣∣∣ 12 .(7.61)

Notice that the matrix vivjh is well-defined at (ȳ, θ̄) for any defining function h since
if Vi are C∞ vector fields extending the vi, i.e. with Vi(ȳ, θ̄) = vi, then ViVjh(ȳ, θ̄)
is well-defined, independent of the extension. Moreover if h′ = α(y, θ)h is another
defining function then

ViVjαh(ȳ, θ̄) = αViVjh(ȳ, θ̄).(7.62)

In particular the right hand side of (7.61) is well-defined once the multiple ηh̃ is
prescribed.

The second object is similar, being another function on N∗[F (CH)]. Namely,
consider the signature of the Hessian of the symmetric matrix Hv = vivjh(ȳ, θ̄).
Our convection for the signature is the number of positive minus the number of
negative eigenvalues. Once the sign of h is fixed, notice that the signature is actually
independent of the choice of the vi’s since if

v′i =
p∑
j=1

Qijvj(7.63)

is another choice of basis then Hv′ = Q ·Hv ·Qt. Thus

sgn(H,F )(ȳ, ηdh̃) = sgn vivjh(7.64)
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is actually a locally constant function with integer values on N∗[F (CH)]r0. It also
satisfies

sgn(H,F )(y′,−η) = − sgn(H,F )(y′, η) ∀ (y′, η) ∈ N∗[F (CH)]r0.(7.65)

We can now state the result for push-forward:

Proposition 7.18. If H ⊂ Rn satisfies (7.49) for the map (7.48) and FC
in (7.53) is a diffeomorphism onto a hypersurface then the push-forward operation
gives a map

F∗ : Imc (Rn, H) −→ Im−
n−k

4
(
Rk, F (CH)

)
(7.66)

with the symbolic property

σ(F∗u) = F#σ(u)(7.67)

where

F#(a|dξ|)(y, ξ) = 2−
n−k

2 π
n−k

4 −1e−i
1
4π sgn(H,F )a(F−1

c (y), η)
1

µ(y, η)
|dη|(7.68)

in local coordinates in which h̃ = y1.

The proof of this result is essentially equivalent to the ‘principal of station-
ary phase.’ We shall not describe this fully here but refer instead to the elegant
treatment by Hörmander in [2].

The Morse Lemma allows a hypersurface satisfying the non-degeneracy condi-
tion (7.52) to be brought into a simple normal form locally, in a way that preserves
the fibration. For completeness sake we give a proof, as usual by the homotopy
method.

Lemma 7.23. If H is a hypersurface in Rn satisfying the non-degeneracy con-
dition (7.52) for the map F in (7.48) at (ȳ, θ̄), then there is a fibre-preserving
transformation

G(y, θ) = (y,Θ(y, θ)) such that Θ(ȳ, θ̄) = 0 and

G(H) = {y1 +
q∑
i=1

θ2
i −

p∑
i=q+1

θ2
i = 0}.

(7.69)

Proof. From the proof of Lemma 7.22 we can make a preliminary fibre-
preserving transformation so that G(ȳ, θ̄) = (ȳ, 0) and CG(H) = {y1 = 0, θ = 0}
locally. Thus we can suppose that

h(y, θ) = h̃(y) + g(y, θ)(7.70)

where g(y, 0) = 0 and dθg(y, 0) = 0. By the non-degeneracy assumption the Hessian
of g, ∂2g/∂θ2 must be invertible.

By a linear change of θ variable we can certainly arrange that

∂2g/∂θiπj(ȳ, 0) = 2εiδij , i, j = 1, . . . , p, εi = 1, i ≤ q, εi = −1, i > q.(7.71)

Here of course, 2q − p is the signature of the Hessian. Once (7.71) holds the one-
parameter family of functions

ht = h̃+ tg(y, θ) + (1− t)[
∑
i≤q

θ2
i −

∑
i>q

θ2
i ], 0 ≤ t ≤ 1(7.72)
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satisfies (7.71) for all t ∈ [0, 1]. Thus the derivatives ∂θiht, i = 1, . . . , p are indepen-
dent at θ = 0 for y near ȳ. Since the t-derivative vanishes to second order at θ = 0
we can find p C∞ functions of (t, y, θ), such that

dht
dt

= −
p∑
i=1

Vi(t, y, θ)∂θiht(y, θ).(7.73)

If we regard (V1, V1, . . . , Vp) as a vector field on the fibres of F,

V =
p∑
i=1

Vi(t, y, θ)∂θi(7.74)

and solve the differential equations

dΘi(t, y, θ)
dt

= Vi(t, y,Θ), Θ(0, y, θ) = θ, i = 1, . . . , p(7.75)

we define a 1-parameter family of local fibre-preserving diffeomorphisms, Gt such
that

d

dt
G∗tht = 0, G0 = Id =⇒ G∗1h = h0.(7.76)

Since h0 is of the form (7.69) this proves the lemma. �

Proof. Proof of Proposition 7.18 The problem is certainly a local one, so we
can assume (recalling Proposition 5.14) that u ∈ Im(Rn, H) has its support in some
conveniently small neighbourhood of (ȳ, θ̄) ∈ CH . In particular we can suppose its
support to be within the domain of the fibre-preserving transformation found in
Lemma 7.23. Thus

u(y, θ) = 2−
n
2 π−

n
4−1

∫
ei(y1+|θ′|2−|θ′′|2)τa(y, θ′, θ′′)dτ(7.77)

where θ = (θ′, θ′′). This change of variables does change the fibre-measure involved
in the push-forward. Namely

F∗(u) =
∫
Rp

u(y, θ)J(y, θ)dθ, J(y, θ) = |∂θΘ(y, θ)|.(7.78)

In any case this means that

F∗(u)(y) = 2−
n
2 π−

n
4−1

∫
R

eiy1τ b(y, τ)dτ(7.79)

if

b(y, τ) =
∫
Rp

ei(|θ|
2−|θ′′|2)τa(y, θ, τ)J(y, θ)dθ.(7.80)

To work out the form of b it suffices to integrate out the θ variables successively.

Lemma 7.24. If a ∈ SM (R` × R,R) has support in {|(y, r)| ≤ 1} × R then

a±(y, τ) =
∫
R

e±iτr
2
b(y, r, τ)dr ∈ SM− 1

2 (R`; R)(7.81)
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and if φ ∈ C∞c (R) has φ(τ) = 1 in |τ | ≤ 1

a±(y, τ)− (1− φ(τ))|τ |− 1
2 e∓ sgn(τ)i 14π

∑
k<j

(±i)k

k!τk
∂2k
r b(y, 0, τ)(7.82)

∈ SM− 1
2−j(R`,R) ∀ j.(7.83)

Proof. Certainly a± is C∞, so we only need to consider (1− φ(τ))a± and we
can therefore assume that |τ | ≥ 1 on the support of b. Directly by estimating (7.81)
we have

|a±(y, τ)| ≤ C|τ |M(7.84)

where this just depends on the order of b. Choose ρ ∈ C∞c (R) to be identically equal
to 1 in [−1, 1]. Then, from the assumption on the support of b, (7.81) continues to
hold if ρ(r) is inserted into the integrand. Next replace b by its Taylor series in r
to order 2j. The error term gives a contribution to a± of the form

a±,j(y, τ) =
∫
R

e±iτr
2
r2jbj(y, r, τ)ρ(r)dr(7.85)

where bj is still a symbol of order M. Using the identity

re±iτr
2

= (±iτ)−1 1
2
∂re
±iτr2(7.86)

and integration by parts j times allows a±,j to be written in the form (7.81) with b
replaced by a symbol of order M − j. Moreover differentiation by y leaves the form
unchanged and differentiation by τ either lowers the symbol order by 1 or adds a
factor of r2 which, by integration by parts, also lowers the symbol order by 1. It
therefore follows that

b±,j ∈ SM−j(R`; R).(7.87)

This does not prove (7.81), but allows us to consider only the finite terms
obtained from the Taylor series, we can suppose therefore that b = rkb(k)(y, τ)/k!. If
k is odd the resulting contribution to (7.81) is clearly zero so consider an individual
term

r2kb(2k)b(y, τ)/(2k)!.(7.88)

Integration by parts shows that this contributes to a± a term

a±,k =
∫
R

e±iτr
2
r2j (±i)k

k!τk
b(2k)(y, r, τ)ρ(r)dr(7.89)

since any differentiation of ρ makes a contribution which is rapidly decreasing as
τ →∞. Thus to prove (7.83) so we only need consider the particular case where b
is independent of r :

a±,0(y, τ) =
∫
R

e±iτr
2
b(y, 0, τ)ρ(r)dr.(7.90)

Since the support of the integrand is bounded we can obtain this as a limit where
the exponential is made to be strongly decreasing at infinity

a±,0(y, τ) = lim
ε→0,±ετ>0

∫
R

e±(1+iε)iτr2b(y, 0, τ)ρ(r)dr.(7.91)
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Taking τ > 0 for simplicity the exponential, for ±ε > 0, is rapidly decreasing as
|r| → ∞. Thus the two terms

a±,0(y, τ) = lim
±ε↓0

[α±(ε, τ) + β±(ε, τ)]b(y, 0, τ) τ > 0(7.92)

make sense where

β±(ε, τ) =
∫
R

ei(1+iε)τr2(1− ρ(r))dr.(7.93)

Again integrating by parts in r gives

β =
∫
R

ei(1+iε)τr2W k(1− ρ(r))dr ∀ k, W = −∂r[(1 + iε)τr]−1.(7.94)

This is uniformly, in ±ε ∈ [0, 1], rapidly decreasing as τ →∞ and so contributes a
trivial term to a±,0.

By changing variable of integration to τ
1
2 r note that

lim
±ε↓0

α±(ε, τ) = |τ |− 1
2 lim
±ε↓0

α±(ε, 1).(7.95)

Thus we only need to carry out a simple computation to find that

α± = lim
±ε→0

∫
R

e±i(1+iε)r2dr = π
1
2 e∓i

1
4π.(7.96)

The discussion above shows that the limit exists and its real part

lim
η↓0

∫
R

cos(r2)e−ηr
2
dr ≥ 0.(7.97)

Squaring the integral in (7.96) and introducing polar coordinates gives

α2
± = lim

±ε↓0

∫
[0,2π]

∞∫
0

e±i(1+iε)R2
RdRdφ = lim

±ε↓0
±π[i(1 + iε)]−1 = ∓πi.(7.98)

In view of (7.97) this proves (7.96). This in turn proves (7.83) with the symbol
space of order M − j on the right. However since this is true for all j and the next
term is of order M − j − 1

2 the result as stated follows, completing the proof of
Lemma 7.24. �

Applying Lemma 7.24 repeatedly to (7.77) gives (7.68) in case µ = 1. The
general case follows once the change of variables leading to (7.78) is taken into
account. Indeed at CH we find from

µ(y, dh)−1 = |∂Θ(y, θ)
∂θ

| = J(y, θ)(7.99)

so this factor just corresponds to the Jacobian in Lemma 7.24. �





CHAPTER 8

The wave group and the scattering kernel

The forward fundamental solution for the perturbed wave equation, the exis-
tence of which is shown in Chapter 6, is used to solve the Cauchy problem. Then,
using the modified Radon transform of Lax and Phillips, we define the scattering
kernel and discuss some of its basic properties.

Consider again the Cauchy problem:

PV u = 0 in R× Rn

u|t=0 = u0 and Dtu|t=0 = u1.
(8.1)

Theorem 8.3. If u0, u1 ∈ C∞c (Rn) there is a unique u ∈ C∞(R×Rn) satisfying
(8.1) and the solution satisfies

supp(u) ∩ [−T, T ]× Rn ⊂⊂ R× Rk ∀ T ∈ R.(8.2)

Proof. We can easily find ũ ∈ C∞(R×Rn) which satisfies the initial conditions
and the equation in Taylor series at t = 0. This only involves choosing the Taylor
series of ũ to be

ũ ∼ u0 + (it)u1 +
∑
j≥2

(it)j

j!
uj

with uj+2 = (∆+ V )uj ∀ j ≥ 0.

(8.3)

Then the difference v = u− ũ should satisfy

PV v = f = −PV ũ, v|t=0 = 0 and Dtv|t=0 = 0.(8.4)

Here f ∈ C∞(R× Rn) has all derivatives zero at t = 0. It can therefore be divided
into a ‘forward’ and a ‘backward’ part:

f = f+ + f−, f± ∈ C∞(R× Rn), f±(t, x) = 0 in ± t < 0.(8.5)

We then construct v = v+ + v− by using Proposition 6.15 to solve the two
forcing problems:

Pv± = f± with supp(v±) ⊂ {±t ≥ 0}.(8.6)

This can be done using the forward and backward fundamental solutions:

v±(t, x) =
∫ ∫

E+(±(t− s), x, x′)f±(s, x′)dsdx′.(8.7)

Notice that, from (8.5) and the support properties of E+, the distributional pairing
here is well defined and the v± ∈ C∞(R× Rn) satisfy (8.6). Thus

u = ũ+ v+ + v− solves (8.1).(8.8)

69
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To get the uniqueness consider the difference, w, of two smooth solutions of
(8.1). Then w ∈ C∞(R× Rn) must satisfy

PV w = 0, w|t=0 = 0, Dtw|t=0 = 0.(8.9)

It follows that the Taylor series of w at t = 0 must vanish. Thus w can be divided
into forward and backward parts:

w = w+ + w− with supp(w±) ⊂ {±t ≥ 0}.(8.10)

Consider the forward part of w. It must satisfy

PV w+ = 0 and supp(w+) ⊂ {t ≥ 0}(8.11)

The uniqueness part of Proposition 6.15 therefore shows that w+ = 0. The same
argument applies to w−, so w = 0 and uniqueness holds. �

The unique solvability of the Cauchy problem (8.1) allows us to define the wave
group, which is the 1-parameter family of operators

U(t)
(
u0

u1

)
=
(

u(t, ·)
Dtu(t, ·)

)
∀ t ∈ R

U(t) : C∞c (Rn)× C∞c (Rn) −→ C∞c (Rn)× C∞c (Rn).
(8.12)

As the name indicates this is a group of operators. When we wish to emphasize the
dependence on the potential we shall use the notation UV (t).

Lemma 8.25. For any V ∈ C∞c (Rn)

UV (0) = Id and UV (t) · UV (s) = UV (t+ s) ∀ t, s ∈ R.(8.13)

Proof. The group property follows from the t-translation invariance of PV
and the uniqueness of the solution of (8.1). Thus if u ∈ C∞(R × Rn) satisfies
PV u = 0 then

us(t, x) = u(t+ s, x) satisfies PV (us) = 0.(8.14)

If u is the solution of (8.1) then for any s ∈ R
PV (us) = 0,

us|t=0 = u(s, ·) and Dtus|t=0 = Dtu(s, ·).
(8.15)

This just means that us is the solution of (8.1) with initial data U(s)
(
u0
u1

)
, so

U(t)
(
U(s)

(
u0

u1

))
=
(

us(t, ·)
Dtus(t, ·)

)
= U(t+ s)

(
u0

u1

)
.(8.16)

�

For the moment we shall revert to the ‘trivial case’ of V ≡ 0. Since the support
of u satisfying (8.1) for u0, u1 ∈ C∞c (Rn) is compact in x for all finite t we can take
its Radon transform and set

v(t, s, ω) =
∫

x·ω=s

u(t, x)dHx = Ru(t, ·)(s, ω).(8.17)

Recall the important intertwining property (2.17) of the Radon transform. Dif-
ferentiating (8.17) and using this we find

D2
t v =

∫
x·ω=s

D2
t u(t, x)dHx = R(∆u)(t, ·) = D2

sv.(8.18)
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Thus v satisfies the wave equation in one space variable

(D2
t −D2

s)v(t, s, ω) = 0 in Rt × Rs × Sn−1
ω(8.19)

in which ω is purely a parameter. A standard result in elementary distribution
theory characterizes all solutions of (8.19) in the form

v(t, s, ω) = f(s− t, ω) + g(s+ t, ω).(8.20)

Here f, g ∈ C∞(R× Sn−1) are determined up to a constant. Indeed from (8.20)

v(0, s, ω) = f(s, ω) + g(s, ω)

Dtv(0, s, ω) = −Dsf(s, ω) +Dsg(s, ω).
(8.21)

Differentiating the first equation allows us to find the derivatives of f and g

Dsf(s, ω) =
1
2

[Dsv(0, s, ω)−Dtv(0, s, ω)]

Dsg(s, ω) =
1
2

[Dsv(0, s, ω) +Dtv(0, s, ω)].
(8.22)

Now by the definition, (8.17), of v we have

v(0, s, ω) = (Ru0)(s, ω), Dtv(0, s, ω) = (Ru1)(s, ω).(8.23)

Thus (8.22) becomes

Dsf(s, ω) =
1
2

[Ds(Ru0)(s, ω)−Ru1(s, ω)] .(8.24)

We have dropped the reference to g here because of the symmetry properties of the
Radon transform. Thus, from (8.17)

v(t,−s,−ω) = v(t, s, ω).(8.25)

Inserting this into (8.20) shows that

f(s− t, ω) + g(s+ t, ω) ≡ f(−s− t,−ω) + g(−s+ t,−ω).(8.26)

Differentiating with respect to s we conclude that

Dsg(s, ω) = Ds [f(−s,−ω)] .(8.27)

[We cannot directly conclude that g(s, ω) = f(−s,−ω) only because of the indeter-
minacy of f and g up to a relative constant.]

From now on we shall confine our attention to the case that n ≥ 3 is odd unless
otherwise explicitly noted. The reason for doing so is that the Radon inversion
formula then takes the simple form:

φ(x) =
1

2(2π)n−1

∫
Sn−1

(Dn−1
s Rφ)(x · ω, ω)dω.(8.28)

In view of this and (8.24) we define the modified Radon transform of Lax and
Phillips to be

LP

(
u0

u1

)
=2

1
2 (π)

n−1
2 D

n+1
2 f(s, ω)

= 2
1
2 (π)

n−1
2

{
D

n+1
2 (Ru0)(s, ω)−D

n−1
2

s (Ru1)(s, ω)
}
.

(8.29)
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Lemma 8.26. The modified Radon transform of Lax and Phillips is an injective
map

LP : C∞c (Rn)× C∞c (Rn) −→ C∞c (R× Sn−1)(8.30)

(for n ≥ 3 odd) which intertwines the free wave group and the translation group:

LP ·U0(t) = Tt · LP, Ttv(s, ω) = v(s− t, ω).(8.31)

Proof. From the definition, (8.17), of v we certainly see that the transform,
v, corresponding to U0(t′)

(
u0
u1

)
is just

v(t+ t′, s, ω) =
∫

x·ω=s

u(t+ t′, x)dHx.(8.32)

The decomposition (8.20) is

v(t+ t′, s, ω) = f(s− t− t′, ω) + g(s+ t+ t′, ω)(8.33)

so that (8.29) gives

LP
[
U(t′)

(
u0

u1

)]
= 2

1
2 (π)

n−1
2 D

n+1
2

s f(s− t′, ω) = Tt′LP

(
u0

u1

)
.(8.34)

Thus we have proved (8.31). The injectivity follows from the inversion formula

(8.28) and (8.27). More precisely, D
n+1

2 f = 0 =⇒ D
n+1

2
s g = 0 (since n−1

2 > 1) so
from (8.19), for u0, u1 ∈ C∞c (Rn),

LP
(
u0

u1

)
= 0 =⇒ D

n+1
2

s v = 0 =⇒ u0 = u1 = 0.(8.35)

�

Just as for the Radon transform itself, LP is not surjective as a map (8.30).
Nevertheless we show, in Proposition 8.21 below, that it extends to an isomorphism
of appropriate Hilbert (Sobolev) spaces.

Another way of looking at (8.31) is to observe that if u is the solution of (8.1)
and

k(t, s, ω) = LP · U0(t)
(
u0

u1

)
∈ C∞(R× R× Sn−1)(8.36)

then k(t, s, ω) = k0(s− t, ω) is a solution of the first order differential equation

(Dt +Ds)k(t, s, ω) = 0 in R× R× Sn−1.(8.37)

Of course this discussion has all been concerned with the free wave equation,
i.e. the trivial case V ≡ 0. Let us now see what happens if we allow a general
potential V ∈ C∞c (Rn). We can still define k by analogy with (8.36):

kV (s, t, ω) = LP · UV (t)
(
u0

u1

)
∈ C∞(R× R× Sn−1),(8.38)

only now (8.37) will not hold. From (8.29) we have

(Dt +Ds)kV (t, s, ω)

= 2
1
2 (π)

n−1
2

{
−D

n−1
2

s RD2
t u(t, ·) +D

n+3
2

s Ru(t, ·)
}

= −2
1
2 (π)

n−1
2 D

n−1
2

s R[V (·)u(t, ·)].

(8.39)
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Now with k0(s, ω) = LP
(
u0
u1

)
, as before, (8.21) and (8.23) show that

Dn−1
s Ru0 = Dn−1

s [f(s, ω) + g(s, ω)] = Dn−1
s [f(s, ω) + f(−s,−ω)] .(8.40)

Then from (8.28)

u0(x) =
1

2(2π)n−1

∫
Sn−1

Dn−1
s (f(s, ω) + f(−s,−ω))|s=x·ω dω

=
1

2(2π)n−1

∫
Sn−1

(Dn−1
s f)(x · ω, ω)dω

= 2
1
2 (π)

n−1
2

∫
Sn−1

(D
n−3

2
s k0)(x · ω, ω)dω

(8.41)

since n is odd. A similar discussion allows us to recover u1(x) = Dtu(0, x) as

u1(x) = 2
1
2 (π)

n−1
2

∫
Sn−1

(D
n−1

2
s k0(x · ω, ω))dω.(8.42)

Applying (8.41) to (8.38) for each value of t, using (8.29), gives

u(t, x) = 2
1
2 (π)

n−1
2

∫
Sn−1

(D
n−3

2
s kV )(t, x · ω, ω)dω,(8.43)

where u is the solution of (8.1).
Inserting this inversion formula into (8.39) gives

(Dt +Ds)kV (t, s, ω) + VLP · kV (t, s, ω) = 0(8.44)

where VLP is an operator on C∞(R× Sn−1) :

VLP =
1

2(2π)n−1
D

n−1
2

s ·R · V ·RtD
n−3

2
s ,(8.45)

the operator V being multiplication by V.

Lemma 8.27. If supp(V ) ⊂ {|x| ≤ ρ} the operator VLP defined by (8.45) has
Schwartz kernel VLP(s, ω, s′, ω′) supported in the region

supp(VLP ⊂
{

(s, ω′, s′, ω) ∈ R× Sn−1 × R× Sn−1; |s|, |s′| ≤ ρ
}
.(8.46)

Proof. For any k ∈ C∞(R × Sn−1) the C∞ function v = V · Rt · D
n−3

2
s k

has support in |x| ≤ ρ since V has support there. Applying Proposition 2.4 we
conclude that VLPk always has support in |s| ≤ ρ. The same argument applies to
the transpose of VLP, so (8.46) follows. �

The equation (8.44) is very similar to the original equation PV u = 0. For
example

kV (t, s, ω) satisfies (Dt +Ds)kV = 0 in |s| > ρ(8.47)

where supp(V ) ⊂ {|x| ≤ ρ}. Thus kV satisfies the free equation to the left and right
of the ‘potential’ VLP; see Figure 1.

Consider the Cauchy problem for the transformed equation (8.44). From (8.46)
it follows that

VLP : C−∞(R× Sn−1) −→ C−∞c (R× Sn−1).(8.48)
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Figure 1. Support and singular support of s′ = 1
2ρ

Then we look for a distribution satisfying

(Dt +Ds + VLP)ELP(t, s, ω; s′, θ) = 0

ELP(0, s, ω; s′, θ) = δ(s− s′)δθ(ω).
(8.49)

Naturally we expect this to correspond to a solution of the perturbed wave equation.
Applying (8.41) and (8.42) the initial data should be

u0(x) = 2−
1
2 (π)−

n−1
2 D

n−3
2

s′ δ(x · θ − s′) and

u1(x) = 2−
1
2 (π)−

n−1
2 D

n−1
2

s′ δ(x · θ − s′).
(8.50)

Certainly we can find a solution to (8.1) with the initial data (8.50). From the
arguments used to solve (1.33) we know that the solution is of the form

u = 2−
1
2 (π)−

n−1
2 D

n−3
2

t δ(x · θ − s′ + t) + w+ + w−,

w± ∈ I
3n
4 −3(Rn+1, {t = ±(s′ − x · θ)})

(8.51)

and that the w± have compact x-supports for all bounded time. To get from this
to the solution of (8.49) we need to apply the operator LP, so we pause to consider
its mapping properties.

Proposition 8.19. The modified Radon transform (8.29) extends by continuity
to a linear operator

LP : [S−
n
2−

3
2 +(Rn)]′ × [S−

n
2−

1
2 +(Rn)]′ −→ C−∞(R× Sn−1).(8.52)

The operator

LP−1 = 2−
1
2 (π)−

n−1
2

(
Rt ·D

n−3
2

s , Rt ·D
n−1

2
s

)
(8.53)

gives a continuous linear map

LP−1 : S(R× Sn−1) −→ S−
n
2 + 1

2 (Rn)× S−n2− 1
2 (Rn)(8.54)

for which LP is a left inverse.

Proof. Since

LP = 2−
1
2 (π)−

n−1
2

(
D

n+1
2

s ·R
D

n−1
2

s ·R

)
(8.55)

the mapping property (8.52) follows from Lemma 3.9 by duality. Similarly (8.54)
follows directly from Lemma 3.9. From (3.113) the composition, LP ·LP−1, is well-
defined. Indeed this composite operator is just

LP ·LP−1 =
1

2(2π)n−1

[
D

n+1
2

s ·R ·Rt ·D
n−3

2
s +D

n−1
2

s ·R ·Rt ·D
n−1

2
s

]
.(8.56)

This corresponds to the splitting by parity
f(s, ω) = f+(s, ω) + f−(s, ω),

f±(s, ω) =
1
2

[
f(s, ω)± (−1)

n−1
2 f(−s,−ω)

]
, f ∈ C∞c (R× Sn−1).

(8.57)
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By Lemma 3.10 the second term in (8.56) annihilates f− and reproduces f+. More-
over the proof of Lemma 3.10 applies just as well to show that the first term in
(8.56) annihilates f+ and reproduces f−. This proves the proposition. �

Returning to (8.51) notice that since it involves integration over a subspace of
dimension n− 1

δ(x · θ − s′ + t) ∈
[
S−n+2+γ+(Rn)

]′ ∀ γ < 0(8.58)

for each t, s′. Thus

D
n−3

2
t δ(x · θ − s′ + t) ∈

[
S−

n
2 + 1

2 +γ+(Rn)
]′
,

D
n−1

2
t δ(x · θ − s′ + t) ∈

[
S−

n
2−

1
2 +γ+(Rn)

]′
∀ γ < 0.

(8.59)

From (8.52) and (3.113) we can therefore apply LP to u in (8.51).

Lemma 8.28. There is a unique distribution satisfying (8.49) and it satisfies

singsupp(ELP) ⊂
{s′ − s+ t = 0, θ = ω} ∪ {s′ + s+ t = 0, θ = −ω, |s| ≤ ρ, |s′| ≤ ρ}.

(8.60)

Proof. We have already established the existence with

ELP(t, s, ω; s′, θ) = LP
(

u(t, ·; s′, θ)
Dtu(t, ·; s′, θ)

)
(8.61)

where u is given by (8.51). Clearly

ELP = δ(s− s′ − t)δθ(ω) + LP
(

w
Dtw

)
.(8.62)

Recall that w = w+ + w− is conormal. Obviously it suffices to bound the
singular support of Rw±. This can be written in terms of two projections as

Rw± = π∗β
∗w±

β : Z = {(x, s, ω);x · ω = s} × R× Sn−1 −→ Rnx × R× Sn−1

π : Z −→ Rs × Sn−1
ω × R× Sn−1

(8.63)

in which the last two factors are parameters throughout. Now β is transversal
to s′ ± t = x · θ, so, by Proposition 5.13, β∗w± is conormal to the appropriate
hypersurface {s′ ± t = x · θ, x · ω = s} ⊂ Z. To deduce (8.60) we just apply
Corollary 5.2. The surface Z can be parametrized by

x = sω + ω′, ω′ · ω = 0.(8.64)

The fibres of π are just the ω′ hyperplanes. Since h± = s′ ± t − sθ · ω + θ · ω′ are
defining function for the hypersurfaces and

dω′h± = θ − (θ · ω)ω(8.65)

we must have θ = ±ω on the critical sets. This gives (8.60).
The uniqueness of the fundamental solution follows by applying LP−1 . �

As a consequence of the existence of the fundamental solution for the initial
value problem for the transformed equation we can also solve the continuation
problem.
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Proposition 8.20. For each θ ∈ Sn−1 there exists a unique distribution

α(t, s, ω, θ) ∈ C−∞(R× R× Sn−1 × Sn−1),(8.66)

satisfying

(Dt +Ds)α+ VLPα = 0 in R× R× Sn−1(8.67)

and

α(t, s, ω; θ) = δ(s− t)δθ(ω) in t < −ρ(8.68)

where ρ = sup{|x|;x ∈ supp(V )}.

Proof. The distribution H(t)ELP(t, s, ω; s′, θ) is the forward fundamental so-
lution for the operator Dt+Ds+LLP. The solution to (8.67) and (8.68) is therefore
just

α(t, s, ω; s′, θ) = δ(s− t)δθ(ω) + α′(t, s, ω; s′, θ)(8.69)

where

α′(t, s, ω; s′, θ) =(8.70)
t∫

−∞

∫
Sn−1

ELP(t− t′, s, ω; s′′, ω′)[VLPδ(t− s′′)δθ(ω′)]ds′′dω′.(8.71)

�

From (8.47) it follows that

α(t, s, ω; θ) = κ(t− s, ω; θ) in s > ρ(8.72)

where κ ∈ C−∞(R × Sn−1 × Sn−1) is a well-defined distribution. It is called the
scattering kernel. The way we think of this is as the free wave

α0(t, s, ω; θ) = δ(s− t)δθ(ω)(8.73)

propagating in from the left and striking the ‘potential’ which is confined to the
region |s| ≤ ρ. Once it has passed through the potential it again freely propagates
to the right. Thus the kernel κ(t, ω; θ) represents the end result of the interaction.
We shall find both the regularity and asymptotic properties of κ. At least for n odd,
n ≥ 3, we can do this quite directly. Before doing so we note some more regularity
properties of LP .

The finite energy space’, H(Rn), for the free wave equation is defined to be the
completion of C∞c (Rn)× C∞c (Rn) with respect to the norm

‖(u0, u1)‖2 =
∫

Rn

|∇u0(x)|2dx+
∫

Rn

|u1(x)|2dx.(8.74)

Proposition 8.21. The inclusion of C∞c (Rn)×C∞c (Rn) in L2
loc(Rn)×L2(Rn)

extends by continuity to an injection (inclusion) from H(Rn), the wave group UV (t)
extends to a strongly continuous group of bounded operators on H(Rn), LP extends
by continuity to an isometric isomorphism

LP : H(Rn)←→ L2(R× Sn−1)(8.75)

and WV (t) = LP ·UV (t) ·LP−1 is a strongly continuous group of bounded operators
on L2(R× Sn−1).
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Proof. We can start by proving (8.75). From Lemma 3.10 the second term in
(8.55) is an isometric isomorphism onto the subspace of L2(R×Sn−1) with parity as
in (3.119). Applying this to the first part of (8.55) we see that for any u0 ∈ C∞c (Rn)

1
2(2π)n−1

∫
R×Sn−1

D
n+1

2
s Ru0D

n+1
2

s Ru0dsdω

=
1

2(2π)n−1

∫
R×Sn−1

D
n−1

2
s Ru0D

n−1
2

s R∆u0dsdω

=
∫

Rn

u0∆u0dx

=
∫

Rn

|∇u0(x)|2dx.

(8.76)

This shows that LP extends to a linear isometric map from H(Rn) to a closed
subspace of L2(R × Sn−1). In fact it only remains to show that the first term in
(8.55) is surjective onto the subspace with the opposite parity to that in (3.120).
This follows directly from the injectivity of LP−1 shown in Proposition 8.19. Thus
we have proved (8.75).

Now the fact that H(Rn) injects into L2(Rn) × L2(Rn) follows from (8.75).
Certainly the second factor in H(Rn) is just L2(Rn). The first is not quite H1(Rn)
since the norm on u0 in (8.74) does not include the L2 norm. However, from (8.75)
it follows that

u0(x) = 2−
1
2 (π)−

n−1
2 RtD

n−1
2

s k′, Dsk
′ = LP (u0, u1) ∈ L2(R× Sn−1).(8.77)

Thus k′ is locally in L2(R×Sn−1) and since the value of u0 in |x| ≤ R only depends
on k′ in |s| ≤ R it follows from Lemma 3.10 that u0 ∈ L2

loc(Rn) as claimed.
Next we want to show that UV (t) extends to a group of operators on H(Rn).

Consider first the case V ≡ 0. For smooth initial data of compact support set

E(t) =
∫

Rn

|∇u(t, x)|2 + |Dtu(t, x)|2dx.(8.78)

This is certainly a C∞ function and by integration by parts
dE(t)
dt

=
∫

Rn

[∇u · ∂t∇u+ ∂t∇u · ∇u+ ∂2
t u∂tu+ ∂tu∂2

t u]dx = 0.(8.79)

Thus, for V ≡ 0, U0(t) extends to a unitary group of operators on H(Rn). For a
general V ∈ C∞c (Rn) we get in place of (8.79)

dE(t)
dt

=
∫

Rn

[−V u∂tu− ∂tuV u]dx.(8.80)

Since V has compact support the inclusion of H(Rn) into L2
loc(Rn) means that

|
∫

Rn

∂tu(t, x)V (x)u(t, x)dx| ≤ CE(t).(8.81)

Thus for some constant c > 0 ectE(t) is decreasing. It follows that UV (t) is al-
ways a bounded group of operators. The strong continuity is immediate as well.
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From (8.75) the statement concerning the transformed group, WV (t), follows. This
completes the proof of the proposition. �

Of course if V is real-valued then the free energy (8.74) can be replaced by the
perturbed energy

‖(u0, u1)‖2V =
∫

Rn

|∇u0|2 + |u1|2 + V (x)|u0|2dx.(8.82)

In general this need not be positive-definite so it does not lead immediately to a
Hilbert space. If it is positive-definite (for example if V ≥ 0) then UV (t) is unitary
on the completion, HV (Rn), of C∞c (Rn)×C∞c (Rn) with respect to this norm. In this
case it follows from Proposition 8.21 that HV (Rn) is isomorphic to H0(Rn) an the
norms are equivalent. Even if the bilinear form (8.82) is not positive definite it does
extend by continuity to a bilinear form on H(Rn). As will be shown in Chapter 11
the negative part corresponds to true eigenvalues of the operator ∆+ V. In case V
has complex values this construction does not make sense, so we shall not exploit
it.

Consider further the group of operators, WV (t), conjugate to the wave group.
The Schwartz kernel of WV (t) is ELP(t, s, ω; s′, θ). We have obtained information
on the singular support of ELP in Lemma 8.28 and we can also easily find some
bounds on the support of this distribution.

Lemma 8.29. If supp(V ) ⊂ {|x| ≤ ρ} then the Schwartz’ kernel ELP of the
group WV (t) satisfies

ELP(t, s, ω; s′θ) = δ(t− s+ s′)δθ(ω) in

{s < −ρ+ t− + (s′ − ρ)+} ∪ {s > ρ+ t+ − (s′ + ρ)−}
(8.83)

where X+ = H(X)X and X− = H(−X)X.

Proof. For each s′ there is a unique solution to (8.49). Moreover, by Lemma 8.27,
the solution satisfies the free equation in |s| > ρ. Thus we must have

ELP(t, s, ω; s′, θ) =

{
γ−(t− s, ω; s′θ) in s < ρ

γ+(t− s, ω; s′θ) in s > ρ.
(8.84)

Now, the initial condition in (8.49) implies{
γ−(−s, ω; s′θ) = δ(s− s′)δθ(ω) in s < −ρ
γ+(−s, ω; s′, θ) = δ(s− s′)δθ(ω) in s > ρ.

(8.85)

This proves the equality in (8.83) in the region {s < −ρ + H(−t)t. In particular
this gives half of the first part of (8.83), corresponding to s′ ≤ ρ. If s′ > ρ then it
also shows that ELP = 0 in s < −ρ+H(−t)t+ (s′ − ρ). This gives the first part of
(8.83), the second part follows similarly or by reflecting in t, s and s′. �



CHAPTER 9

Conormal distributions at a submanifold

We have already made quite extensive use of conormal distributions associated
to hypersurfaces and along the way similar distributions related to submanifolds
of higher codimension have appeared. The simplest of these is δ(x), the Dirac
distribution associated to the point submanifold {0} ⊂ Rn. It is high time that
we defined these distributions in general and examined their basic properties. The
generalization from hypersurfaces is particularly important since it leads directly to
the theory of pseudodifferential operators, a fundamental component of ‘microlocal
analysis’.

Initially the analysis below is directly parallel to the hypersurface case examined
in Chapter 3. That is, we first define the distributions by iterative regularity in
Sobolev spaces and then introduce the symbol by using the Fourier transform.
Since this is done in local coordinates we need to check carefully the coordinate
independence of the space of conormal distributions of a fixed order.

To treat push-forward and pull-back operations on these general conormal dis-
tributions we use an alternative characterization in terms of the push-forward,
under an appropriate fibration, of conormal distributions associated to a hypersur-
face. This is in line with our generally geometric approach. The main advantage of
switching to this second characterization is that it is the one we adopt in the more
general case of Lagrangian distributions in Chapter 17.

A submanifold X ⊂ Rn is a subset with the property that for each x̄ ∈ X there
is a diffeomorphism of open subsets of Rn, F : Ω←→ Ω′, x̄ ∈ Ω, 0 ∈ Ω′ such that

F (X ∩ Ω) = M ∩ Ω′(9.1)

where M ⊂ Rn is a linear space. Since we can subject M to a further linear
transformations we may as well take as our model spaces

M = {x = (x1, . . . , xn) ∈ Rn;x1 = · · · = xk = 0}.(9.2)

Thus M is of dimension q = n−k and codimension k in Rn. We shall generally
write the coordinates as

yi = xi, i = 1, . . . , k, zj = xj+k, j = 1, . . . , q.(9.3)

Thus x = (y, z), y ∈ Rk, z ∈ Rq ∼= M.
Consider the space of all C∞ vector fields on Rn which are tangent to M :

V ∈ V(M)⇐⇒ V =
k∑
i=1

aiDyi +
q∑
j=1

bjDzj , ai, bj ∈ C∞(Rn)(9.4)

such that V yi = 0 on M for i = 1, . . . , k. Clearly the vector fields

Ai` = yiDy` , Bj = Dzj , i, ` = 1, . . . k, j = 1, . . . , q(9.5)

are all in V(M).

79
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Lemma 9.30. V(M) is a left C∞(Rn)-module and as such is generated by the
elements (9.5).

Proof. Directly from the definition, (9.4), V(M) is a C∞-module. If V ∈

V(M) then from (9.4) V yi = ai = 0 on M if and only if ai =
k∑̀
=1

ai`y` with

ai` ∈ C∞(Rn). Thus any V ∈ V(M) can be written

V =
k∑

i,`=1

ai`y`Dyi +
q∑
j=1

bjDzj(9.6)

proving the lemma. �

The spaces of conormal distributions with respect to M are determined by the
stability of their regularity under the application of elements of V(M).

Definition 9.8. If s ∈ R and M is given by (9.2) then I(s)
c (Rn,M) ⊂ C−∞c (Rn)

consists of those distributions of compact support, u, for which

V1 . . . VNu ∈ Hs(Rn) ∀ V1, . . . , VN ∈ V(M) and all N ∈ N.(9.7)

Certainly we have

I(s)
c (Rn,M) ⊆ I(s′)

c (Rn,M) if s ≥ s′

I(∞)
c (Rn,M) =

⋂
s

I(s)
c (Rn,M) = C∞c (Rn).(9.8)

Let us define the spaces, DiffNM (Rn), of V(M)-differential operators of order N,
inductively by setting

Diff0
M (Rn) = C∞(Rn)

Diff1
M (Rn) = V(M) + C∞(Rn)

DiffNM (Rn) = V(M) ·DiffN−1
M (Rn) + DiffN−1

M (Rn),

(9.9)

as operators on C−∞c (Rn). Thus the union over N of these spaces of operators is
the enveloping algebra of V(M). Then (9.7) can be written

DiffNM (Rn)u ⊂ Hs(Rn) ∀ N.(9.10)

Lemma 9.31. Each DiffNM (Rn) is a 2-sided C∞(Rn)-module, invariant under the
taking of transposes with respect to any non-vanishing C∞ measure and spanned by

yαDβ
yD

γ
z |α| = |β|, |α|+ |γ| ≤ N.(9.11)

Proof. All these statements follow easily by induction on N, for example that
DiffNM (Rn) is a C∞(Rn)-module follows directly from (9.11), as does the invariance
under transposes since

V t = −V + a, a ∈ C∞(Rn).(9.12)

To prove that DiffNM (Rn) is spanned by (9.11) we can suppose this true for
N = N ′ − 1. Then it is only necessary to note the simple commutation identities

Dzjy
αDβ

yD
γ
z = yαDβ

y (DzjD
γ
z ),

yiDyly
αDβ

yD
γ
z = (yiyα)(DylD

β
y )Dβ

z − iαl(yiyα
′
)Dβ

yD
γ
z

(9.13)

where α′r = αr except for r = i, α′i = αi − 1. �
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The invariance under transpose applied to (9.11), and (9.11) directly, show that
Definition 9.8 is equivalent to either

yαDβ
yD

γ
zu ∈ Hs

c (Rn) ∀ |α| = |β| or

Dβ
yD

γ
z y

αu ∈ Hs
c (Rn) ∀ |α| = |β|.

(9.14)

From the first of these it follows that

singsupp(u) ⊂M ∀ u ∈ I(s)
c (Rn,M).(9.15)

The second can also be written in the suggestive form

Dγ
z y

αu ∈ Hs+|α|
c (Rn) ∀ α, γ.(9.16)

Thus if u ∈ I(s)
c (Rn,M) is multiplied by a C∞ function, f, vanishing on M with its

first p-derivatives then

Dαf |M = 0 ∀ |α| ≤ p =⇒ fu ∈ I(s+p)
c (Rn,M) ⊂ Hs+p(Rn).(9.17)

Lemma 9.32. Suppose F : Ω1 −→ Ω2 is a diffeomorphism of open subsets of
Rn such that

F (Ω1 ∩M) = Ω2 ∩M,(9.18)

with M given by (9.2), then

F ∗[I(s)
c (Rn,M) ∩ C−∞c (Ω2)] = I(s)

c (Rn,M) ∩ C−∞c (Ω1).(9.19)

Proof. If u has compact support in Ω then u ∈ I
(s)
c (Rn,M) if V(M)pu ⊂

Hs
c (Ω) for every p. Since both the Lie algebra V(M) and the Sobolev spaces are

invariant under F the invariance (9.19) follows. �

A characterization of I(s)
c (Rn,M) in terms of symbols is given by use of the

partial Fourier transform across the submanifold:

ũ(z, ζ) =
∫
e−iy·ζu(y, z)dz.(9.20)

Proposition 9.22. If u ∈ C−∞c (Rn) and M is given by (9.2) then u ∈ I(s)
c (Rn,M)

if and only if the partial Fourier transform, defined by (9.20), satisfies(
1 + |ζ|2

) s+|β|
2 Dβ

zD
α
ζ ũ(z, ζ) ∈ C∞c (Rqz;L2(Rkζ )), ∀α, β.(9.21)

Proof. Taking the full Fourier transform

û(ξ) =
∫
e−ix·ξu(x)dx,(9.22)

where ξ = (ζ, η) ∈ Rk×Rq, gives a C∞ function û. The second form of (9.14) shows
that u ∈ I(s)

c (Rn,M) if and only if

ζγηβDα
η û ∈ (1 + |η|2 + |ζ|2)−

s
2L2(Rn) ∀ |α| = |β|, γ.(9.23)

Since (9.23) holds for all β it is certainly equivalent to

Dα
η û(η, ξ) ∈ (1 + |ζ|2)−N

(
1 + |η|2

)− s+|α|2 L2(Rn)∀ N,α.(9.24)

Taking the inverse Fourier transform from ζ to z gives (9.21). �
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As in the hypersurface case we can relate (9.21) to more conventional ‘L∞-
based’ symbol spaces. The latter are defined by extension from (3.41).

a ∈ Sm(Rq,Rk)⇐⇒ a ∈ C∞(Rq+k) and

sup
K×Rq

(1 + |η|)−m+|α||Dα
ηD

β
z a(z, η)| <∞

∀ K ⊂⊂ Rn, α ∈ Nk and β ∈ Nq.

(9.25)

A simple example of such a symbol is a C∞ function which is homogeneous of
degree m in η in |η| ≥ 1. One of the main reasons that the L∞ bounds (9.25) are
preferable to the L2 estimates (9.21) is the multiplicative properties:

Sm(Rq,Rk) · Sm
′
(Rq,Rk) ⊂ Sm+m′(Rq,Rk)(9.26)

as follows easily from Leibniz’ formula. Similarly if ũ satisfies (9.21) and φ ∈
S0(Rq,Rk) then φũ satisfies the same estimates. This allows us to localize the
estimates to cones.

Suppose that φ ∈ C∞(Rk) is supported in

{|η| ≥ 1
2
} ∩ {|η| ≤ ±2ηj}(9.27)

By relabelling and reflecting the coordinates we might as well take j = 1 with the
plus sign. Assume further that φ is homogeneous of degree 0 in |η| ≥ 1, so is in
S0(Rq,Rk). On the support of φ we can introduce the projective coordinates

z, η1, tj = ηj/ η1 j = 2, . . . , k.(9.28)

Now if ũ satisfies (9.21) then so does φũ. In terms of the coordinates (9.28) these
estimates can be written

ηs+p1 Dβ′

t D
α
zD

p
η1φũ ∈ η

− k−1
2

1 L2(Rnz,t,η1).(9.29)

where the extra factors of η1 come from the change of measure dη = ηk−1
1 dtdη1.

We have written this in a form emphasizing that the new variables, t, behave in
exactly the same way as the ‘parameters’ z. Thus as before we easily conclude that

η
s+p+ k−1

2
1 Dγ

(t,z)D
p
η1φũ(z, η1, η, t) ∈ C∞(Rq+k−1, L2(R)).(9.30)

Now we can apply the one-dimensional result, that (3.29) implies (3.27) for
M > −s− 1

2 , to conclude from (9.30) that

φũ(z, η1, η, t) ∈ Sm(Rq+k−1,R), m > −s− k

2
.(9.31)

This is the main part of the proof of:

Lemma 9.33. If u ∈ I
(s)
c (Rn,M), with M given by (9.2), then ũ defined by

(9.20) is an element of Sm(Rq,Rk) for m > −s− k
2 and conversely if u ∈ C−∞c (Rn)

and ũ ∈ Sm(Rq,Rk) then u ∈ I(s)
c (Rm,M) for any s < −m− k

2 .

Proof. From (9.31) it follows that if φ is a conic cut-off supported in (9.27)
for j = 1 then φũ ∈ Sm(Rq,Rk). The same argument applies for other j so φ can be
chosen to form a partition of unity, in S0(Rq,Rk), subordinate to the cones (9.27).
Since ũ is C∞ it follows that ũ ∈ Sm(Rq,Rk).

The converse is even easier If ũ ∈ Sm(Rq,Rk) with m < −s− k
2 then∣∣(1 + |η|2)

s
2Dα

z ũ(η, z)
∣∣ ≤ C(1 + |η|)m+s ∈ L2(Rk) ∀ z ∈ Rq.(9.32)
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Thus u ∈ Hs
c (Rn). The higher order estimates in (9.21) follow similarly. �

As for hypersurfaces we think of the order of a conormal distribution as being
related to the power law, m, in the estimates (9.25) on its partial Fourier trans-
form, rather than to Sobolev regularity. The precise order has the usual, somewhat
obscure looking, normalizing terms; the virtue in suffering with these will even-
tually be rewarded in simplification (or at least consistency) in the treatment of
Lagrangian distribution (should the reader last that long!)

Definition 9.9. If M is given by (9.2) then for any m ∈ R we set

Imc (Rn,M) = {u ∈ C−∞c (Rn); ũ(z, η) ∈ Sm+n
4−

k
2 (Rq,Rk)},(9.33)

where q = n− k, the partial Fourier transform is defined by (9.20) and the symbol
spaces are given by (9.25).

Notice that (9.33) is consistent with Definition 3.3, for a hypersurface. The
filtration by order goes in the opposite direction to that by Sobolev regularity

Imc (Rn,M) ⊂ Im
′

c (Rn,M) if m′ ≥ m.(9.34)

As a direct consequence of Lemma 9.33 we find

I
−s−n4−ε
c (Rn,M) ⊂ I(s)

c (Rn,M) ⊂ I−s−
n
4 +ε

c (Rn,M)

I
(−m−n4 +ε)
c (Rn,M) ⊂ Imc (Rn,M) ⊂ I(−m−n4−ε)

c (Rn,M)
∀ ε > 0.(9.35)

From this it follows easily that each Imc (Rn,M) is a C∞-module, in fact more is
true:

Lemma 9.34. For any N all m ∈ R

DiffNM (Rn) · Imc (Rn,M) ⊂ Imc (Rn,M)(9.36)

and if f ∈ C∞(Rn)

f = 0 to order p on M =⇒ f · Imc (Rn,M) ⊂ Im−pc (Rn,M).(9.37)

Proof. To check that Imc (Rn,M) is a C∞-module we can use Taylor’s formula
to write

φ(y, z) = φ0(z) +
k∑
i=1

yiψi(η, z), ψi ∈ C∞(Rn).(9.38)

Directly from the definition

φ̃0u(z, η) = φ0(z)ũ(z, η) ∈ Sm+n
4−

k
2 (Rq,Rk)(9.39)

if u ∈ Imc (Rn,M), so φ0u ∈ Imc (Rn,M). On the other hand we know that (9.17)
holds, so applying (9.35) twice

yiψiu ∈ Im−1+ε
c (Rn,M) ∀ε > 0.(9.40)

Thus φu ∈ Imc (Rn,M). Having shown this, (9.40) must hold with ε = 0 since

ỹαu = (−1)|α|Dα
η ũ(z, η) ∈ Sm−|α|+n

4−
k
2 (Rq,Rk).(9.41)

Similar arguments give (9.36) and (9.37). �
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As in Proposition 3.11 the ‘integrated’ version of (9.36) for N = 1 :

V(M) · Imc (Rn,M) ⊂ Imc (Rn,M)(9.42)

is the analogue of (9.19), i.e.

F ∗[Imc (Rn,M) ∩ C−∞c (Ω2)] = Imc (Rn,M) ∩ C−∞c (Ω1)(9.43)

under the hypotheses made on F in Lemma 9.32.
To prove (9.43) we proceed as in the proof of (3.54) by factorizing F, in the

form

F = F0 · F1 · F(2)(9.44)

where F0 is a diffeomorphism of Ω1 ∩M to Ω2 ∩M in Rq lifted to Rn

F0(y, z) = (y, F ′0(z))(9.45)

as is the linear part

F1(y, η) = (G(z)y, z), G : Ω1 ∩M −→ GL(k,R).(9.46)

The ‘remainder term’ F(2) leaves M fixed to second order

F(2)(y, z) = (y + 0(|y|2), z + 0(|y|)) as |y| −→ 0.(9.47)

To construct such a factorization, define F ′0 by noting that F (0, z) = (0, F ′0(z)).
Then F1 is just the linear part at y = 0 of F−1

0 ◦ F, which is clearly of the form

F−1
0 · F (y, z) = (G(z)y + 0(|y|2), z + 0(|y|))(9.48)

from which (9.46) and (9.47) follow. Notice that F(2) and F1 can be viewed as
maps between small neighbourhoods of Ω1 ∩M and F0 gives a map from such a
neighbourhood to a neighbourhood of Ω2 ∩M. In view of (9.15) we can assume
that u ∈ Imc (Rn,M) has support in any preassigned neighbourhood of M ∩ Ω2, if
u ∈ C−∞c (Ω2), so we can act as though the diffeomorphism is defined globally on
Rn.

The invariance of Ikc (Rn,M) under F0 is trivial, since

F̃ ∗0 u(z, η) = ũ(F ′0(z), η).(9.49)

Similarly the invariance under F1 follows by a change of integral variables, giving

F̃ ∗1 u(z, η) =
∫
e−iy·ηu(G(z)y, z)dy

= ũ(z, (Gt)−1(z)η)|detG(z)|.
(9.50)

The invariance under F(2) follows by an homotopy argument. From (9.47) the
one-parameter family of maps

F(2),r(y, z) = (1− r)(y, z) + rF(2)(y, z) r ∈ [0, 1](9.51)

(using the additive structure of Rn) are all diffeomorphisms near M ∩ Ω1. Thus it
suffices to show that

d

dr
F ∗(2),ru ∈ I

m
c (Rn,M) ∀ u ∈ Imc (Rn,M).(9.52)

As in (3.72) this follows from the fact that

d

dr
F ∗(2),ru =

k∑
i=1

yiVi · F ∗(2),ru, Vi ∈ V(M),(9.53)
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using (9.35).
This proves (9.43). We record the behaviour of the partial Fourier transform.

Proposition 9.23. For any diffeomorphism, as in Lemma 9.32, (9.43) holds
and if F# is defined by

(F# · a)(z, η) = a(F0(z), (Gt)−1(z)η)|detG(z)|(9.54)

where F (0, z) = (0, F0(z)) and Gij(z) = ∂Fj
∂yi

(0, z), i, j = 1, . . . , k then for each
u ∈ Imc (Rn,M), with M given by (9.2),

F̃ ∗u(z, η) ≡ F# · ũ mod Sm+n
4−

k
2−1(Rq,Rk).(9.55)

Proof. Combining (9.49) and (9.50) this is just a matter of showing that

F ∗(2)u− u ∈ I
m−1
c (Rn,M) ∀ u ∈ Imc (Rn,M).(9.56)

This in turn follows from (9.43), (9.34) and (9.37). �

Now Proposition 9.23 shows us how to define the symbol of these conormal
distributions. We set

σm(u) = ũ(z, η)|dη| mod Sm+n
4−

k
2−1(Rq,Rk) · |dη|.(9.57)

The symbol is, just as in the hypersurface case, an equivalence class of products of
symbols and fibre densities. The reason for including the density term is, as usual,
to absorb the Jacobian factor in (9.54).

Recall that for a general submanifold X ⊂ Rn the conormal fibre to X, in Rn,
at x̄ is a quotient of the ideal

I(X,Rn) = {f ∈ C∞(Rn); f = 0 on X}.(9.58)

If I({x̄},Rn) = [f ∈ C∞(Rn); f(x̄) = 0] then

N∗x̄X = I(X,Rn)/ I({X},Rn) · I(X,Rn).(9.59)

This is always a vector space of dimension equal to the codimension of X.
If y1, . . . , yk are defining functions for X near x̄ and φ ∈ C∞c (Rn) is identically

one in some neighbourhood of x̄ and supported in a sufficiently small neighbourhood
of x̄ then f ∈ I(X,Rn) can be written

f =
k∑
i=1

ψiyiφ+ f ′, ψi ∈ C∞(Rn), f ′ ∈ I(x̄,Rn) · I(X,Rn).(9.60)

Thus the elements yiφ give a basis for N∗x̄X, usually written dyi, i = 1, . . . , k (being
independent of φ.) Thus

N∗x̄ 3 [f ] =
n∑
i=1

ηidyi ηi =
df

∂yi
(x̄)(9.61)

in any local coordinates y1, . . . , yk, z1, . . . , zq near x̄. The conormal bundle to X

N∗X =
⋃
x̄∈X

N∗x̄X(9.62)

is a smooth submanifold of Rn × Rn.
Of course (9.61) means that local coordinates (y, z) in which X is locally given

by y = 0 induce coordinates in N∗X, (z, η).
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Lemma 9.35. If (z, η) are interpreted as local coordinates in N∗M, where M
is given by (9.2), then σm(u) defined by (9.57) is an equivalence class of densities
on the fibres of N∗M defined independently of the local coordinates.

Proof. If F0 is a local diffeomorphism as in (9.45) then it does not alter the
dual coordinate η, so just acts as a coordinate transformation on M, consistent
with (9.49).

If F1 is of the form (9.46) then it alters the choice of defining functions from yi
to

y′l =
k∑
l=k

Gil(z)yl i = 1, . . . , k.(9.63)

On the dual coordinates this induces the transformation

η′l =
k∑
i=1

(G−1(z))ilηi.(9.64)

Thus, |dη| = |detG(z)||dη′| so (9.50) shows that σm(u) defined by (9.57) in the
two coordinate systems gives the same density.

Under a general coordinate transformation the invariance now follows from
(9.54) and the decomposition (9.44). �

Since we have made all our constructions coordinate independent it is now a
simple matter to transfer Definition 9.9 to a general submanifold M ⊂ X. We shall
not assume our submanifolds to be closed so we must introduce some condition to
ensure that the conormal distributions do not misbehave near the boundary of M.

Definition 9.10. If M ⊂ X is a smooth submanifold of codimension k then
Im(X,M) consists of those distributions u ∈ C−∞(X) with

singsupp(u) ⊂M(9.65)

and such that for each point p ∈M there are local coordinates based at p in terms of
which M is given by (9.2) and if φ ∈ C∞(X) has compact support in the coordinate
patch then φu ∈ Im(Rn,M0), as in (9.33).

The coordinate invariance proved in the case of the model submanifold, (9.2),
means that if u ∈ Im(X,M) then φu ∈ Im(Rn,M0) whenver φ ∈ C∞(X) has
support in a coordinate patch in terms of which M = M0. It follows in particular
that if F : X −→ X is a diffeomorphism then

F ∗ : Im(X,F (M)) −→ Im(X,M)(9.66)

for any submanifold M. Similarly the invariance of the symbol map means that
there is a well-defined symbol map

σm : Im(X,M) −→ S
m+n

4−
k
2

cl (N∗M ; Ωfibre)/Sm+n
4−

k
2−1.(9.67)

Here the subscript cl indicates the requirement that the supports of these section
of the fibre-density bundle on N∗M should project to a subset of M which is the
intersection with X of a closed subset. If M is itself a closed submanifold this
condition is void.
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Lemma 9.36. For any embedded submanifold of codimension k in a manifold
of dimension n and any m ∈ R

0 ↪→ Im−1(X,M) ↪→Im(X,M) σm→−→

S
m+n

4−
k
2

cl (N∗M ; Ωfibre)/Sm+n
4−

k
2−1

cl −→ 0
(9.68)

is exact.

Proof. The surjectivity of the symbol map follows by the use of a partition of
unity. If a ∈ Sm+n

4−
k
2

cl (N∗M ; Ωfibre) then, by definition, its support is a subset of M
which is of the form M ∩F for some closed subset F ⊂ X. Take a covering of supp a
by coordinate charts in which M takes the local form (9.2) and a partition of unity,
φ2
j , subordinate to the covering of X by these coordinate charts and X \ supp(a).

Then for each j we can use the local representation, obtained by inverse Fourier
transform from (9.33), to find an element uj ∈ Im(X,M) with symbol φja. Taking

u =
∑
j

φjuj(9.69)

gives an element of Im(X,M) with symbol a. The proof of the remainder of the
exactness of (9.68) is similar. �

The results on the pull-back and push-forward of conormal distributions in
Chapter 5 also have analogues for the conormal distributions associated to a sub-
manifold. We shall defer the discussion of these operations until after the introduc-
tion of Lagrangian distributions and then give results in that wider context. For the
moment, with a view to that later generalization, we simply note how the conormal
distributions associated to a submanifold are themselves obtained by push-forward
of conormal distributions associated to a hypersurface. Indeed this is implicit in
the local representation (9.33):

u(y, z) = (2π)−k
∫
Rk

eiy·ηa(z, η)dη.(9.70)

We can freely assume that a is supported in |η| > 1, affecting u only by a smooth
term. Then the introduction of polar coordinates in η = rτ, |τ | = 1 reduces (9.70)
to

u(y, z) = (2π)−k
∞∫

0

∫
Sk−1

eir(y·τ)a(z, rτ)rk−1dτdr.(9.71)

As a function on Y × [0,∞), where Y = Rn−k × Sk−1, a(z, rτ) is a symbol. Thus
(9.71) can be written as a push-forward:

u = π∗(v) where π(y, z, τ) = (y, z) and

v = (2π)−k
∞∫

0

eir(y·τ)a(z, rτ)rk−1dr.
(9.72)

Now f = y · τ ∈ C∞(Rk × Sk−1) vanishes precisely on the submanifold Z =
{(y, z, τ); y ⊥ τ} where its differential is non-vanishing. In fact it follows directly
from (9.72) that v ∈ Im(Rn × Sk−1, Z).
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Remarks: Add topology (say for Hs-based spaces), density of C∞ and pull-back
under maps transversal to the submanifold.



CHAPTER 10

The scattering amplitude

We have already defined, in (8.72), the scattering kernel κV ∈ C−∞(R×Sn−1×
Sn−1) corresponding to a smooth potential with compact support, V ∈ C∞c (Rn),
for n ≥ 3 odd. We now proceed to analyse its basic properties, support, singular
support and asymptotic behaviour. To investigate the latter we shall use the Lax-
Phillips semigroup.

Recall that we have shown the initial value problem

(Dt +Ds)k(t, s, ω) + VLP · k(t, s, ω) = 0

k(0, s, ω) = k0(s, ω)
(10.1)

to have a unique solution for each k0 ∈ C∞c (R × Rn). Indeed the solution is just
k(t, x, ω) = W (t)k0(s, ω) which in turn can be written

k(t, s, ω) =
∫

R×Sn−1

ELP(t, s, ω; s′, θ)k0(s′, θ)ds′dθ.(10.2)

The solution is C∞ and the support properties of ELP found in Lemma 8.29 show
that

k0(s, ω) = 0 in s ≤ −ρ =⇒ k(t, s, ω) = 0 in s ≤ −ρ ∀ t ≥ 0

k0(s, ω) = 0 in s ≤ ρ =⇒ k(t, s, ω) = 0 in s ≤ ρ ∀ t ≥ 0.
(10.3)

Observe that the quotient of these two spaces of initial data

K∞ =

{
k0 ∈ C∞c (R× Sn−1); k0(s, ω) = 0 in s ≤ −ρ

}
{k0 ∈ C∞c (R× Sn−1); k0(s, ω) = 0 in s ≤ ρ}

(10.4)

can be identified with the space

K∞ ≡
{
h ∈ C∞((−∞, ρ]× Sn−1);h(s, ω) = 0 in s ≤ −ρ

}
(10.5)

by the obvious restriction map, h = k0|{s≤ρ}.

Lemma 10.37. For each t ≥ 0

Z(t)h = W (t)k0|{s≤ρ}, where h = k0|{s≤ρ},(10.6)

defines a semigroup (the Lax-Phillips semigroup) of operators on K∞; this semi-
group extends by continuity to a bounded semigroup of operators on the Hilbert
space

K =
{
h ∈ L2((−∞, ρ]× Sn−1);h(s, ω) = 0 in s < −ρ

}
.(10.7)

Proof. That Z(t) is well defined follows from (10.4) since if k′0 is another
representative of h then k′0− k0 vanishes in s ≤ ρ and hence so does W (t)(k′0− k0),
for any t ≥ 0. A similar argument shows that Z(t) is a semigroup too, since if k0

89
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is a representative of h then W (t)k0 is a representative of Z(t)h, so Z(s)Z(t)h =
W (s)[W (t)k0]|s≤ρ = Z(t+ s)h.

The boundedness of W (t) on L2 implies the boundedness of Z(t) on K. �

Notice that

K ≡ L2((−ρ, ρ)× Sn−1).(10.8)

We did not emphasize this initially since the action of Z(t) on K includes a ‘bound-
ary condition’ of vanishing near s = −ρ which is well described by the definition
(10.5) and the support properties of the kernel of W (t).

One reason that the semigroup Z(t) is so useful is that, for scattering by a
compactly-supported potential, it eventually has a smooth kernel.

Lemma 10.38. For any t > 2ρ the operator Z(t) has a C∞ kernel which depends
smoothly on t ∈ (2ρ,∞).

Proof. The action of Z(t) can always be written in terms of the kernel of
W (t), i.e.

Z(t)h(s, ω) =
∫

[−r,ρ]×Sn−1

ELP(t, s, ω; s′, θ)h(s′, θ)ds′dθ.(10.9)

Now, by Lemma 8.28, ELP(t, s, ω, s′, θ) is C∞ in t > 2ρ, |s|, |s′| ≤ ρ. �

The smoothness of the Schwartz kernel of Z(t), for t > 2ρ means that Z(t) is
then compact as an operator on K. Recall that a compact operator on a Hilbert
space is a bounded operator, B, which is norm-approximable by operators of finite
rank, i.e. there exists a sequence Bn satisfying

dim[Bn(K)] <∞ ∀ n, ‖B −Bn‖ −→ 0 as n→∞.(10.10)

Here the operator norm is just

‖B‖ = sup
‖f‖K=1

‖Bf‖K.(10.11)

For any operator with smooth kernel

‖B‖ ≤ C sup
[−ρ,ρ]×Sn−1×[−ρ,ρ]×Sn−1

|B(s, ω, s′, θ)|.(10.12)

Thus the compactness, on K, of any operator with smooth kernel follows from the
approximability of such smooth functions by polynomials on R2n+2 in the uniform
norm on [−ρ, ρ]× Sn−1 × [−ρ, ρ]× Sn−1, i.e. the Stone-Weierstrass theorem.

The compactness of Z(t) for r > 2ρ is important because it implies that the
semigroup has an asymptotic expansion in exponentials. To understand where this
comes from consider the special case of a semigroup on a space of finite dimension.
This is always of the form eiAt for some matrix A. The kernel of the semigroup
(which in the finite rank case always extends to a group) is then of the form

Z(t) =
∑
j

∑
i≤Nj

eiλjt

∑
k≤i

tk

k!
ekj

⊗ fij(10.13)

where the eij form a basis of generalized eigenfunctions for A corresponding to the
eigenvalue λj and the fij are an eigenbasis for A∗.
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Proposition 10.24. Let Z(t) be a bounded semigroup of operators on a Hilbert
space K and suppose that, for some T > 0, Z(T ) is compact, then there are se-
quences λj ∈ C, with =λj → ∞ as j → ∞, Nj ∈ N and elements eij , fij ∈ K for
i ≤ Nj , j ∈ N such that for any J the difference

ZJ(t) = Z(t)−
∑
j≤J

∑
i≤j

eiλjt

∑
k≤i

tk

k!
ekj

⊗ fij(10.14)

is a bounded semigroup of operators on KJ , the space annihilated by all the Fij with
j ≤ J and with

sup
t≥0

e(=λJ−ε)t‖ZJ(t)‖ <∞ ∀ ε > 0.(10.15)

Proof. This result is a simple consequence of the spectral properties of com-
pact operators. Recall that the spectral radius of a bounded operator is just

Rad(B) = lim sup ‖Bn‖1/n.(10.16)

It is defined so that the Neumann series for the resolvent operator

(z −B)−1 = z−1
∑
j≤0

z−jBj(10.17)

converges precisely in the region |z| > Rad(B). In fact the converse is also true,
namely Rad(B) is the radius of the smallest disk centered at the origin with com-
plement on which the resolvent extends to be holomorphic.

If B is compact then for any ε > 0 it has a decomposition

B = Bε +Qε, Rad(Qε) ≤ ε,(10.18)

(10.19)

where Bε is of finite rank and commutes with any operator commuting with B.
Of course we always have Rad(B) ≤ ‖B‖ so the important point here is the com-
mutativity since otherwise (10.19) follows from the definition of compactness in
(10.10).

In the interests of completeness we pause to prove this result. Let us start
with the earlier statement about the spectral radius. We know that (z − B)−1 is
holomorphic in |z| > Rad(B) for any bounded operator B. Suppose then that it is
holomorphic, with values in the bounded operators, in |z| > r, for some r < Rad(B).
Using Cauchy’s theorem we find that

Id =
1

2πi

∫
|z|=r′

(z −B)−1dz, ∀ r′ > r.(10.20)

Indeed, Cauchy’s theorem implies that the integral is independent of r′ > r. From
the uniform convergence of (10.17) near infinity, only the first term contributes as
r′ →∞ so (10.20) follows. From a similar argument, or repeated use of the identity
(z −B)(z −B)−1 = Id, it follows that

Bk =
1

2πi

∫
|z|=r′

zk(z −B)−1dz, ∀ r′ > r, k ∈ N.(10.21)

Directly estimating the integral shows that Rad(B) ≤ r.
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Having identified the spectral radius with the radius of the smallest disk around
the origin such that (z −B)−1 extend holomorphically to the complement, we can
prove (10.19). Starting from (10.10) choose an operator of finite rank F such that
B−F has norm at most ε. Let K1 ⊂ K be a subspace of finite dimension containing
the range of F and such that K2 = K⊥1 is contained in the null space of F. Then
consider the decomposition of B using the orthogonal projections πi onto the Ki :

K = K1 ⊕K2, B =
[
B11 B12

B21 B22

]
, Bij = πiBπj .(10.22)

Here all but B22 are certainly finite rank and ‖B22‖ ≤ ε.
In terms of the decomposition of (z−B)−1 = I(z) corresponding to (10.22) we

need
(z −B11)I11 +B12I21 = π1, (z −B11)I12 +B12I22 = 0

B21I11 + (z −B22)I21 = 0, B21I12 + (z −B22)I22 = π2.
(10.23)

Now the resolvent (z − B22)−1 is holomorphic in |z| > ε, so the last equation can
be solved there for I22 in terms of I12. Substituting into the second equation gives[

z −B11 −B12(z −B22)−1B21

]
I12 = −B12(z −B22)−1π2.(10.24)

Both sides here map K2 to K1. The first factor on the left is a bounded map on K1.
It is invertible for |z| large and is holomorphic in |z| > ε. It follows that the inverse,
and hence also I12, is meromorphic in |z| > ε. From this, and a similar treatment
of the first two equations, it follows that I(z), the resolvent of B, is meromorphic
in |z| > ε. Such singularities as it has in the region ε < |z| ≤ Rad(B) must be poles
of finite order (i.e. if there is a pole at z = z′ then (z − z′)NI(z) is holomorphic
near z′ for some N ∈ N) and of finite rank. This means that in the Laurent series
expansion at any pole

I(z) =
∑
j≥−N

(z − z′)jQj the Qj for j < 0 have finite rank.(10.25)

Thus we have shown that for any compact operator the resolvent I(z) extends
to be meromorphic in Cr0 with poles of finite rank. The decomposition (10.19)
now follows from (10.21) for k = 1 by writing

Qε =
1

2πi

∫
|z|=ε′

z(z −B)−1dz(10.26)

where ε′ < ε is chosen so that there are no poles on the circle |z| = ε′. The difference

Bε = B −Qε =
1

2πi
[

∫
|z|=Rad(B)+1

−
∫
|z|=ε′

]z(z −B)−1dz(10.27)

can be evaluated by residues, showing that it is of finite rank. Since I(z) commutes
with any operator commuting with B the same follows for Bε. Moreover, directly
from (10.26) it is clear that Rad(Qε) ≤ ε. Thus we have proved (10.19).

In fact this approach gives rather more. The operator

πε =
1

2πi
[

∫
|z|=Rad(B)+1

−
∫
|z|=ε′

](z −B)−1dz(10.28)
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is a projection. This follows by use of the resolvent identity:

(z −B)−1 ◦ (z′ −B)−1 = (z − z′)−1[(z −B)−1 − (z′ −B)−1](10.29)

valid whenever z 6= z′ are not poles of the resolvent. If (10.28) is split into a finite
sum of terms each of which is the same integral along a small contour enclosing just
one of the poles of the resolvent in the annulus ε < |z| ≤ Rad(B) then these terms
commute and each is a projection. Since these projections commute with Z(t) for
all t ≥ 0

Zε(t) = πεZ(t)πε(10.30)

is a semigroup for each ε > 0. This is a semigroup of finite rank, so has an expansion
as in (10.13). Thus the sum on the right in (10.14) just arises from the kernels of
these finite rank semigroups.

To complete the proof of Proposition 10.24 it is only necessary to note that the
terms in the expansion of Zε so obtained must be independent of ε. �

Using the Lax-Phillips semigroup and the analysis already made of the singu-
larities we can now find the basic properties of the scattering kernel.

Proposition 10.25. If n ≥ 3 is odd then the scattering kernel κV corresponding
to V ∈ C∞c (Rn) satisfies

supp(κV ) ⊂ [−2ρ,∞)× Sn−1 × Sn−1 if supp(V ) ⊂ {|x| ≤ ρ}.(10.31)

κV ∈ I
1
4 (R× Sn−1 × Sn−1, D), D = {t = 0, θ = ω}(10.32)

and κV has a complete asymptotic expansion as t −→∞

κV (t, ω, θ) ∼
∑

l ≤ N(j)(10.33)

j = 1, . . . ,∞aj,l(ω, θ)eiλjttl as t −→∞(10.34)

with aj,l ∈ C∞(Sn−1 × Sn−1) and =λj −→∞ as j −→∞.

Here the asymptotic expansion is in C∞, i.e. if the λj are ordered so that =λj
is a non-decreasing sequence then (10.34) means that for any p, J ∈ N, ε > 0 and
any C∞ differential operator P on Sn−1× Sn−1 there exists a constant C such that∣∣∣Dp

tP
[
κV (t, ω, θ)−

∑
l ≤ N(j)(10.35)

j < Jaj,e(ω, θ)eiλjttl ≤ C exp((=λJ − ε)t) t > 1.(10.36)

Note also that (10.32) implies in particular that

singsupp(KV ) ⊂ {t = 0, θ = ω}.(10.37)

These three results give rather precise information on the growth and regularity
of κV . Before proceeding to the proof we note the following consequence.

Corollary 10.3. The scattering amplitude

aV (ω, θ, λ) =
∫

exp(−iλt) [κV (t, ω, θ)− δ(t)δθ(ω)] dt(10.38)

is a meromorphic function of λ ∈ C, holomorphic in some half-plane =λ < C ′, with
values in C−∞(Sn−1 × Sn−1).
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Figure 1. Support of α′

We shall actually show below that aV is meromorphic, with poles at the λj
in (10.34), with values in C∞(Sn−1 × Sn−1) and then analyse its behaviour as
|<λ| −→ ∞ with |=λ| bounded.

Proof. Proof of Proposition 10.25 We can represent κV , restricted to any finite
strip t < T, in terms of a solution to the transformed wave equation and hence,
ultimately, in terms of a solution to the original wave equation. By definition κV
is obtained from the solution of the continuation problem

(Dt +Ds − VLP)α = 0 in R× R× Sn−1

α = δ(s− t)δθ(ω) in t << 0
(10.39)

in the form

α(t, s, ω; θ) = κV (t− s, ω; θ) in s ≥ ρ.(10.40)

The solution to (10.39) can be reduced to a forcing problem for the original
wave equation. Namely if w ∈ C−∞(R× Rn × Sn−1) satisfies

(D2
t −∆− V )w = cnV ·D

n−3
2

t δ(t− x · θ), cn = 2−
1
2 (2π)−

n
2

w = 0 in t << 0
(10.41)

then

α(t, s, ω, θ) = δ(t− s)δθ(ω) + LP

(
w(t)
Dtw(t)

)
.(10.42)

Indeed, the results of Chapter 8 show that if w satisfies (10.41) then it has compact
x-support and

α′ = LP

(
w(t)
Dtw(t)

)
∈ C−∞(R× R× Sn−1 × Sn−1)(10.43)

satisfies

(Dt +Ds − VLP)α′ = Rn · V ·D
n−3

2
t δ(t− x · θ) = VLPδ(s− t)δθ(ω).(10.44)

Thus α defined by (10.42), which is just α′ + δ(s − t)δθ(ω), satisfies (10.39). The
formulae (10.40), (10.42) therefore hold by the uniqueness of the solution to (10.39).

The support condition, (10.31), is easily deduced from (10.44). Since VLP has
support in |s|, |s′| ≤ ρ, and δ(s− t) has support on s = t from (10.44)

(Dt +Ds − VLP)α′ = 0 in t < −ρ and s > ρ.(10.45)

Since α′ = 0 in t << 0 uniqueness for the Cauchy problem shows that α′ = 0 in
t < −ρ; it must therefore also vanish in {s > ρ, t < s − 2ρ}, see Figure 1. From
(10.40) it follows that κV vanishes in t < −2ρ.

Next we locate the singularities of α′, just as we found the singular support of
the forward fundamental solution of Dt + Ds − VLP. Notice that if u satisfies the
continuation problem

(D2
t −∆− V )u = 0

u = δ(t− x · θ) t << 0
(10.46)
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then, from the uniqueness of the solution to (10.41)

w = cnD
n−3

2
t [u− δ(t− x · θ)].(10.47)

This reduces the question to a continuation problem of the type we considered in
Chapter 1. Using the results obtained there, in particular Proposition 1.1, together
with the removal of the C∞ error term in Chapter 6, we know that

u = δ(t− x · θ) +H(t− x · θ)g(t, x, θ) + φ(t, x, θ)(10.48)

where g, φ ∈ C∞(R× Rn × Sn−1) have x-compact supports.
Together, (10.40), (10.42) and (10.47) show how to calculate κV from u.Observe

that the C∞ term φ contributes a C∞ term to w in (10.47), hence a C∞ term to α
in (10.42) and so finally a C∞ term to κV . Thus in computing the singularities of
κV it can be ignored. Setting u′ = H(t− x · θ)g(t, x, θ) we see that

α′(t, s, θ, ω) ≡ c2n
{
D

n−1
2

s RD
n−1

2
t u′ −D

n+1
2

s RD
n−3

2
t u′

}
mod C∞.(10.49)

It will turn out that those two terms are the same, so let us concentrate on the
first, which can be written

c2nD
n−1

2
s D

n−1
2

t Ru′.(10.50)

Clearly then we need to examine the Radon transform of u′. This we write in
the form

Ru′ = π∗β
∗u′(10.51)

where
M πβ

Rt × Rs × Sn−1
ω × Sn−1

θ Rt × Rnx × Sn−1
θ

(10.52)

are the two projections from M = {(t, s, x, ω, θ); s = x · ω}.
Now u′ is conormal with respect to {t = x · θ} = H. We have already checked

the transversality of β to H. In any case this is just the obvious statement

dβ∗(t− x · θ) 6= 0 on M ∩ β−1(H).(10.53)

As before, the fibres of π are the (n−1) dimensional planes in M given by x ·ω = s,
with ω, s, θ and t fixed. Thus the critical set of β−1(H) with respect to π is

CH = {(t, s, x, ω, θ) ∈ β−1(H); dx(t− x · θ) = cdx(s− x · ω)}.(10.54)

Thus again applying Proposition 5.13

singsupp(Ru′) ⊂ π(CH) = {s = σt, θ = σω, σ = ±1}.(10.55)

The same argument applies to the second term in (10.49) so

singsupp(α′) ⊂ {t = s, θ = ω} ∪ {t = −s, θ = −ω}.(10.56)

In s > ρ (Dt +Ds)α′ = 0. There can therefore be no singularities of the second
type in this region, since they would propagate along the lines t+ s =const. Thus

singsupp(α′) ⊂ {t = s, θ, ω, s ≥ −ρ} ∪ {t = −s, θ = −ω, |s| ≤ ρ}.(10.57)

Since κV is given by (10.40) this proves (10.37).
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To strengthen this to the statement, (10.32), of conormal regularity simply
write (10.51) explicitly in the form

Ru′ = R

∫
R

ei(t−x·θ)τ b(t, x, θ, τ)dτ

=
∫
ω⊥

∫
R

ei(t−(sω+x′)·θ)τ b′(t, sω + x′, θ, τ)dτdx′
(10.58)

where b is a symbol of order . In terms of the fibre variables ζ = (τω + x′τ) ∈ Rn
the phase function can be written

(t− sω · θ − x′ · θ)τ = (tω − s(θ · ω)ω + θ) · ζ.(10.59)

Consider the map

G : R× R× Sn−1 × Sn−1 −→ Rn × R× R× Sn−1 × Sn−1

G(t, s, ω, θ) 7−→ (tω − s(θ · ω)ω + θ, t, s, ω, θ) = (Z, t, s, ω, θ).
(10.60)

This is clearly transversal to Z = 0, which pulls back to the submanifolds {t =
0, θ = ±ω}. Moreover b(t, s, ω, θ, ζ) = b′(t, sω + x′, θ, τ) is a symbol in ζ so

u′′(Z, s, ω, θ) =
∫

Rn

eiZ·ζb(t, s, ω, θ, ζ)dζ(10.61)

is conormal with respect to Z = 0. Thus Ru′ = G∗u′′ is conormal as stated in
(10.32).

Remark: This needs to be tidied up a bit and related to the results, still to be
added, on smooth approximability and pull-back from Chapter 9.

Finally then we need to prove (10.34). In (10.44) the right-hand side vanishes
for t > ρ so α′ satisfies the homogeneous equation. Since α′ = 0 in s < −ρ its
restriction to s < ρ is given by the Lax-Phillips semigroup:

α′(t, s, ω, θ) = Z(t− ρ)α′(ρ, s, ω, θ) in s < ρ, t > ρ.(10.62)

Moreover from (10.56) α′(ρ, s, ω, θ) is itself C∞. Thus α′ has an asymptotic expan-
sion coming from (10.14) as t → ∞. From this the expansion for κV follows using
(10.40). This completes the proof of Proposition10.25. �

Using these results, and the formula (10.49) we can obtain more detailed infor-
mation about the scattering amplitude than given in Corollary 10.3.

Proposition 10.26. The scattering amplitude, defined by (10.38) for =λ << 0,
extends uniquely to a C∞ function

aV ∈ C∞(Sn−1
ω × Sn−1

θ × [C\{λj}]λ)(10.63)

which is meromorphic in λ with poles of finite rank (and order) and satisfies, for
some C and any C∞ differential operator P on Sn−1 × Sn−1

sup
=λ≤C

∣∣exp(2ρ=λ)(1 + |<λ|)−n+2PaV
∣∣ <∞.(10.64)

Proof. Let φ ∈ C∞(R×Sn−1×Sn−1) be identically equal to 1 in a neighbour-
hood of t = 0, θ = ω, but vanish in |t| > ρ

10 , |θ − ω| >
1
10 . Then the decomposition

κV = κ′V + κ′′V , κ
′
V = φκV(10.65)



10. THE SCATTERING AMPLITUDE 97

has second term, κ′′V , C∞, with κ′V having compact support in |t| ≤ ρ
10 . Thus κ′′V

still satisfies (10.31) and (10.34). The Paley-Wiener theorem shows that its Fourier
transform

a′′V (ω, θ, λ) =
∫
e−iλt(1− φ(t, ω, θ))κV (t, ω, θ)dt(10.66)

satisfies (10.63) and an even stronger form of (10.64), namely

sup
=λ<C

(10.67)

Sn−1 × Sn−1
∣∣exp(2ρ=λ)(1 + |<λ|)kPa′′V

∣∣ <∞ ∀ P, k.(10.68)

Now, from the compactness of its support, the Fourier transform of κ′V , a
′
V , is

entire in λ ∈ C. We shall show that, for some R < 2ρ,{
a′V =

∫
eiλtφκV (t, ω, θ)dt ∈ C∞(Sn−1 × Sn−1 × C)∣∣exp(R=λ)(1 + |λ|)−n+2Pa′V

∣∣ <∞ in =λ < C
(10.69)

This will certainly imply (10.64) for aV = a′V + a′′V . Again, by the Paley-Wiener
Theorem, adding a C∞ term to κV , and hence to κ′V , contributes an entire term to
a′V satisfying the estimates in (10.69) and rapidly decreasing as <|λ| −→ ∞. Thus
we can replace κ′V by φ times the right side of (10.49), evaluated at s = ρ, setting

ãV (ω, θ, λ) =
∫
e−iλtκ̃V (t, ω, θ)dt

κ̃V (t− ρ, ω, θ) =C2

{
D

n−1
2

s D
n−1

2
t φRu′

−D
n−1

2
s D

n−3
2

t fRu′
}∣∣
s=ρ

(t− ρ, ω, θ).

(10.70)

We are therefore reduced to computing Ru′ in more detail! Set

ω⊥ = {ξ ∈ Rn; ξ · ω = 0},(10.71)

a subspace of dimension n − 1. Then, since |θ − ω| < 1
10 on the support of f, we

can set

θ = d(ξ)ω + ξ |ξ| < 1
2
, ξ ∈ ω⊥, d(ξ) = (1− |ξ|2)

1
2 .(10.72)

Similarly

x · ω = s =⇒ x = sω + η, η ∈ ω⊥.(10.73)

If dη denotes the Euclidean measure on ω⊥ then we can write

φRu′ = φ

∫
H(t− d(ξ)s− η · ξ) · g(t, sω + η, d(ξ)ω + ξ)dη.(10.74)

Now let b be the Fourier transform

b(x, ω, θ, τ) =
∫
e−iτ(t−x·θ)H(t− x · θ)φ(t, ω, θ)g(t, x, θ)dt.(10.75)

We know that b is a symbol in τ of order −1. Inserting this in (10.74) we have

φRu′ =
1

2π

∫
eiτ(t−x·θ)b(x, ω, θ, τ)dτdη

=
1

2π

∫
eiτ(t−d(ξ)s−η·ξ)b(sω + η, ω, d(ξ)ω + ξ, τ)dτdη.

(10.76)
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To compute the form of ãV from this we need to use (10.70). Carrying out the
differentiation replaces b by another symbol, of order n− 2 (= −1 + n− 1), so

κ̃V (t− s, ω, θ) =
c2n
2π

∫
eiτ(t−d(ξ)s−η·ξ)b̃(s, ω, ξ, η, τ)dτdη (s > ρ)

b̃(s, ω, ξ, η, τ) = τ
n−1

2

n−1
2∑
j=0

(n−1
2

j

)
(−τd(ξ))

n−1
2 −jDj

sb

−τ
n−1

2

n−3
2∑
j=0

(n−3
2

j

)
(−τd(ξ))

n−3
2 −jDj

sb.

(10.77)

Introducing t+ s in place of t in (10.77) gives

ãV (ω, θ, λ) = c2n

∫
ei[λ(1−d(ξ))s−η·ξ]b̃(s, ω, ξ, η, λ)dη (s ≥ ρ).(10.78)

This proves the smoothness of ãV and the estimate (10.69), since b̃ has compact
support in |η| ≤ 2ρ (see (10.75)), is a symbol of order n−2, and |(1−d(ξ))s−η−ξ| ≤
ρ
2 on the support of b̃. This completes the proof of Proposition 10.26. �

Of course we should not stop here! The formula for ãV gives a precise descrip-
tion of the asymptotic behaviour of aV as <λ→∞, with |=λ| bounded.

Proposition 10.27. If |=λ| < C then as |<λ| −→ ∞ aV (ω, θ, λ) is rapidly
decreasing if |λ||θ−ω| −→ ∞. If θ−ω = 1

τ ζ−
1
τ2ω, ζ ∈ ω⊥, then as τ −→∞, where

λ = τ + iΛ, aV has a complete asymptotic expansion:

aV (ω, (1− 1
τ2

)ω +
1
τ
ζ, τ + i∧) ∼

∑
j≤n−2

τ ja±v,j(ω, ζ) as τ → ±∞(10.79)

where

a±v,n−2(ω, ζ) = ± 1
2(2π)n

∫
ω⊥

e−iζ·η(
∫
V (η + rω)dr)dη.(10.80)

Proof. The terms other than ãV in aV are already rapidly decreasing as
|<λ| −→ ∞ with |=λ| bounded, so it suffices to examine ãV given by (10.78),
which we write in the form

ãV (ω, θ, λ) = c2n exp(iλ(1− d(ξ))s)ˆ̃b(s, ω, ξ, ζ, λ)(10.81)

the hat denoting the Fourier transform in η ∈ ω⊥. The condition |λ||θ− ω| −→ ∞,
i.e. |τ ||θ − ω| −→ ∞, just means |τζ| −→ ∞. Since b̃ has compact support in η its
Fourier transform is indeed rapidly decreasing at real infinity. This gives the rapid
decrease away from θ = ω.

Similarly, setting θ − ω = 1
τ ζ −

1
τ2ω, i.e. ξ = 1

τ ζ with ζ ∈ ω⊥, we get

ãV (ω, (1− 1
τ2

)ω +
1
τ
ζ, τ + i∧)

= c2n exp(i
τ + i∧
τ2

s)ˆ̃b(s, ω,
1
τ
ζ,
τ + i∧
τ

ζ, τ + i∧).
(10.82)
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The fact that ˆ̃
b has an expansion in the last variable, together with Taylor series in

the other variables, gives (10.79). The leading term is just

av,n−2(ω, ζ) = c2n
ˆ̃
b±n−2(ρ, ω, θ, z),

if b̃ ∼
∑

k≤n−2

b̃±k (s, ω, ξ, η)λk, λ −→∞.(10.83)

Thus we need to complete the leading term of b̃, in (10.77). It is just

b̃±n−2(s, ω, ξ, η) = (−1)
n−1

2 d(ξ)
n−3

2 (d(ξ) + 1)b±−1(s, ω, ξ, η)

if b(s, ω, ξ, η, λ) ∼
∑
j≤−1

b±j (s, ω, ξ, η)λj as λ −→∞.(10.84)

This reduces the computation to that of the leading term in b, from (10.75). In fact

b±−1(x, ω, θ) = ± g(t, x, θ)|t=x·θ .(10.85)

Referring back to the construction of g we conclude that

b±−1(x, ω, θ) = ±(− i
2

)

∞∫
−∞

V (x+ (r − x · ω)ω)dr(10.86)

Thus

b±−1(ω, 0, η) = ∓ i
2

∞∫
−∞

V (η + rω)dr(10.87)

is just the average of V over ω-lines. This proves (10.80) and hence the proposition.
�

Proposition 10.27 has one very important consequence. Namely it shows that
the potential, V, can be recovered from the scattering amplitude aV .

Corollary 10.4. The scattering transform

C∞c (Rn) 3 V 7−→ aV ∈ C∞(Sn−1 × Sn−1 × (C\{λj}))(10.88)

is, for n ≥ 3 odd, injective.

Proof. From Proposition 10.27 we can recover a±v,n−2 from aV . Taking the
inverse Fourier transform in ζ we conclude that

∞∫
−∞

V (η + rω)dr is determined ∀ ω ∈ Sn−1, η ∈ ω⊥.(10.89)

This however is the X-ray transform of V, i.e. we have recovered the average of V
along each line in Rn. Since we can write∫

x·θ=s

V dHx =
∫
Q

(

∞∫
−∞

V (rω + sθ)dr)dω

where Q = {ω ∈ θ⊥;ω · ω′ = 0}

(10.90)

for some fixed ω′ ∈ θ⊥ we can recover the Radon transform of V from aV . The
inversion formula for R completes the proof. �
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The philosophical connection between the appearance here, in (10.89), of the
x-ray transform of V and its appearance in X-ray tomography (CAT scans) deserves
to be pondered a little. The occurence of the x-ray transform here can be traced to
the fact that singularities propagate along straight lines, irrespective of the potential
perturbation.



CHAPTER 11

Stationary scattering and spectral theory

Next we consider the relationship between the approach to scattering theory
explored above, using progressing waves and the Radon transform, and other for-
mulations. First the Fourier transform, in time, of the progressing wave solutions is
analyzed, since this gives a complete set of generalized eigenfunctions for the con-
tinuous spectrum of ∆ + V. Similarly the Fourier transform of the forward funda-
mental solution of the wave equation gives the resolvent and so allows the ‘limiting
absorption principle,’ to be proved. This analysis reproduces the results of clas-
sical ‘stationary scattering theory’ in this context and gives a detailed description
of the spectrum of ∆ + V. The abstract scattering theory of Lax and Phillips is
also described in this setting as is the radiation limit of Friedlander. These various
approaches to scattering theory are also related to the existence and completeness
of the Müller wave operators.

First we shall show that the the scattering amplitude as defined in Chapter 10
coincides with the scattering amplitude defined in the more classical, stationary,
approach to scattering. In this approach the scattering amplitude is defined in
terms of ‘outgoing’ generalized eigenfunctions of ∆ + V. These eigenfunctions are
perturbations for large |x| of the ‘plane wave’ generalized eigenfunctions of ∆ of
the form exp(iλx · ω) where λ ∈ R is the frequency variable and ω ∈ Sn−1.

More precisely, for each real λ 6= 0 and each ω ∈ Sn−1, there is a unique function
ϕ(λ, x, ω) ∈ C∞(Rnx) such that

(∆+ V − λ2)ϕ = 0 and(11.1)

ϕ(λ, x, ω) = eiλx·ω + cna(λ, θ, ω)λ
n−3

2 |x|−
n−1

2 eiλ|x| +O(|x|−
n−1

2 −1)(11.2)

where θ = x/|x|. The function a ∈ C∞(Rλ \ {0} × Sn−1
θ × Sn−1

ω ) is called the
scattering amplitude in the stationary approach. In the course of showing the
existence of these plane waves we shall show that a coincides with the scattering
amplitude defined in Chapter 10.

The unperturbed plane wave exp(iλx ·ω) is the value at τ = −λ of the Fourier
transform in t of the unperturbed progressing wave:

exp(iλx · ω) =
∫
eiλtδ(t− x · ω)dt.(11.3)

We shall define ϕ(λ, x, ω) in terms of the solution of the continuation problem (1.1).
Then, by ???, u is a tempered distribution in the time variable and is, for x in any
compact set, smooth for large t. We then define

ϕ(λ, x, ω) =
∫
eiλtu(t, x, ω)dt.(11.4)

101
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Theorem 11.4. For any V ∈ C∞c (Rn), if u is the solution of (1.1) and ϕ is
defined by (11.4) then

ϕ(λ, x, ω) = eiλx·ω + eiλ|x|R(λ, x, ω)(11.5)

where R has a complete asymptotic expansion as |x| → ∞ on compact sets in
λ ∈ R \ {0}, θ and ω :

R(λ, x, ω) ∼ cnλ
n−3

2 a(λ, ω, θ)|x|−
n−1

2 +
∞∑
j=1

αj(λ, ω, θ)|x|−
n−1

2 −j

as |x| → ∞;

(11.6)

here a is the scattering amplitude as defined in (10.38), the coefficients αj ∈
C∞(Rλ × Sn−1

ω × Sn−1
θ ) and cn is the universal constant

cn = .(11.7)

Proof. With u, as in (8.79), the solution of the continuation problem let

w = u− δ(t− x · ω)(11.8)

be the perturbation of the free wave which results. Thus w satisfies

PV w = −V (x)δ(t− x · ω), w = 0 for t < −ρ.(11.9)

Recall that the forward fundamental solution for PV , as in Theorem 6.2, satisfies

suppE ⊆ {(t, x, x′) ∈ R× Rn × Rn; t ≥ |x− x′|} .(11.10)

Since we can then write

w = E ∗ (−V (x)δ(t− x · ω))(11.11)

where the convolution is in the time variable, i.e. formally

w = −
∫
E(t− s, x, x′)V (x′)δ(s− x′ · ω)ds dx′(11.12)

it follows that

w = 0 for |x| > t+ ρ.(11.13)

Thus w has compact support in the x-variable and we can apply the modified
Radon transform of Lax and Phillips:(

w
Dtw

)
= R−1(α(t, s, ω, θ)− δ(t− s)δθ(ω)).(11.14)

Written out this gives

w = 2−
1
2 (π)−

n−1
2 (RtD

n−3
2

s (α(t, s, ω, dθ)− δ(t− s)δθ(ω))

= 2−
1
2π−

n−1
2

∫
Sn−1

k(t, x · θ, θ)dθ − eiλx·ω(11.15)

where k(t, s, ω, θ) = D
n−3

2
s α(t, s, ω, θ)− δ(t− s)δω(ω)) satisfies

(Dt +Ds + VLP)k = 0

k = D
n−3

2
s δ(t− s)δθ(ω), t < −ρ.

(11.16)

The structure of k follows from the disussion in Chapter 10. In particular,
for s bounded k has a complete asymptotic expansion as t → ∞ and in s > ρ it
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is a function only of t − s, ω and θ. Furthermore it is singular on on t = s and
t+ s = 0 ∩ {|s| ≤ ρ}. It follows that the t-Fourier transform of k :

k̂(τ, s, ω, θ) =
∫
e−iτtk(t, s, ω, θ)(11.17)

is a meromorphic function of τ with poles of finite rank only at the points τ = −λj
where λj is an eigenvalue of the infinitesmal generator of the Lax-Phillips semigroup.
Furthermore ˆ̀= k̂ − (−τ)

n−3
2 eisτδθ(ω) is smooth in all variables.

From (11.15) and (11.4)

ϕ(λ, x, θ) = eiλx·θ +
∫

Sn−1

ˆ̀(−λ, x · ω, ω, θ)dω.(11.18)

Set x = |x|θ′ with θ′ ∈ Sn−1 fixed. The properties of k are reflected in the fact that

`(t, s, ω, θ) = 0 in s < ρa

`(t, s, ω, θ) = `′(t− s, ω, θ) in s > ρa
(11.19)

where `′(t, ω, θ) is supported in t > −2ρ, is conormal at t = 0, ω = θ and has a full
expansion in exponential as t→∞. Moreover the wavefront set of `′ does not meet
the conormal to t = 0 so

ˆ̀(−λ, s, ω, θ) = eiλsµ(λ, s, ω, θ) where
µ = 0 in s < −ρ, Dsµ = 0 in s > ρ

(11.20)

and µ is C∞ in s, ω and θ as a meromorphic function of λ.
We proceed to investigate the structure of

ϕ(λ, x, θ) = eiλx·θ +
∫

Sn−1

ei|x|θ
′·ωµ(λ, |x|θ′ · ω, ω, θ)dω(11.21)

by using the stationary phase lemma. The only critical points of the phase function
λ|x|θ′ · θ are at θ′ = ±ω, at which points it takes the values ±λ|x|. The amplitude
µ vanishes identically near s = −|x|, for |x| > ρ, and µ(λ, |x|θ′ ·ω, ω, θ) is a symbol
in |x| near θ′ = ω since it is actually independent of |x| there. Thus inserting a
smooth cutoff φ(θ′, ω) with support near θ′ = ±ω gives

ϕ′(λ, |x|θ′, θ) =
∫
φ(θ′, ω)ei|x|θ

′·ωµ(λ, |x|θ′ · ωω, θ)dω

∼ ei|x|λ
∞∑
j=0

aj(λ, θ′, θ)|x|−
n−1

2

(11.22)

where
ϕ(λ, |x|θ′, θ) = ϕ′(λ, |x|θ′, θ) + ϕ′′(λ, |x|θ′, θ)

ϕ′′(λ, |x|θ′, θ) =
∫

Sn−1

(1− φ)(θ′, ω)eiλ|x|θ
′·ωµ(−λ, x · ω, ω, θ)dω.(11.23)

Here the cufoff factor constrains the support of the integrand to some set |θ′ ·ω| ≤ r,
for r < 1.

It remains to show that ϕ′′ is rapidly decreasing as |x| → ∞. Since |θ′·ω| ≤ r < 1
on the support of the integrand in (11.23) the decomposition as in (2.57) can be
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used:

ω = tθ′ + (1− t2)
1
2ω′, ω′ ⊥ θ′(11.24)

and then s = t/|x| and ω′ can be used as variables of integration:

ϕ′′(λ, |x|θ′, θ) =

|x|−1

∫
(θ′)⊥

∫
−ρ≤|s|≤r|x|

(1− φ)(θ′, |x|−1sθ′ + (1− |x|−2s2)
1
2ω′)

eisλµ(−λ, s, ‖x|−1sθ′ + (1− |x|−2s2)
1
2ω′, θ)(1− |x|−2s2)

n−3
2 dsdω′.

(11.25)

Since λ 6= 0 the identity d exp(isλ)/ds = iλ exp(isλ) and integration by parts can
be used to write this in the form

ϕ′′(λ, |x|θ′, θ) =

(−iλ|x|)−1

∫
(θ′)⊥

∫
−ρ≤|s|≤r|x|

eisλ
d

ds
µ(−λ, s, |x|−1sθ′ + (1− |x|−2s2)

1
2ω′, θ)

(1− |x|−2s2)
n−3

2 dsdω′ + ϕ̃.

(11.26)

Here we have used the fact that φ ≡ 0 on the support of dsµ/ds. The remainder
term in (11.26), ϕ̃, is given by a and integral as in (11.25) with (1− φ) replaced by
its s-derivative. The support is therefore in r|x| ≥ |s| > 1

2r|x| and the stationary
phase lemma shows it to be rapdily decreasing.

Finally then the asymptotic behaviour of the integral in (11.26) needs to be
analyzed. It is clearly a smooth function of |x|−1 as |x| → ∞ and the coefficients
of its Taylor series, i.e. asymptotic expansion in |x| are linear combinations of the
functions ∫

(θ′)⊥

∫
speisλ

d

ds
skV qω′µ(−λ, s, ω′, θ)dsdω′(11.27)

where q ≤ k and V ′ω is the unit vector field on the circle tω′ + (1 − t2)
1
2 [ω′ for

each ω′ ∈ (θ′)⊥. Integrating by parts in s again allowss the terms in (11.27) to be
expressed in terms of the integrals∫

(θ′)⊥

∫
spV qω′

ˆ̀(−λ, s, ω′, θ)dsdω′, q ≤ p.(11.28)

That these all vanish follows from Theorem 2.8 and the compactness of the support
of w for each t. �

In fact it is easy to see directly that the terms in the expansion of (11.26) must
all vanish. Without using Theorem 2.8 we have shown that ϕ(λ, x, θ) satisfies

(∆+ V − λ2)ϕ = 0

ϕ ∼ eiλx·θ + eiλ|x|R(λ, x, θ) +R′(λ, x, θ)
(11.29)

where both R and R′ have complete asymptotic expansions as |x| → ∞. It follows
that each terms must satisfy the same equation asymptotically, in particular

(∆+ V − λ2)R′(λ, x, θ) = O(|x|−∞) as |x| → ∞.(11.30)
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Writing ∆ in polar coordinates and computing the leading part it can be seen that
(11.30) implies that R′ is itself rapidly decreasing as |x| → ∞.

The generalized outgoing eigenfunctions as in (11.5) can be used to give an
explict spectral representation for ∆+V similar to that for ∆ given by the Fourier
inversion formula:

∆ =

∞∫
0

λdE0(λ)(11.31)

where the spectral projection E0(λ) is given by

E0(λ)f(x) =
∫

Sn−1

λ
n−1

2 ϕ0(x,
√
λ, ω)λ

n−1
2 ϕ0(y,

√
λ, ω)dω(11.32)

with the

ϕ0(x, λ, ω) = eiλx·ω(11.33)

being generalized eigenfunctions for ∆. We shall find a similar spectral resolution
for ∆+ V (x) using the generalized eigenfunctions ϕ in place of ϕ0.

The spectrum of ∆ + V, for V ∈ C∞c (R) real valued, differs little from that of
for ∆. Namely, the absolutely continuous spectrum for ∆ + V is [0,∞), as in the
unperturbed case, and there are may in addition be a finite number of negative
eigenvalues. We proceed to prove this, for n ≥ 3 odd.

First we proceed to show that∆+V, with V real-valued, is a selfadjoint operator
with domain Dom(∆+ V ) = H2(Rn).

The resolvent is well defined for =σ < 0, (∆ − σ)−1 : L2(Rn) → H2(Rn) and
also the operator

Bσ = V (x)(∆− σ)−1.(11.34)

The reason to consider Bσ is that the existence of negative eigenvalues is very much
tied up with the invertability of the operator

Id+Bλ, λ < 0.(11.35)

We shall prove that Id+Bσ2 is a Fredholm operator depending analytically on σ.
Then we shall use the analytic Fredholm theorem to conclude that the set of σ’s
forr which Id+Bσ2 is not invertible is discrete in C.

Proposition 11.28. For any V ∈ C∞c (Rn), Bσ2 is compact for =σ2 < 0.

Proof. (∆ − σ2)−1 : L2(Rn) → H2(Rn) is bounded for =σ < 0. Since V has
compact support, suppV ⊂ B(0, ρ), then

V (x)(∆− σ2)−1 : L2(Rn)→ H2(B(0, ρ))(11.36)

is bounded. By Rellich’s compactness theorem the inclusion

H2(B(0, ρ)) ↪→ L2(Rn)(11.37)

is compact, proving the proposition. �

Theorem 11.5. For any V ∈ C∞c (Rn), n ≥ 3 odd,

(∆− σ2)−1 : H2(Rn) −→ L2(Rn), =σ << 0(11.38)

has a meromophic extension to C as an operator

(∆− σ2)−1 : C∞c (Rn) −→ C∞(Rn).(11.39)



106 11. STATIONARY SCATTERING AND SPECTRAL THEORY

Proof. First we shall check that Cσ2 = (∆ − σ2)−1 is weakly holomorphic.
That is we proceed to show that

gσ = (Cσ2f, ϕ) = 〈(∆− σ2)−1f, ϕ〉(11.40)

has a meromorphic extension to C for f ∈ C∞c (Rn) and ϕ ∈ C∞c (Rn). Clearly gσ
is analytic for =σ << 0. Also gσ makes sense for =σ > 0. The problem is then to
analytically continue gσ across the real axis. We have

gσ =
∫
f̂(ξ)ϕ̂(−ξ)
|ξ|2 − σ2

, =σ << 0.(11.41)

Changing to polar coordinates we obtain

gσ =
∫

Sn−1

∞∫
0

rn−1 f̂(rω)ϕ̂(−rω)
r2 − σ2

dr dω,=σ < 0(11.42)

We will first extend gσ analytically to C \ (−∞, 0] by using the Cauchy integral
formula. For =σ < 0 we have using the contour of Figure***

gσ =
∫

Sn−1

iδ∫
0

ζn−1f̂(ζw)ϕ̂(−ζw)dζdω
ζ2 − σ2

+
∫

Sn−1

∫
<ζ>0,=ζ=δ

ζn−1f̂(ζω)ϕ̂(−ζω)
ζ2 − σ2

dζdω

+ πi

∫
Sn−1

σn−2f̂(σω)ϕ̂(−σω)dω.

(11.43)

Formula (11.43) clearly implies that gσ can be extended to C r (−∞, 0]. This is
valid in any dimension. Next we define g′σ = g−σ for =σ > 0. We analytically
continue g′σ across (−∞, 0] using an analogous formula to (11.43).

However, the extension of gσ to the upper half plane differs from g′σ in the
following fashion

gσ = g′σ + pσ, =σ > 0,(11.44)

where

pσ = πi(−σ)n−2

∫
Sn−1

f̂(−σω)ϕ̂(σω)dω(11.45)

If we continue analytically g′σ as indicated above we get

g′σ = gσ + pσ + p−σ in =σ < 0.(11.46)

However, for dimension n odd it is easy to check that p−σ = −pσ, concluding that

g′σ = gσ in =σ < 0(11.47)

and obtaining the desired extension of gσ to C−{0}. The last thing to check is that
gσ has a removable singularity at σ = 0. For that we will prove that gσ is bounded
near σ = 0. Using (11.42) and the fact that

2r
r2 − σ2

=
d

dr
log(r2 − σ2) =σ < 0(11.48)
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we conclude

gσ =
1
2

∞∫
0

∫
Sn−1

rn−2 d

dr
(log(r2 − σ2))f̂(rω)ϕ̂(−rω)dω dr.(11.49)

Integrating by parts in the r-variable we get

gσ = −1
2

∞∫
0

∫
Sn−1

d

dr
(rn−2f̂(rω)ϕ̂(−rω)) log(r2 − σ2)dω dr(11.50)

For n ≥ 3, (11.50) is clearly bounded near σ = 0. �

Using the analytic Fredholm theorem then we conclude that there is at most a
discrete numbers of σ’s for which (Id + Bσ2) is not invertible. We will use this to
prove

Proposition 11.29. Let V ∈ C∞0 (Rn), n ≥ 3 odd and V real-valued. Then
∆+ V has at most a discrete number of negative eigenvalues.

Proof. Let {λi} be eigenvalues of (∆+ V ), λi < 0 with

(∆+ V )ϕi = λiϕi, ϕi ∈ H2(Rn)(11.51)

Now we define fiεL2(Rn) by

fi = (∆− λi)ϕi(11.52)

and consequently since λi < 0, ϕi = (∆− λi)−1fi. From (11.51) we then conclude

fi + V (x)(∆− λi)−1fi = 0,(11.53)

that is

(Id+B√λi)fi = 0.(11.54)

Now the theorem follows from the fact that there are at most a discrete set of σ’s
for which there is a non-trivial kernel of (Id+Bσ). We now state �

Theorem 11.6. Let V ∈ C∞0 (Rn) with V real-valued and n ≥ 3 odd. Then
there is at most a finite number of eigenvalues of ∆+ V.

Proof. The only remaining thing to check is that the spectrum (set of eigen-
values) of ∆+ V is bounded. Let λ be an eigenvalue for (∆+ V ), then

(∆+ V )f = λf, f ∈ H2(Rn), f 6= 0.(11.55)

Then

〈(∆+ V )f, f〉 = 〈λf, f〉(11.56)

where 〈 , 〉 denotes the L2 inner product.
Since V is bounded we conclude∫

|∇f |2 +
∫
V |f |2 = λ

∫
|f |2.(11.57)

Therefore ∫
(V (x)− λ)|f |2 ≤ 0(11.58)

and consequently λ ≥ inf V (x)
In a similar fashion we conclude λ ≤ supV (x).
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The possible existence of negative eigenvalues for ∆ + V (the so called bound
states of V ) implies that there might be solutions of the wave equation plus potential

(
∂2

∂t2
− (∆+ V ))u = 0(11.59)

of the form

u = eiλjtwj(x)(11.60)

where −λ2
j is an eigenvalue of (∆ + V ) and wj , a corresponding eigenfunction.

Intuitively speaking one cannot “scatter” these solutions since in any compact set
the energy of the solutions does not decay in time. In order to do “scattering” in
the classical sense we have to avoid solution of the form (11.60).

We shall prove next that if V ∈ C∞0 (Rn) n odd and with no bound states, the
local energy of solutions of PV u = 0 decays for large time. To do this we shall
use the Lax-Phillips semigroup introduced in chapter 10. We proved there that the
Lax-Phillips semigroup Z(t) : L2((−ρ, ρ)×Sn−1)→ L2((−ρ, ρ)×Sn−1) is compact
for t > 2ρ where suppV ⊆ B(0, ρ). Let

K̃ = R−1(L2(−ρ, ρ)× Sn−1)(11.61)

provided with the norm induced by the energy norm and R = LP. Then

Z̃(t) = R−1Z(t)R : K̃ → K̃(11.62)

is compact for t > 2ρ. Z̃(t) is the transformed Lax-Phillips semigroup and an
analogous statement to Proposition 10.24 holds for Z̃(t). �

Proposition 11.30. ‖Z̃(t)‖ < 1, t ≥ 0 if V has no bound states, where ‖ ‖
denotes the operator norm.

Proof. We know already that ‖Z̃(t)‖ ≤ 1 ∀t ≥ 0, so that it is enough to show
that there is not eigenvalue of Z̃(t), t ≥ 0 with norm 1. Suppose the opposite. Let
λ ∈ C eigenvalue of Z̃(T ) with |λ| = 1. Without less of generality (since Z̃(t) is a
semigroup) we can assume T = 3ρ. Let N be the null space of Z̃(T )− λ Id . Since
Z̃(T )− λ Id is Fredholm, N is finite dimensional. Since Z̃(t) commutes with Z̃(T )
for t positive

Z̃(t) : N → N.(11.63)

Let B be the infinitesimal generator of Z̃(t) on B, i.e., Z̃(t) = eBt.
There is an eigenvalue µ ∈ C of B with <µ = 0 such that

eµT = λ.(11.64)

Let w be an eigenfunction of B associated to the eigenvalue µ. Then Bw = µw and
therefore

Z̃(t)w = eµtw.(11.65)

Since Z(t) is smoothing for large t, then w ∈ C∞.
From the definition of Z̃(t) we have

Z̃(t)w = R−1Z(t)Rw(11.66)

where Z(t) is defined as in (10.7).
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R is unitary and since ‖Z̃(t)w‖ = ‖w‖ we conclude since the restriction oper-
ators used to define Z(t) have norm less or equal than one that

Z̃(t)w = R−1WV (t)Rw = eµtw(11.67)

and consequently

UV (t)w = eµtw.(11.68)

UV (t) is a unitary group and it is easy to check that its infinitesimal generator is
given by

A =
(

0 Id
∆+ V 0

)
(11.69)

We have that w ∈ D(A), since w is smooth. From (11.68) we conclude then

Aw = µw.(11.70)

and using (11.69)

(∆+ V − µ2)w2 = 0 where w =
(
w1

w2

)
.(11.71)

and moreover w2 ∈ L2(Rn) since w has finite energy.
Formula (11.71) contradicts the assumption of no bound states for V. �

Theorem 11.7. Suppose V ∈ C∞0 (Rn) has no bound states then

‖Z(t)‖ ≤ Ce−βt

‖Z̃(t)‖ ≤ Ce−βt
(11.72)

for some C > 0 and β > 0.

Proof. This is a standard result from the theory of semigroups which follows
using the asymptotic decaying exponentials (since there are no eigenvalues of B
with 0 real part) proved in (10.17). �

An immediate consequence of the exponential decay of the Lax-Phillips semi-
group are the following which shall be used later.

Proposition 11.31. Let V ∈ C∞c (Rn), for n ≥ 3, be real-valued with no bound
states, then

a∫
−∞

∫
|WV (t)k(s, w)|2dω ds →

t→∞
0, ∀k ∈ L2(R× S2).(11.73)

Let u be as in (1.1), then ∃C > 0, B > 0 such that∑
x∈K⊂⊂Rn
ω∈Sn−1

|u(t, x, w)| ≤ Ce−βt(11.74)

for t sufficiently large. Let α(t, s, θ, w) be as in Proposition 8.20, then ∃β > 0,
C > 0 such that

sup
s∈K⊂⊂Rn
θ,w∈Sn−1

|α(t, s, θ, w)| ≤ Ce−βt(11.75)

for t sufficiently large.



110 11. STATIONARY SCATTERING AND SPECTRAL THEORY

We shall use this fundamental result in the development of the scattering theory
of Lax-Phillips.

The first objective in this theory is to prove that a solution of the equation

PV u = 0(11.76)

with finite energy, there exist solutions u± of the unperturbed wave equation (V =
0) such that

lim
t→±∞

‖(u, ∂u
∂t

)− (u±,
∂u±
∂t

)‖Ho = 0(11.77)

The “wave operators” are defined by

W̃±u = u±(11.78)

with u, u± as in (11.76), (11.77), and the Scattering operator (if it exists) as defined
by

S̃ = W̃+W̃
−1
− .(11.79)

To do this we shall work rather in Radon transform land

Theorem 11.8. Let n ≥ 3 odd, V ∈ C∞0 (Rn), suppV ⊆ B(0, ρ), V real valued.
Then we can decompose

L2(R× Sn−1) = D− ⊕K ⊕D+(11.80)

orthogonal sum with respect to ‖ ‖V defined by

‖f‖v = ‖R−1f‖HV ,(11.81)

where
D− = L2((−∞,−ρ)× Sn−1)

D+ = L2((ρ,∞)× Sn−1)

K = L2((−ρ, ρ)× Sn−1)

(11.82)

D+ is called the outgoing space, D− the incoming one and K the interaction space.

Proof. We first show that the scalar product

〈f, g〉V = 〈R−1f,R−1g〉HV(11.83)

induced by ‖ ‖V coincides with the standard L2-inner product on L2(R× Sn−1),
i.e.

〈f, g〉V = 〈f, g〉0, f, ginD+ or f, g ∈ D−(11.84)

This can be readily seen by observing that

(suppR−1f) ∩ suppV = φ for f ∈ D+ ∪D− and ‖u‖HV = ‖u‖H0

if suppu ∩ suppV = ∅,
(11.85)

since f = 0 for |s| ≤ ρ implies Rtf = 0 for |x| ≤ ρ. Therefore we conclude D+ ⊥ D−.
To prove that K ⊥ (D− ⊕D+), we observe for f ∈ K, g ∈ D±

〈f, g〉V = 〈R−1f,R−1g〉HV = 〈R−1f,R−1g〉H0(11.86)

again using (11.85).
Now by the unitary of the modified Radon transform of Lax and Phillips

〈R−1f,R−1g〉H0 = 〈f, g〉L2(R) = 0(11.87)
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proving the proposition. �

The fact that the energy of solutions of PV u = 0 remaining near the interaction
space is very small for large time if V has no bound states is exploited to prove the
existence of the so called wave operators W± and the scattering operator.

Theorem 11.9. Let V ∈ C∞0 (Rn), n ≥ 3 n odd and V with no bound states.
Then

W±k = lim
t→±∞

T−tW (t)k(11.88)

defines an unitary isomorphism

W± : (L2(R× Sn−1), ‖ ‖V )→ (L2(R× Sn−1), ‖ ‖0)(11.89)

where Tt is the group of translations to the right

Ttf(s, ω) = f(s− t, ω), f ∈ L2(R× Sn−1).(11.90)

Proof. We shall give the proof for W+. An analogous argument will give the
result for W−.

We shall show first that W+ is an isometry defined on

E+ = {∈ L2(R× Sn−1);WV (t)k ∈ D+ for some t}(11.91)

We shall prove later that E+ is dense in L2(R× Sn−1).
Let k ∈ E+, then WV (t0)k ∈ D+. Using again (11.85) and the fact that

RU0(t) = TtR we have that

WV (t)f = Ttf for t ≥ 0( resp. t ≤ 0)f ∈ D+ (resp. f ∈ D−).(11.92)

Then

WV (t)k = WV (t− t0)WV (t0)k = T(t−t0)WV (t0)k, t ≥ t0(11.93)

then

T−tWV (t)k = T−tTt−t0WV (t0)k = T−t0WV (t0)k, t ≥ t0.(11.94)

Thus we conclude that

W+k = T−t0WV (t0)k, k ∈ E+(11.95)

and

‖W+k‖L2(R×Sn−1) = ‖T−t0WV (t0)k‖L2(R×Sn−1) = ‖WV (t0)k‖L2(R×SN−1 .(11.96)

Using (11.84) we obtain that Wt is an isometry on E+, namely

‖W+k‖L2(R×Sn−1) = ‖WV (t0)k‖L2(R×Sn−1) = ‖k‖V .(11.97)

Next we shall check that E+ is dense in L2(R× S−1). Let k̃ ∈ (E+)⊥. Then

〈k̃, `〉L2(R×Sn−1) = 0 ∀(11.98)

Assume WV (t0)` ∈ D+. By the local energy decay of solutions of PV u = 0 we have
that given ε > 0, for t sufficiently large

ρ∫
−∞

∫
Sn−1

|W (t)k̃‖2dw ds < ε.(11.99)
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Because of (11.85) and the unitary of R, the norms ‖ ‖V and ‖ ‖0 are equivalent
for n ≥ 3 and therefore

‖WV (t)k̃‖V ≤ C‖WV (t)k̃‖L2 ≤ Cε(11.100)

for t sufficiently large and since

‖WV (t)k̃‖V = ‖k̃‖V ∀t(11.101)

we get finally k̃ = 0.
We have proven so far then, that

W+ : (L2, ‖ ‖V )→ (L2, ‖ ‖0)(11.102)

is an isometry. To prove the isomorphism we need to check that W+ is onto. Since
W+ is an isometry (and therefore has closed range) is enough to check that the
range of W+ is dense. This follows since we shall prove that

RanW+ ⊆ 〈` ∈ L2(R× Sn−1); ` = 0,(11.103)

and A is dense in L2(R× Sn−1). To see this we take ` ∈ A. Then

Tt` ∈ D+ for t ≥ ρ− c.(11.104)

Therefore

WV (−t)Tt` ∈ E+ for t ≥ ρ− c(11.105)

and

W+(WV (−t)Tt`) = T−tWV (t)Tt` = `.(11.106)

We leave as an exercise to the reader to check the unitarity of the W+. �

The scattering operator is then defined by

S = W+W
−1
− .(11.107)

We check now that the kernel of the scattering operator is the scattering kernel
defined in section 8.

Theorem 11.10. Let V ∈ C∞0 (Rn), n ≥ 3 odd with no bound states then S is
an unitary isomorphism

S : (L2(R× Sn−1), ‖ ‖0)→ (L2(R× Sn−1), ‖ ‖0).(11.108)

Moreover the Schwarz kernel of S is given by

KS(s, θ, s, ω) = KS(s, s, θ, ω) = KV (s− s, θ, ω)(11.109)

where KV is the scattering kernel as defined in (8.72).

Proof. The fact that S is an unitary isomorphism follows directly from The-
orem 11.9. Formula (11.109) follows from the following relation for the kernel of
the scattering operator which is based on finite propagation speed of solutions of
PV u = 0

KS(s, θ, s, ω) = (T−tWV (t+ r)T−t(δs(·)δω(·))(s, θ)(11.110)

for t > s + ρ, s + r > ρ. Of course, (11.110) is meant in the sense of distributions
and we have extended the operators to spaces of distributions.

Let

u = δs(·)δω(·).(11.111)
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We have that

WV (t′)T−t′u = WV (t)WV (t′ − t)T−t′u(11.112)

Now

WV (t′ − t)T−t′u = Tt′−tT−t′u = T−tu, t′ ≤ t(11.113)

since suppT−t′u ⊆ {(s, ω); s < −ρ}. Now

Wv(t′ − t)f = Tt′−tf, t
′ ≤ t if supp f ⊂ {s ≤ s̄}.(11.114)

Now let φj ∈ C∞0 (R× Sn−1) an approximation to u (depending smoothly on s, ω).
We have

T−r′WV (t+ r′)T−tφj(s, θ) =(11.115)

T−rTr−r′WV (−r + r′)WV (r)WV (t)T−tφj)(s, θ) =(11.116)

Tr−r′WV (r′ − r)WV (r)WV (t)T−tφj(r + s, θ).(11.117)

Since r + s > ρ then r′ + s > ρ for r′ ≥ r and t > s+ ρ.
Now using the domain of dependence property (6.4) we check that

WV (r′ − r)W (r + t)T−tφj(r′ + s, θ) = Tr′−r(11.118)

for j sufficiently large.
Then we conclude from (11.115) and (11.118)

T−r′WV (t+ r′)T−tφj(s, θ) = T−rWV (r + t)Ttφj(s, θ)(11.119)

for j sufficiently large, t > s+ ρ, s+ r > ρ, proving (11.110).
Now (11.109) follows immediately from the representation (11.110) since the

RHS of (11.110) satisfies the equation

((Dt −Ds) + VLP)w = 0(11.120)

and the initial conditions match and s > ρ (taking r = ε small enough), proving
the claim. �

From the exponential decay of solutions of PV u = 0 and formula (11.110) we
deduce

Proposition 11.32. Let V ∈ C∞0 (Rn) real-valued with no bound states, then
∃α > 0, C > 0

|KS(s, θ, w)| ≤ Ce−αs for s large.(11.121)

We shall show next that under the assumption of no bound states the wave
operators interwine the translation group Tt and the group WV (t). Since R is
unitary this will imply that the pull back wave operators W̃V (t) = R−1WV (t)R
intertwine the free group U0(t) and the wave group UV (t).

Proposition 11.33. Let V ∈ C∞0 (Rn) real-valued with no bound states. Then

TtW± = W±WV (t) and(11.122)

U0(t)W̃± = W̃±UV (t) where(11.123)

W̃± = R−1WV (t)R.(11.124)
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Proof. It is sufficient to prove (11.122) since R is unitary.

W± = lim
t→∞

T−(r+t)WV (t+ r)(11.125)

for every r. Then

W± = T−r( lim
t→∞

T−tWV (t))WV (r).(11.126)

Consequently,

TrW± = W±WV (r) for all r.(11.127)

The pull back wave operators W̃± and the pull back scattering operator

S̃ = W̃+W̃
−1
−(11.128)

satisfy analogous property to S. �

Theorem 11.11. W̃± are unitary isomorphisms

W̃± : H0 −→ HV(11.129)

and S̃ is an unitary isomorphism

S̃ : H0 −→ H0(11.130)

The interwining property (11.123) implies a similar one for the infinitesimal gen-
erators of UV (t) and U0(t). Thus we conclude

∆W̃ 21
± = W̃ 21

± (∆+ V )(11.131)

where W̃ 21
± denotes the corresponding component of W̃±. Thus we conclude that the

spectrum of ∆+ V coincides with the spectrum of ∆, if V has no bound states.

Theorem 11.12. Let V ∈ C∞0 (Rn), n ≥ 3 n odd, V real-valued with no bound
states. Then

σ(∆) = σ(∆) = σ(∆+ V ) = σac(∆+ V )(11.132)

where σ(S) denotes spectrum of S and σac(S) the absolutely continuous spectrum
of S.

In the previous discussion we proved that the scattering kernel defined in section
10 coincides with the kernel of the scattering operator as defined via the Lax-Phillips
theory if the potential has no bound states.

Theorem 11.13. Let V εC∞0 (Rn), n ≥ 3 odd, V with no bounds states, then

f = Bn−3f = cn

∫
Sn−1

∫
Rn

∫
λn−3ϕ(λ, x, ω)ϕ(λ, x′, ω)f(x′)dλdx′dω(11.133)

(∆+ V )f = Bn−1f = cn

∫
Sn−1

∫
Rn

λn−1ϕ(λ, x, ω)ϕ(λ, x′, ω)f(x′)dλdx′dω(11.134)

with f ∈ H2(Rn) and ϕ as in (11.5).
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Proof. It is enough to check (11.30) since ϕ satisfies (∆+ V )ϕ = λ2ϕ.
Let M(t) C∞0 (R× Sn−1)→ D′(Rn) be the operator with Schwartz kernel

KM(t) = D
n−3

2
t u(t− s, x, ω)(11.135)

with u solution of (1.1).
We claim now that M is the first component of the operator

M̃(t) = UV (t)R−1W−1
−(11.136)

To check (11.136) we observe that both M and M̃ satisfy PV M̃ = PVM = 0.
Then uniqueness of solutions of the IVP for PV u = 0 it is enough to prove if
v0 = M(t)k|t=0, v1 = ∂

∂tM(t)k|t=0, with k = δ(s− s′)δ0(ω)

(v0, v1) = R−1W−1
− k.(11.137)

A similar argument to (11.94) shows that W−1
− k = T−rWV (r)k for r sufficiently

large negative and therefore we get using that

RU0(r) = TrR
R−1W−1k = U0(−r)UV (r)R−1k

(11.138)

for large r negative. Using the unitarity ofW± togethere with the identity (U0(−r)UV (r)) =
UV (−r)U0(r) we conclude that

R−1W−1
− k = UV (−r)R−1Trk(11.139)

for large r negative.
An easy computation gives

R−1Trk = (δ
n−3

2 (t− s′ + r − x · θ), δ
n−1

2 (t− s′ + r − x · θ)(11.140)

and therefore UV (−r)R−1Trk is just the Cauchy data of the solution of PV u with
initial data (δ

n−3
2 (t−s′+r−x ·θ), δ n−1

2 (t−s′+r−x ·θ)) proving the claim (11.137).
Now we shall prove that

MM∗(δ(t)⊗ f(x))|t=0 = Bn−3f(11.141)

where M∗ denotes the formal adjoint of M extended to distributions in the standard
fashion, and δ(t)⊗ f(x) denotes the tensor product of the distributions. Assuming
(11.141) for a moment we finish the proof of the Theorem. We have

MM∗(δ(t)⊗ f(x))|t=0 = (UV (t)R−1W−1
− ) ◦ (UV (t)R−1W−1

− )∗(δ(t)⊗ f).
(11.142)

Using the unitary of the different operators in the left hand side of (11.142) we
obtain

MM∗(δ(t)⊗ f(x)) = UV (t)U∗V (t)(δ(t)⊗ f(x))|t=0.(11.143)

Finally an easy calculation left to the reader shows

UV (t)U∗V (t)(δ(t)⊗ f)|t=0 = f.(11.144)

The only remaining loose end in the proof of theorem is then (11.142) which we
proceed to prove.
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The Schwartz kernel of MM∗ is given by

KMM∗(t, x, s, x′) =
∫
R

∫
Sn−1

D
n−3

2
s u(t− s′, x, ω)D

n−3
2

s u(−s′ + s, x′, ω)dωds.

(11.145)

Since both M and M∗ are translation invariant we have

KMM∗(t, x, s, x′) = KMM∗(t− s, x, x′).(11.146)

Therefore

K̂MM∗(λ, x, x′) =
∫

Sn−1

̂
D

n−3
2

s u(λ, x, ω)dω
̂
D

n−3
2

s u(λ, x′, ω)(11.147)

where ∧ denotes the Fourier transform in the t-variable. By the definition of the
outgoing eigenfunctions we (finally!) get

K̂MM∗(λ, x, x′) =
∫

Sn−1

λn−3ϕ(λ, x, ω)ϕ(λ, x′, dω)(11.148)

proving (11.142) and the theorem. �

Another way of looking at the amplitude is via Friedlander’s radiation field
which we proceed to describe

Theorem 11.14. Let V ∈ C∞0 (Rn), n ≥ 3 odd with no bound states, then

KV (t, θ, w) = lim
r→∞

r
n−1

2 u(t+ r, rθ, w)(11.149)

with n solution of the continuation problem (1.1).

Proof. As in (11.8) we write

u = δ(t− x · ω) + w(t, x, ω)(11.150)

and

w(t, x, w) = 2−
1
2 (π)−

(n−1)
2

∫
|x·θ′|>ρ

kV (t− x · θ′, θ′, ω)dθ′.(11.151)

Therefore

w(t+ r, rθ, w) = 2−
1
2 (π)−

(n−1)
2

∫
|rθ·θ′|>ρ

D
n−3

2
t kV (t+ r − rθ · θ′, θ′, ω)dθ′.(11.152)

Of course all of these identities are to be understood in the sense of distributions.
As in (2.44) we write

θ′ = αθ +
√

1− α2θ⊥,(11.153)

where θ⊥ denotes a direction perpendicular to θ. Then

w(t+ r, rθ, ω) =
∫

Sn−2

∫
|rα|>δ

D
n−3

2
t kV

(
(t+ r)(1− α), αθ

+
√

1− α2θ⊥, ω
)
(1− α2)

n−3
2 dαdθ⊥.

(11.154)

We can restrict our attention in the integral in (11.154) to those α so that
τ = r(1 − α) is sufficiently small for r large since kV (s, θ, ω) is 0 for s sufficiently
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small and exponentially decaying (see (8.67)) for s sufficiently large. Making the
substitution r(1− α) = τ we obtain for all δ > 0 small

w(t+ r, rθ, ω) =

r

∫
Sn−2

∫
|T |≤δ

D
n−3

2
t kV (t+ τ, (

1− τ
r

)θ⊥
√

1− (
1− τ
r

)2θ⊥, ω)

(
τ

r
)
n−3

2 (1 +
1− τ
r

)
n−3

2 dTdθ⊥ +O(e−βr), β > 0

(11.155)

we integrate by parts in the τ -variable n−3
2 times and we let r → ∞ proving the

claim. (I need to check the constants here too.) �





CHAPTER 12

The scattering amplitude at fixed energy

In Chapter 11 we discussed the high frequency limit of the scattering amplitude
by using the propagation of singularities of solutions of PV u = 0 or equivalently.
The large frequency behavior of the outgoing eigenfunctions ϕ as in (11.4).

In order to study the behavior of the scattering amplitude at a fixed energy we
use a different class of solutions which are perturbations of growing exponentials of
the form ex·ρ, ρ ∈ Cn with ρ · ρ = 0.

The approach we will follow will be to check that if the scattering amplitudes
of two potential V1, V2 at a fixed frequency λ coincide then outside a fixed ball
than the outgoing eigenfunctions coincide and therefore its boundary values and
the normal derivatives of the outgoing eigenfunctions coincide on the boundary of
the ball. Therefore the so called Dirichlet to Neumann map associated to V1 − λ,
V2 − λ coincide. Then the result follows by combining the (known) fact that the
outgoing eigenfunctions are dense on the surface of the sphere and the fact that the
Dirichlet to Neumann map λ uniquely determines the potential. We first discuss
the Dirichlet to Neumann map. Let Ω ⊆ Rn be a bounded domain with smooth
boundary. Let q ∈ L∞(Ω) and assume that 0 is not an eigenvalue of ∆+ q.

Given f ∈ H 1
2 (∂Ω) we can solve uniquely the Dirichlet problem

(∆+ q)u = 0 in Ω(12.1)

u|∂Ω = f.(12.2)

The Dirichlet to Neumann map is then defined by

Λq(f) =
∂u

∂ν
|∂Ω(12.3)

where ν denote the unit outer normal at the boundary. It is easy to check that if
q is real-valued, then Λq is a self-adjoint map

Λq : H
1
2 (∂Ω)→ H−

1
2 (∂Ω).(12.4)

The question that we will address first is whether knowledge of the map Λq deter-
mines q uniquely.

The difficult part is to find a systematic way of producing boundary values f
which would given information about q in Ω. Instead of doing that, Calderón looked
at the following quadratic form

Qq(f, g) =
∫
Ω

quv +∇u · ∇u(12.5)

where u, v are solutions of

(∆+ q)u = (∆+ q)v = 0 in Ω(12.6)

119
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u|∂Ω = f ; v|∂Ω = g.(12.7)

The point is that Qq gives the same information as Λq since integration by
parts shows that

Qq(f, g) =
∫
∂Ω

Λq(f)gdS(12.8)

where dS is surface measure on ∂Ω. So instead of trying to find boundary values
that will provide such information on q we try to find solutions of (∆ + q)u = 0
that will give information.

Calderón looked at the linearization of the map

q
Q→Qq(12.9)

at q = 0.
We have that the Frechet derivative of Q at q = 0 is

lim
ε→0

(
Qεϕ −Q0

ε
)(f, g) =

∫
Ω

ϕuv(12.10)

where u, v are harmonic functions such that u|∂Ω = f, v|∂Ω = g.
Now Calderón took

u = ex·ρ, v = e−x·ρ(12.11)

where ρ ∈ Cn satisfy

ρ · ρ = 0.(12.12)

Condition (12.12) implies if ρ = η + ik with η, k ∈ Rn that 〈η, k〉 = 0 and |η| = |k|
substituting (12.11) in (12.10) we get that if the Frechet derivative of Q at q = 0
in the direction ϕ is 0, then ∫

Ω

ϕe2ix·k = 0 ∀k ∈ Rn(12.13)

which implies that ϕ = 0 in Ω by the Fourier inversion formula.
Motivated by Calderón’s approach and the geometrical optics type construc-

tions as in the progressive wave expansion, solutions of (∆ + q)u = 0 were con-
structed in [ ] that approach complex exponentials ex·ρρ ∈ Cn, ρ · ρ = 0 for large
|ρ|. More precisely:

Theorem 12.15. Let q ∈ L∞(Ω), q = 0 in Ωc. Then for every ρ ∈ Cn with
ρ · ρ = 0 and |ρ| > ‖(1 + |x|2)

1
2 q‖L∞ , then there exists solution to

(∆+ q)u = 0 in Rn(12.14)

of the form

u(x, ρ) = ex·ρ(1 + ψq(x, ρ))(12.15)

where

ψq → 0(12.16)

uniformly in compact sets for large |ρ|.
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For a more precise statement and a proof of this result see the Appendix.
We shall use the solutions (12.15) to prove

Theorem 12.16. Let q1, q2 ∈ L∞(Ω), ∂Ω C∞,⊆ Rn, n ≥ 3 such that 0 is not
an eigenvalue for ∆ 6= q1 or ∆+ q2. Assume

Λq1 = Λq2 .(12.17)

Then

q1 = q2 in Ω.(12.18)

Proof. The following identity follows immediately using Green’s theorem∫
Ω

(q1 − q2)u1u2 =
∫
∂Ω

(Λq1 − Λq2)(f1)f2(12.19)

where ui, for i = 1, 2 satisfy

(∆+ qi)ui = 0 in Ω(12.20)

ui|∂Ω = fi.(12.21)

If Λq1 = Λq2 , then ∫
Ω

(q1 − q2)u1u2 = 0(12.22)

for every solution ui ∈ H1(Ω) of (∆+ qi)ui = 0, i = 1, 2. We take

u1 = ex·ρ1(1 + ψq1(x, ρ1))

u2 = ex·ρ2(1 + ψq2(x, ρ2))
(12.23)

as in (12.15) with ui solution of (∆+ qi)ui = 0 and

ρ1 = η + i(rw + k), ρ2 = −η − i(rw + k)(12.24)

with η, w, k ∈ Rn, r ∈ R with 〈η, w〉 = 〈η, k〉 = 〈w, k〉 = 0 and |η|2 = |w|2 + |k|2.
Substituting (12.23) with ρi as in (12.24) we obtain∫

Ω

(q1 − q2)e2ix·k(1 + ψq1 + ψq2 + ψq1ψq2) = 0(12.25)

Letting r →∞ and using (12.16) we get∫
Ω

(q1 − q2)e2ix·k = 0(12.26)

which implies q1 = q2 in Ω, proving the theorem. �

Now we relate the Dirichlet to Neumann map for V − λ to the scattering
amplitude aV (λ, θ, ω). The main result is

Theorem 12.17. Let Vi ∈ C∞0 (Rn), i = 1, 2 such that

aV1(λ, θ, w) = aV2(λ, θ, w)(12.27)

for all θ, ω,∈ Cn−1 and a fixed λ ∈ R− 0. Then V1 = V2.

Proof. In the proof we shall use the following lemma.
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Lemma 12.39. Let λ ∈ R− 0 such that

(∆− λ)u = f, f ∈ C∞0 (Rn)(12.28)

and

u = 0(|x|−
(n−1)

2 −1),(12.29)

then

u ∈ C∞0 (Rn) and suppu ⊆ supp f.(12.30)

Proof. This is a form of Rellich’s lemma. First of all by elliptic regularity
we know that u ∈ C∞(Rn) and moreover by (12.29), u ∈ L2(Rn). Taking Fourier
transform of both sides of (12.28) we get that

(|ξ|2 − λ)û = f̂ .(12.31)

If λ < 0, then

û =
f̂

|ξ|2 − λ
(12.32)

By using the Paley-Wiener theorem since f ∈ C∞0 (Rn), we obtain u ∈ C∞0 (Rn).
If λ > 0, then

û =
f̂

|ξ|2 − λ
, |ξ|2 6= λ(12.33)

If f̂ = 0 on |ξ|2 − λ = 0, then since f̂ has an analytic extension, this would imply
that û is analytic. Again using Paley-Wiener we get u ∈ C∞0 (Rn). If f̂(ξ0) 6= 0 for
some ξ0 6= 0, then it is easy to deduce from (12.33) that

û /∈ L2(Rn).(12.34)

�

Lemma 12.40. Let ϕ(λ, x, ω) be the outgoing eigenfunctions for V ∈ C∞0 (Rn) as
in (11.4). Then {ϕ(λ, x, ω)}x∈∂B(0,ρ) is dense in L2(∂B(0, R)) if suppV ⊆ B(0, ρ).

Proof. I will only sketch it here. I hope to find one where I don’t have to
prove so much. Assume without loss of generality that ∂B(0, ρ) = ∂B(0, 1) = Sn−1.
Assume ∃f ∈ L2(Sn−1) such that∫

Sn−1

f(θ)ϕ(λ, θ, ω)dθ = 0,∀ω ∈ Sn−1(12.35)

and fixed λ ∈ R− 0.
LetG(λ, x, y) be the Green’s kernel of∆+V satisfying the Sommerfeld radiation

condition

(∆+ V − λ)G = δ(x− y)(12.36)

r
n−1

2
d

dr
G− iλG = o(

1

|x|n−1
2

) as |x| → ∞(12.37)

(with r = |x|).
This can be proven in a similar fashion to the expansion (11.4) using the wave

equation (more details here).
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We define as a singular integral.

w(x) =
∫

Sn−1

G(x, θ, λ)f(θ)dθ(12.38)

with G as in (12.36) and (12.37) and f as in (12.35). Then we can check (the proof
is as in the expansion (11.4) for the outgoing eigenfunction ϕ) that

G(x, y, λ) =
i|λ||x|
|x|n−1

2

ϕ(λ, y,
x

|x|
) + 0(|x|−

(n−1)
2 −1).(12.39)

Therefore as |x| → ∞ by (12.35)

w(x) = 0(|x|−
(n−1)

2 −1)(12.40)

Now w satisfies

(∆− λ)w = −Vw ∈ C∞0 (Rn−1).(12.41)

Therefore by Lemma 12.39 w = 0 in CB(0, 1).
Now we can assume that λ is not an eigenvalue of ∆ + V in B(0, 1) (this just

requires to enlarge a bit the ball we are working on)
Since w satisfies (12.41) and λ is not an eigenvalue of ∆+ V we get that

w = 0 in Ω(12.42)

Then we get that w = 0. However the jump of w across B(0, 1) is given by

[w] = f = 0,(12.43)

finishing the proof of the Lemma. �

Now we are in position to end the proof of Theorem (12.17).
Assume

aV1(λ, θ, ω) = aV2(λ, θ, ω), ∀ θ, ω ∈ Sn−1, λ ∈ R− 0 fixed.(12.44)

Then by (11.4) we have that the corresponding generalized eigenfunctions to V1,
V2 satisfy

ϕV1 − ϕV2 = 0(|x|−
(n−1)

2 −1)(12.45)

Now ϕV1 − ϕV2 satisfies

(∆− λ)(ϕV1 − ϕV2 = −V1ϕV1 + V2ϕV2(12.46)

Using Lemma 12.39 we have that

ϕV1 − ϕV2 ∈ C∞c (Rn), ϕV1 − ϕV2 = 0 for |x| ≥ R.(12.47)

Therefore we have that

ΛV1−λ(ϕV1) = ΛV2−λ(ϕV2)(12.48)

where the Dirichlet to Neumann map is defined in B(0, R) and V1 − λ, V2 − λ are
extended to be zero outside the support of V1 and support of V2 respectively.

Now by Lemma 12.40 we conclude that

ΛV1−λ(f) = ΛV2−λ(f) ∀f ∈ C∞(B(0, R))(12.49)

and now using Theorem (12.16) we conclude that

V1 = V2(12.50)
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proving the Theorem. �

Appendix – Complex geometrical optics
In this appendix we prove Theorem (12.15). The proof is as in [ ].
We first introduce weighted spaces that will be useful in showing also uniqueness

of the solutions of the equation (11.1) since one is imposing decay conditions at
infinity.

Definition 12.11. L2
δ(Rn) is the Banach space with norm

‖f‖L2
δ

=
∫

Rn

(1 + |x|2)δ|f(x)|2dx(12.51)

and the corresponding weighted Sobolev space is defined by W s
δ (Rn) a Banach space

with norm

‖f‖wss = ‖(1 + |x|2)
δ
2 f‖Hs(Rn).(12.52)

Theorem 12.18. Suppose q ∈ L∞(Rn) has compact support and let ρεCn with
ρ · ρ = 0. Let −1 < δ < 0. Then there exists ε > 0 such that if

‖(1 + |x|2)
1
2 q‖

|ρ| L∞
< ε,(12.53)

then there exists a unique solution u to

(∆+ q)u = 0 in Rn(12.54)

of the form

u = ex·ρ
(
1 + ψq(x, ρ)

)
(12.55)

with ψqεL2
δ(Rn). Furthermore

‖ψq‖W s
δ
≤ C(ζ, ε)

|ρ|
‖q‖W s

δ+1
s ≥ 0.(12.56)

The proof will be shown to be an easy consequence of the following.

Proposition 12.34. Let fεL2
δ+1, −1 < δ < 0. Then there exists a unique

solution ψεL2
δ(Rn) to

(∆+ 2ρ · ∇)ψ = f(12.57)

with

‖ψ‖W s
δ
≤ ⊂ (ζ)
|ρ|
‖f‖W s

δ
s ≥ 0.(12.58)

Proof. Proof of Theorem A.3 using Proposition 8.20 (i)Existence. This is
just a Neumann series type argument. Let ψ−1 = 1.

(∆+ 2ρ · ∇)ψδ = qψj−1 j ≥ 1.(12.59)

We can solve (12.59) since qψδ−1 has compact support by Proposition 8.20 and
moreover

‖ψδ‖L2
J
≤ C

|ρ|
‖qψj−1‖L2

J+1
j ≥ 0.(12.60)
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Now qψj−1 = q(1 + |x|2)
1
2 (1 + |x|2)

−1
2 ψj−1 and by definition (12.51), (1 +

|x|2)
−1
2 ψj−1εL

2
δ . Therefore from (12.60) we conclude

‖ψj‖L2
δ
≤ C

|ρ|
‖q(1 + |x|2)

1
2 ‖L∞‖ψj−1‖L2

δ
(12.61)

and therefore by induction

‖ψj‖L2
δ
≤
(C‖q(1 + |x|2)

1
2 ‖L∞

|ρ|

)j
C
‖q‖
|ρ|

L2
δ .(12.62)

Now we take

ψ =
∞∑
j=1

ψj .(12.63)

We have

‖ψ‖L2
δ
≤ C
‖q‖L2

δ

|ρ|

∞∑
j=1

(C‖q(1 + |x|2)
1
2 ‖L∞

|ρ|

)j
(12.64)

The series (12.22) then converges geometrically if we choose ε < 1
C .

The estimate for higher Sobolev weighted spaces is obtained in a similar fashion.
(ii)Uniqueness.
Let ψ1, ψ2εW

S
S (Rn) be solutions of (12.57) satisfying (12.58). Then

∆(ψ1 − ψ2) + ρ · ∇(ψ1 − ψ2) = q(ψ1 − ψ2)(12.65)

and

‖ψ1 − ψ2‖W s
δ
≤ C ‖1 + |x|2)

1
2 q‖L∞

|ρ|
‖ψ1 − ψ2‖W s

δ
, s ≥ 0.(12.66)

Then by the choice of (ρ)

‖ψ1 − ψ2‖W s
δ
< ‖ψ1 − ψ2‖W s

δ
, s ≥ 0(12.67)

concluding that ψ1 = ψ2.
Proof of Proposition 8.20

(i)Uniqueness.
Suppose wεL2

δ(Rn),−1 < δ < 0 with

∆w + 2ρ · ∇w = 0.(12.68)

Then since w ∈ S′(Rn) by taking Fourier transform we conclude

(−|ξ|2 + 2iρ · ξ)ŵ(ξ) = 0.(12.69)

Therefore we have

supp ŵ ⊂ {ξ; |ξ|2 + 2iρ · ξ = 0} =M.(12.70)

It is easy to see that M is a codimension 2 sphere. Now the result will follow
from the following lemma which appears in Hörmander (Vol. I).

Lemma 12.41. Let u ∈ S′ ∩ L2
loc and suppose that

lim sup
R→∞

1
Rk

∫
|x|<R

|u|2dx <∞.(12.71)
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If in addition, û is supported on a C1 submanifold M of codimension k, then û
is an L2 density û0dS on M where dS denotes surface measure and ∃C > 0, such
that ∫

M

|û0|2dS ≤ Clim sup
R→∞

1
Rk

∫
|x|<R

|u|2dx.(12.72)

Now for w ∈ L2
δ satisfying (12.69) we have

‖u2‖L2
δ
≥

∫
|x|<R

(1 + |x|2)δ|u(x)|2dx,(12.73)

Therefore

‖u‖2L2
δ
≥ R2δ

∫
|x|<R

|u(x)|2dx(12.74)

and finally

R−2−2δ‖u‖2δ ≥ R−2

∫
|x|<R

|u(x)|2dx.(12.75)

From (12.75)

lim sup
1
R2

∫
|x|<R

|u(x)|2dx = 0(12.76)

and by (12.72) we deduce finally

û0 = 0 and therefore u = 0.(12.77)

(ii)Existence. To do this we shall make a microlocal partition of the subman-
ifold M. We can choose

ρ = s(e1 + ie2)(12.78)

where e1 = (1, 0, · · · 0), e2 = (0, 1, 0 · · · 0) and s > 0. Let

l(ξ) = −|ξ|2 + 2iρ · ξ = ξ2
1 + (ξ2 − s)2 + · · ·+ ξ2

n − s2 + 2isξ1(12.79)

Let Ns(M) be the s-tubular neighborhood of M with M as in (12.70). We now
define an open covering of Rn by

U1 = Rn −N s
2
(M)(12.80)

U2 = {ξεRn; |ξ2 − s| ≥
s

2
} ∩Ns(M)(12.81)

and Uj for j 6= 1, 2 by

Uj = {ξεRn, |ξj | ≥
s

2
} ∩Ns(M).(12.82)

Let χj(ξ) be a partition of unity subordinate to the Uj . We set

ŵj(ξ) =
χj(ξ)ŵ(ξ)

l(ξ)
, w = Σwj .(12.83)
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On U1 we have |l(ξ) ≥ sC for C > 0. Therefore

‖w1‖L2
δ
≤ ‖w1‖L2 ≤ 1

sC
‖f‖L2 ≤ 1

sC
‖f‖L2

δ+1
.(12.84)

Now on Uj , j ≥ 1, we define new coordinates by

eta1 = ξ1, ηk = ξk, k 6= jηj =
ξ2
1 + (ξ2 − s)2 + · · ·+ ξ2

n − s2

s
.(12.85)

Of course in these new coordinates

l(η) = s(η2 + iη1).(12.86)

Clearly ∂η
∂ξ and

(
∂η
∂ξ

)−1

are bounded on Uj , j > 1. We shall use the following result
which is in [ ] and it is the invariance of the weighted spaces under change of
variables (12.46).

Lemma 12.42. Assume η is an invertible map η : Uj → Vj , where Vj ≤ Rn is

open also
(
∂η
∂ξ

)
,
(
∂η
∂ξ

)−1

are uniformly bounded by a constant M. Then ∃C(M) > 0

such that if supp f̂ ⊂ U j and supp ĝ ⊂ V j then for all δ, −1 ≤ δ ≤ 1,

‖(f̂ ◦ η)∨‖L2
δ
≤ C(M)‖f‖L2

δ

‖(ĝ ◦ η−1)∨‖L2
δ
≤ C(M)‖g‖L2

δ
.

(12.87)

Sketch of proof.
For δ = 1, ‖f‖L2

1
= ‖f̂‖H1 and then the computation follows by the chain rule.

For δ = −1 one uses duality and the δ = 1 case (see [N-W] for more details).
The remaining argument < δ < 1 follows by interpolation. �

Now the estimate (12.56) just follows from

Lemma 12.43. The map

f̂(ξ) Zl−→ f̂(ξ)
ξl + iξ1

(12.88)

is bounded from L2
δ+1(Rn)→ L2

δ(Rn) for −1 < δ < 0.

Proof. The result can be seen estimating directly since Zl is just the solution

operator for the Cauchy Riemann equations. We know
(

1
ξl+iξj

)∨
= C 1

xl+ixj
for

some constant C and now one estimates the convolution with 1
xl+ix1

using Cauchy
Schwartz.

A more elegant alternative is first we assume without loss of generality that
f̂(0) = 0. We write (take l = 2)

f̂(ξ)
ξ2 + iξ1

=
f1(ξ)ξ1
ξ2 + iξ1

+
f2(ξ)ξ2
ξ2 + iξ1

(12.89)

where

f1(ξ) =
∫ 1

0

∂f

∂ξ1
(tξ1, ξ2)dt(12.90)

and

f2(ξ) =
∫ 1

0

∂f

∂2ξ2
(ξ1, sξ2)ds.(12.91)
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Now ∥∥∥ f̂(ξ)
ξ2 + iξ2

∥∥∥
L2
≤ C(‖f1‖L2 + ‖f2‖L2‖)

≤ C‖f̂‖H1 .

(12.92)

So

‖ψ‖L2 ≤ C‖f‖L2
1

(12.93)

that is Zl is bounded for L2
1 → L2

0. By duality Zl is bounded from L2
0 → L2

−1

and then by interpolation Zl is bounded from L2
δ+1 → L2

δ . (This duality arguments
and interpolation arguments are in Nirenberg-Walker, maybe one should put more
details here.) �



CHAPTER 13

Backscattering

We have already shown, in Corollary 10.87, that the scattering transform (for
n ≥ 3, odd)

C∞c (Rn) 3 V 7−→ aV ∈ C∞(Sn−1 × Sn−1 × [C\{λj}])(13.1)

is injective, i.e. aV determines V. This is not unduly surprising since, ignoring the
meromorphy in λ, aV is a function of (n− 1) + (n− 1) + 1 = 2n− 1 variables, from
which we seek to recover the potential, a function of n variables.

A more challenging, formally determined, problem is to consider instead the
backscattering transform

B : C∞c (Rn) 3 V 7−→ aV (−θ, θ;λ) ∈ C∞(Sn−1 × [C\{λj}]).(13.2)

The question then arises as to whether (13.2) is injective. Ideally one would like
to determine precisely the range of B and give a recovery procedure. We will
not manage to do this, but we shall show that B is, near almost every V, locally
invertible.

To do so it is very convenient to replace the space C∞c (Rn), with its rather
intricate topology, by a Hilbert space. This we do by allowing V to become more
singular, after first fixing the size of the support. For ρ ∈ (0,∞) consider

Ḣ
n+1

2 (B(ρ)) = {V ∈ L2(Rn);V (x) = 0 in |x| > ρ,

DαV ∈ L2 ∀ |α| ≤ n+ 1
2
}.

(13.3)

As usual we are restricting ourselves to n odd.
The choice of Sobolev order here is not very critical - it is convenient that n+1

2

is an integer and rather more important that n+1
2 > n

2 . The latter condition means
that Ḣ

n+1
2 B(ρ)) is an algebra.

Lemma 13.44. (Gagliardo-Nirenberg, see [4]) For any k ∈ N with k > n/2 and
any s ∈ R satisfying −k ≤ s ≤ k

Hk(Rn) ·Hs(Rn) ⊂ Hs(Rn).(13.4)

In particular if s ∈ R and −n+1
2 ≤ s ≤ n+1

2 then

Ḣ
n+1

2 (B(ρ)) ·Hs(Rn) ⊂ Ḣs(B(ρ)).(13.5)

The main point of this lemma is that we can then have V acting as a multiplication
operator on these Sobolev spaces.

129
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Lemma 13.45. For any k (∈ Z for simplicity) the normalized Radon transform
gives a bounded map

Rn : Ḣk(B(ρ)) −→ Ḣk([−ρ, ρ]× Sn−1) = {u ∈Hk(R× Sn−1);

u(s, θ) = 0 in |s| > ρ}.
(13.6)

Proof. This was shown, for k = 0, in Lemma 3.10 as a consequence of the L2

boundedness of the Fourier transform. Consider the case k > 0. We know that R
(and hence Rn) intertwines ∆ with D2

s . Thus if f ∈ C∞c (Rn) then

D2
sRnf = Rn∆f(13.7)

Since we actually know that Rn is a partial isometry on L2,

〈Rnf,D2
sRnf〉L2 = 〈∆f, f〉.(13.8)

By continuity then, f ∈ Ḣ1(B(ρ)) =⇒ DsRnf ∈ L2. Repeating this argument a
finite number of times shows that

f ∈ Ḣk(B(ρ)) =⇒ Dj
sRnf ∈ L2([−ρ, ρ]× Sn−1) 0 ≤ j ≤ k.(13.9)

To get tangential regularity, suppose that W is a C∞ vector field on the sphere.
Then

WRnf(s, θ) = cnD
n−1

2
s W

∫
δ(s− x · θ)f(x)dx

=
n∑
j=1

qj(θ)DsRn(xjf), W (x · θ) =
n∑
j=1

xjqj(θ).
(13.10)

Thus WRnf ∈ L2. Repeating this argument we conclude that (13.6) holds for
k ≥ 0.

The same type of argument applies to Rtn. Thus

Rtnu(x) = cn

∫
Sn−1

δ(s− x · ω)D
n−1

2
s u(s, ω)ds(13.11)

is bounded from L2([−ρ, ρ]× Sn−1) into L2(B(ρ)). Direct differentiation therefore
shows that it is bounded from Hk([−ρ, ρ] × Sn−1) into Hk(B(ρ)) for k ∈ N. By
duality it therefore follows that (13.6) holds for k ∈ −N, and hence for all k ∈ Z as
claimed. �

Exercise 13.7. From the proof above,

Rt : {u ∈ C−∞(R× Sn−1);Dj
su ∈ L2(R× Sn−1)}

−→ Hk(B(ρ)) if k ≥ 0, and
(13.12)

Rt : {u ∈ C−∞(R× Sn−1);u ∈ D−ks L2(R× Sn−1)}

−→ Hk(B(ρ)) if k ≤ 0.
(13.13)

That is, one does not need tangential regularity to ensure the regularity of Rtnf.

Corollary 13.5. For any k ∈ Z satisfying n−1
2 ≥ k ≥ −n+3

2 , and any poten-
tial V ∈ Ḣ n+1

2 (B(ρ)), VLP gives a bounded map

VLP : Hk(R× Sn−1) −→ Hk+1(R× Sn−1).(13.14)
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Proof. Recall that VLP = c2nD
n−1

2
s R · V ·RtD

n−3
2

s . From Remark 13.7,

RtD
n−3

2
s : Hk(R× Sn−1) −→ Hk+1(B(ρ)).(13.15)

Then, from Lemma 13.44, multiplication by V maps into Ḣk+1(B(ρ)) and from

Lemma 13.45, D
n−1

2
s R maps into Ḣk+1([−ρ, ρ]× Sn−1). �

We shall apply these regularity estimates to show that the backscattering trans-
form extends by continuity to Ḣ

n+1
2 (B(ρ)). Before doing this we introduce the

‘modified backscattering transform,’ in which ‘excess’ information has been dis-
carded.

For V ∈ C∞c (Rn) we know that the scattering kernel (of which aV is the Fourier
transform), κV , has support in {s ≥ −2ρ}. Consider the combined restriction,
differentiation and projection map

χρ : C∞(R× Sn−1) D
n−3

2
s→ −→ C∞([−2ρ, 2ρ]× Sn−1)

πρ→−→ D
n−3

2
s Rn(Ḣ

n+1
2 (B(2ρ)) ⊂ Ḣ2([−2ρ, 2ρ]× Sn−1).

(13.16)

Here πρ is orthogonal projection, in H2([−2ρ, 2ρ] × Sn−1), onto the closure of the

range of D
n−3

2
s following the normalized Radon transform.

Now, for V ∈ C∞c (Rn) we know that

singsuppκV ⊆ {s = 0, θ = ω}.(13.17)

Thus the backscattering kernel, κV (s,−θ, θ) ∈ C∞(R × Sn−1). We can therefore
apply (13.16) to define the modified backscattering transform

β : ˙C∞(B(ρ)) 3 V 7−→ χρ[κV (s,−θ, θ)] ∈ Ḣ2([−2ρ, 2ρ]× Sn−1).(13.18)

Theorem 13.19. The modified backscattering transform (13.18) extends, by
continuity, to a continuous operator

β : Ḣ
n+1

2 (B(ρ)) −→ Ḣ2([−2ρ, 2ρ]× Sn−1)(13.19)

which is entire analytic, i.e. can be written

β(V ) =
∞∑
j=1

βj(V, . . . V )(13.20)

where

β1 : Ḣ
n+1

2 (B(ρ)) −→ Ḣ2([−2ρ, 2ρ]× Sn−1)(13.21)

is a linear isomorphism and for each j ≥ 2

βj : [Ḣ
n+1

2 (B(ρ))]j −→ Ḣ
5
2 ([−2ρ, 2ρ]× Sn−1)(13.22)

is symmetric and satisfies, for each 0 ≤ ε ≤ 1
2 ,

‖βj(V, . . . , V )‖ 5
2−ε
≤ Cj+1‖V ‖j

(j!)2ε
.(13.23)

As we shall describe below, this proves that β is almost everywhere a local
isomorphism, and hence that B is almost everywhere locally invertible.
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Exercise 13.8. Is β (= βρ) a global isomorphism? Is the differential of β, at
any V ∈ Ḣ n+1

2 (B(ρ)) always invertible (it is always Fredholm)? If not, what are
the singular points? (Characterize them and show there are none?)

The Taylor expansion (13.20) for the modified backscattering transform is
closely related to the Born approximation. This in turn is just the Neumann (or
perhaps one should say Volterra) series for the solution of the (Radon-transformed)
wave equation. Recall equation (10.43) for the ‘correction term’ α′. Formally at
least we can write this as a series

α′ =
∞∑
j=1

α′j , α
′
j = [(Dt +Ds)−1VLP]jα′0

α′0 = (Dt +Ds)−1VLPδ(t− s)δθ(ω).

(13.24)

Here (Dt +Ds)−1 is the inverse of the forcing problem

(Dt +Ds)u = f, f = 0 in s < −ρ, u = 0 in s < −ρ =⇒ u = (Dt +Ds)−1f.

(13.25)

We proceed to show that, for any V ∈ Ḣ n+1
2 (B(ρ)), the series (13.24) converges.

Proposition 13.35. For any V ∈ Ḣ
n+1

2 (B(ρ)), T < ∞ and k ∈ Z with
−n+3

2 ≤ k ≤ n+1
2 , as an operator on

Ḣk
T,ρ =

{
f ∈ Ḣk([−∞, T ]t × [−ρ, ρ]s × Sn−1); f = 0 in t < −ρ

}
(13.26)

(Dt +Ds)−1VLP is bounded and for some C = C(T )

‖[(Dt +Ds)−1VLP]j‖Hk ≤
Cj+1‖V ‖j

j!
(13.27)

where ‖V ‖ is the norm in Ḣ
n+1

2 (B(ρ)).

Proof. Since t is a parameter in the action of VLP and (Dt+Ds)−1 is bounded
on any Sobolev space the boundedness is clear from Corollary 13.5. Only the
Volterra-type estimate (13.27) needs to be shown. To carry out this estimation it
is convenient to introduce Dt +Ds and Ds as coordinate vector fields, i.e. change
coordinates to

t′ = t, s′ = s− t.(13.28)

The operators are transformed as follows

Dt +Ds 7−→ Dt′ , VLP 7−→ V ′LP(t′, s′, Ds′)(13.29)

where V ′LP is still a non-local operator in s′, but now depending on t′ as a parameter,
i.e.

V ′LPu(t′, s′) depends only on u(t′, ·).(13.30)

The iterated operator is therefore (
D−1
t′ V

′
LP

)j
.(13.31)
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Figure 1. Plane wave initial data

Applying this |k|+1 times toHk gives a bounded map into the space C0([−ρ, T ];Hk(Sn−1×
Rs′)). Then, integration in t′ and continuity of V ′LP shows that

‖(D−1
t′ V

′
LP)j+|k|+1u‖Hk(Sn−1×Rs′ )(t

′) ≤ C(t′ + ρ)j

j!
.(13.32)

This gives (13.27). �

Of course from Corollary 13.5 we know that, if −n+3
2 ≤ k ≤ n−1

2 ,

(Dt +Ds)−1LLP : Ḣk
T,ρ −→ Ḣk+1

T,ρ(13.33)

Since

δ(t− s)δθ(ω) ∈ H−
n+1

2
loc (R2 × Sn−1 × Sn−1)(13.34)

it follows that

α′j ∈ H
−n+1

2 +min(j,n+1)

loc (R2 × Sn−1 × Sn−1).(13.35)

Consider the successive terms, α′j , in (13.24). Since VLP always restricts sup-
ports to [−ρ, ρ] in s,

supp(α′j) ⊆ {t ≥ −ρ} ∩ {s ≥ −ρ} ∩ {t− s ≥ −2ρ} ∩ {t− s ≤ 2jρ}.(13.36)

To get the expansion (13.20) we need to use (13.24) and then project each term
with χρ – after restricting to s = ρ, ω = −θ (and shifting in t) to get the scattering
kernel. Thus if

κj(s, ω, θ) = α′j(s− ρ, ρ, θ, ω)(13.37)

then

βj(V ) = χρ[κj(s,−θ, θ)].(13.38)

Since, as a function of t − s, s, ω and θ α′j is independent of s in s > −ρ it
follows from (13.35) that

κj ∈ H−
n+1

2 +min(j,n+1)([−2ρ, T )× Sn−1 × Sn−1) for any T.(13.39)

Restricting to ω = −θ, a submanifold of codimension n− 1 shows that

κj(s,−θ, θ) ∈ H1([−2ρ, T )× Sn−1) if j ≥ n+ 1.(13.40)

Moreover, to get (13.40) we only use the regularity property (13.33) for the first
n+ 1 factors in (13.31). Thus we conclude that the map

Ḣ
n+1

2 (B(ρ)) −→
∑

j≥n+1

κj(s,−θ, θ) ∈ H1([−2ρ, T )× Sn−1) is entire(13.41)

for each ρ. This is a good deal weaker than we need to prove Theorem 13.19.
Obviously we need to examine the first n + 1 terms in the taylor series of β at
V = 0 to show that this polynomial in V is defined and in any case we have to
show that the whole map β takes values in H2 rather than H1. Nevertheless we
shall use (13.41) because it allows us to prove that β is entire, with values in the
good space (more or less because of Petit’s theorem).
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Proof. Proof of Theorem 13.19 Starting at the beginning, consider

κ1(s,−θ, θ) = α′1(s− ρ, ρ,−θ, θ).(13.42)

This already has support in [−2ρ, 2ρ]. We wish to show that this, the linear, term
is as claimed in (13.21). We proceed to compute κ1 explicitly. It is convenient to
take the Fourier transform in s :

k̂1(λ, ω, θ) =

∞∫
−∞

e−iλtκ1(t, ω, θ)dt = α̂1(λ, ρ, ω, θ)eiλρ.(13.43)

From the definition of α1, this gives

κ̂1(λ, ω, θ) = eiλρ
∞∫
−∞

∫
e−iλ(ρ−s′) [VLPe

−iλsδθ(ω)
]
ds′.

= c2n

∫
eiλsD

n−1
2

s

∫
x·ω=s

V (x)λ
n−3

2 e−iλx·θdxds

(13.44)

Integrating by parts we get

κ̂1(λ, ω, θ) = c2nλ
n−2

∫
eiλx·(ω−θ)V (x)dx.(13.45)

Setting ω = −θ we find

κ̂1(λ,−θ, θ) = c2nλ
n−2V̂ (2λθ).(13.46)

Thus β̂1(V ) is the (n-dimensional) Fourier transform of 2−nV (x2 ) = Ṽ . Hence,

β1 = cnD
n−3

2
s RnṼ(13.47)

shows that β1 maps into Ḣ2([−2ρ, 2ρ]×Sn−1). It is obviously an isomorphism onto

D
n−3

2
s RnḢ

n+1
2 (B(2ρ)) (which is closed) as claimed. �

We proceed to find a formula generalizing (13.45) to the higher derivatives
at zero. From (13.36) we see that, for s bounded above, the support of each α′j is
compact in t. After taking the Fourier transform in t, the iterative definition (13.24)
becomes:-

α̂′j(λ, s, ω, θ) = (Ds + λ)−1Rn[V ·Qλ]j−1V RtD(n−3)/2
s e−isλδθ(ω),(13.48)

where

Qλ = RtnD
−1
s (Ds + λ)−1Rn.(13.49)

Here D−1
s , and (Ds + λ)−1 mean integration from s = −∞, i.e. the inverse pre-

serving vanishing to the left.

Lemma 13.46. Acting from C∞c (Rn) to C∞(Rn), Qλ = (∆−λ2)−1 is the analytic
extension of the ‘free resolvent’ defined as a bounded operator on L2 for =λ < 0.

Proof. This formula can be deduced from the modified Radon transform of
Lax and Phillips. We know that this intertwines the wave group U(t) with the
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translation group, so conjugates the infinitesimal generator of one to that of the
other

cn(D
n−1

2
s R,D

n+1
2

s R)
(

0 −1
∆ 0

)
= Ds(D

n−1
2

s R,D
n+1

2
s R).(13.50)

From this we conclude that

c2nR
tD

n−3
2

s (Ds + λ)−1D
n−1

2
s = (∆− λ2)−1.(13.51)

This proves the lemma. �

Inserting the integral expression for (Ds + λ)−1 into (13.48) gives

α̂′j(λ, s, ω, θ) =

c2n

s∫
−∞

e−iλ(s−s′)D
n−1

2
s′

∫
x·ω=s′

V ·Qλ · V · · ·

Qλ · [V (•)(−λ)
n−3

2 e−iλ•·θ]dHxds
′.

(13.52)

From (13.37), by setting s = ρ and integrating by parts we get

κ̂j(λ, ω, θ) = c2n(−1)
n−3

2 λn−2

∫
Rn

eiλω·xV (x)[Qλ · · ·Qλ · V (•)e−iλθ·•](x)dx.(13.53)

Restricting to backscattering, ω = −θ, this gives κ̂j in a from similar to (13.46).
Since κj has support in [−2ρ, 2jρ] its regularity can be deduced from its Fourier-
Laplace transform with =λ = −1. Thus we need to examine the growth in λ of

κ̂j(λ,− θ, θ) =

c2nλ
n−2

∫
Rjn

e−iλθ·(x
(1)+x(j))V (x(1))Qλ(x(1) − x(2))V (x(2)) . . .

. . . Qλ(x(j−1) − x(j))V (x(j))(x)dx(1) . . . dx(j)

(13.54)

where there are j − 1 factors of the free resolvent, Qλ, and j factors of V. As a
convolution operator Qλ has kernel

Qλ(y) = (2π)−n
∫
eiy·η(|η|2 − λ2)−1dη.(13.55)

Inserting this into (13.54) gives

κ̂j(λ,−θ, θ) =

c2n

∫
e−iξ·(x

(1)+x(j))V (x(1))V (x(2)) . . . V (x(j))
j−1∏
`=1

(|η(`)|2 − λ2)−1

× exp[i(x(1) − x(2)) · η(1) + · · ·+ i(x(j−1) − x(j)) · η(j−1)]

dx(1) . . . dx(j−1)dη(1) . . . dη(j−1)

(13.56)

where ξ = λθ.
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Carrying out the x-integrals in (13.56) gives

κ̂j(λ,−θ, θ)

= c2nλ
n−2

∫
V̂ (ξ + η(1))V̂ (η(1) − η(2)) . . . V̂ (η(j−2) − η(j−1))V̂ (η(j−1) − ξ)

j−1∏
`=1

(|η(`)|2 − λ2)−1dη(1) . . . dη(j−1).

(13.57)

Apart from the factors arising from the resolvent this is an iterated convolution.
Since =λ = −1, the resolvent factors are non-singular. Using the obvious estimates

|(|η|2 − λ2)−1| ≤ c(1 + |η|+ |λ|)−1.(13.58)

and

(1 + |η′|+ |λ|)−1(1 + |η|+ |λ|)−1 ≤ (1 + |η − η′|)−1(13.59)

the right side of (13.57) can be estimated to give

|κ̂j(λ,−θ, θ)| ≤ Cj+1|λ|n−2×∫
Φ̂(ξ + η(1))Φ̂(η(1) − η(2))

. . . Φ̂(η(j−2) − η(j−1))Φ̂(η(j−1) + ξ)dη(1) . . . dη(j−1),

(13.60)

where

Φ̂(η) = |V̂ (η)|(1 + |η|)− 1
2 .(13.61)

Thus

‖Φ‖H(n+2)/2 ≤ ‖V ‖H(n+1)/2 .(13.62)

First translating the variables of integration to η(`) + ξ we find that the right side
of (13.60) is the Fourier transform of a product of functions, so using Lemma 13.44
repeatedly (and taking into account the factor of λn−2)

‖κj(s,−θ, θ)‖
H

5
2 ([−2ρ,2ρ]×Sn−1

≤ C1+j‖V ‖H(n+1)/2 .(13.63)

This gives the desired continuity (13.22) and estimates (13.23) for ε = 0. More-
over the estimates (13.45) give (13.23) for ε = 1

2 and large (hence all) j. The
estimates for all ε ∈ [0, 1

2 ] then follow by interpolation between Sobolev spaces, i.e.

‖u‖ 5
2−ε
≤ C‖u‖2ε2 ‖u‖1−2ε

5
2

∀ ε ∈ [0,
1
2

].(13.64)

This completes the proof of Theorem 13.19.

Exercise 13.9. Can the estimates centred on (13.58) be improved to give the
exponential type estimates (13.23) directly and with values in H

5
2 ?

Exercise 13.10. Show that if the original regularity (n+1)/2 for V is increased
by p then the regularity of the derivatives βj in (13.23) can also be increased by p.
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Proposition 13.36. There is a closed subset of G(ρ) ⊂ Ḣ
n+1

2 (B(ρ)) which is
of codimension at least two (i.e. locally orthogonal projection from G(ρ) onto some
subspace of codimension two is at most p-to-1 for some fixed p ∈ N) such that for
each V ′ ∈ [Ḣ

n+1
2 (B(ρ)) \G(ρ)] there exists ε > 0 such that the map

βρ :
{
V ∈ Ḣ

n+1
2 (B(ρ)); ‖V − V ′‖ < ε

}
−→ Ḣ2([−2ρ, 2ρ]× Sn−1)(13.65)

is an isomorphism onto its image.

Proof. The set G(ρ) consists of those V ∈ Ḣ n+1
2 (B(ρ)) such that the deriv-

ative of βρ with respect to V is not an isomorphism. Certainly (13.65) holds for
points in the complement of G(ρ) by the implicit function theorem. Thus we need
to show that G(ρ) so defined has codimension at least 2, since the density of the
complement certainly follows form this. The derivative of βρ with respect to V is
a linear map

β1 + γ(V ) : Ḣ
n+1

2 (B(ρ)) −→ Ḣ2([−2ρ, 2ρ]× Sn−1)(13.66)

where β1 is an isomorphism and γ(V ) depends analytically on V and maps contin-
uously into Ḣ

5
2−ε([−2ρ, 2ρ]×Sn−1). If we consider simply the complex multiples of

V, i.e. just look at γ(zV ), we have analyticity in z. The invertibility of this oper-
ator reduces to a finite dimensional problem, just as in the discussion surrounding
(10.22). Thus invertibility can only fail at isolated values of z. This proves the
result.

Corollary 13.6. For each ρ > 0 there is a dense subset of C∞(B(ρ)) near
each point of which the backscattering transform (13.2) is injective from C∞(B(ρ)).

�





CHAPTER 14

Trace formulæ

We shall derive a trace formula, (14.73), expressing the trace of the wave group
in terms of the determinant of the scattering operator. This formula is used to
investigate the asymptotic behaviour of the determinant. There is another, closely
related formula, (14.75), linking the poles of the scattering matrix with the regular-
ized trace of the wave group. The two trace formula are used together in Chapter 15
to show that a non-vanishing potential must always have an infinite set of scattering
poles.

To start we shall briefly consider operators of trace class. A neat and elegant
treatment can be found in [3], Chapter 19. For simplicity we only discuss ‘concrete’
cases where the underlying space is

M = Rn × Sp × Iq, I ⊂ R an interval,(14.1)

with any of the dimensions n, p and q permitted to be zero. The operators are then
represented by their Schwartz kernels, as distributions on the product M ×M.

Trace class operators can be decomposed in terms of Hilbert-Schmidt operators,
so we consider these first. The space of Hilbert-Schmidt operators is just

HS(M) ≡ L2(M ×M)(14.2)

where the measure is the Lebesgue measure on M ×M. From the Cauchy-Schwarz
inequality such an operator is bounded on L2(M). Thus

‖Bu‖2 =
∫
M

|
∫
M

B(x, x′)u(x′)dx′|2dx

≤
∫

M×M

|B(x, x′)|2dxdx′
∫
M

|u(x′)|2dx′

=⇒ ‖B‖L2(M) ≤ ‖B‖L2(M×M),

(14.3)

bounds the operator norm in terms of the norm on HS(M). In fact it follows from
this estimate that each Hilbert-Schmidt operator is compact on L2(M) since the
kernel can be approximated in HS(M) by finite rank kernels, namely the expansion
in any product orthonormal basis ψj⊗φk for ψj and φk orthonormal bases of L2(M).
We also note that HS(M) is a right ideal in the ring of all bounded operators
on L2(M). Indeed, by Fubini’s theorem L2(M × M) is isomorphic to the space
L2(M ;L2(M)) of functions on M which are square-integrable with values in the
Hilbert space L2(M). Since the kernel of A ·B, where B is a bounded operator on
L2(M) and A ∈ HS(M), is just BtA(x, •) it is also square-integrable with values
in L2(M) so A · B ∈ HS(M). Clearly HS(M) is invariant under the passage to
transpose (or adjoint), so in fact is a two-sided ideal.

139
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Since the condition (14.2) on the kernel of a Hilbert-Schmidt operator is so
explicit it is easy to find examples. For instance

S(R2n) ⊂ HS(Rn).(14.4)

A useful example with finite regularity and growth is the operator

(1 + |x|2)s/2(1 + |D|2)s/2 ∈ HS(Rn) iff s < −n
2
.(14.5)

We shall say an operator is trace class if it is a finite sum of composites of pairs
of Hilbert-Schmidt operators

T =
N∑
i=1

Ai ·Bi, Ai, Bi ∈ HS(M)⇐⇒ T ∈ TC(M).(14.6)

The space of trace class operators is clearly a two-sided ideal in the bounded oper-
ators. Suppose that φk and ψj are any orthonormal sequences in L2(M) then the
series

∑
j

〈ψj , Tφj〉 converges absolutely. This follows from (14.6):∑
j

|〈ψj , Tφj〉| ≤
∑
i

∑
j

|〈A∗iψj , Biφj〉|

1
2
≤
∑
i

∑
j

[‖A∗iψj‖2 + ‖Biφj‖2].
(14.7)

Then we can use the obvious estimate that for A ∈ HS(M) and any orthonormal
sequence φj ∑

j

‖Aφj‖2 ≤
∫

M×M

|A(x, x′)|2dxdx′.(14.8)

Exercise 14.11. Check that the condition∑
i

‖Aφi‖2 <∞(14.9)

on a bounded operator, A, on L2(M) for any (one) orthonormal basis φi is equiv-
alent to A ∈ HS(M).

The norm of an element T ∈ TC(M) is defined to be

‖T‖TC = sup
∑
j

|〈ψj , Tφj〉|(14.10)

where the supremum is over orthonormal bases.

Exercise 14.12. Show that with this norm TC(M) is a Banach space in which
the finite rank operators form a dense subspace.

The convergence of the sum in (14.7) implies in particular that the trace of the
element can be defined by

tr(T ) =
∑
j

〈Tφj , φj〉, T ∈ TC(M)(14.11)

if φj is a complete orthonormal system in L2(M). Of course it is of the greatest
importance that this limit is independent of the choice of orthonormal basis used
to define it.
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Proposition 14.37. For any T ∈ TC(M) the trace of T, defined by (14.11),
is independent of the orthonormal basis used to define it.

Proof. We start by fixing the orthonormal basis φj and using (14.11) as the
definition of tr(T ). This is clearly a continuous linear functional on TC(M). Thus
it suffices to prove the invariance of the choice of basis for finite rank operators. In
fact, since it is linear in T, it is enough to consider operators of rank one, i.e. of
the form

T = a⊗ b∗, a, b ∈ L2(M) so Tf = 〈f, b〉a.(14.12)

In that case, using a familiar Hilbert space formula

tr(T ) =
∑
i

〈Tφi, φi〉 =
∑
i

〈φi, b〉〈a, φi〉 = 〈a, b〉(14.13)

is independent of the choice of φi. This proves the independence in general. �

Note that if U is a unitary operator on L2(M) then

tr(U∗ · T · U) = tr(T ).(14.14)

this just follows from the fact that Uφj is another orthonormal basis. This identity
can be rewritten tr(U ·T ) = tr(T ·U). More generally suppose that B is any bounded
operator on L2(M) then

tr(T ·B) = tr(B · T ) ∀ T ∈ TC(M).(14.15)

Again this is true when T has rank one, since when T is of the form (14.12) then
B · T = Ba⊗ b∗ and T ·B = a⊗B∗b. Using (14.13)

tr(B · T ) = 〈Ba, b〉 = 〈a,B∗b〉 = tr(T ·B).(14.16)

By linearity and continuity (14.15) therefore holds in general. Another consequence
of such arguments is an integral formula for the trace.

Lemma 14.47. If T ∈ TC(M) then the Schwartz kernel is, near the diagonal of
M ×M, a continuous function of the difference x− x′ with values in L1(M) such
that

tr(T ) =
∫
M

T (x, x)dx.(14.17)

Proof. Assume for the moment that M = Rn. If A ∈ L2(M ×M) then the
continuity-in-the-mean of L2 functions shows that

M 3 z 7−→ A(x+ z, y) ∈ L2(M ×M)(14.18)

is continuous. If B ∈ L2(M ×M) then

M 3 z 7−→ A(x+ z, y)B(y, x) ∈ L1(M ×M)(14.19)

is also continuous. Thus the kernel of T = A ·B is such that

M 3 z 7−→ T (x+ z, x) =
∫
M

A(x+ z, y)B(y, x)dy ∈ L1(M)(14.20)

is continuous. From (14.7) this proves the statement about the kernel for general
trace class operators on Rn. The other cases of M follow similarly.

The formula (14.17) now makes sense and its validity in general follows from
the finite rank case by continuity. �
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Next we note two simple conditions on the kernel of an operator sufficient to
guarantee that it is of trace class.

Lemma 14.48. If T : C∞(M) −→ C−∞(M) is an operator with a kernel T ∈
Hs
c ( ◦→ M× ◦→ M) for some s > 1

2 dim(M) then T ∈ TC(M); also S(M ×M) ⊂
TC(M).

Proof. First just consider the case M = Rn. Then the action of T can be
written in terms of the Fourier transform:

T̂ f(ξ) =
∫

Rn

T̂ (ξ, η)f̂(η)dη(14.21)

with

T̂ (ξ, η) = (2π)−n
∫

Rn×Rn

e−ix·ξ+iy·ηT (x, y)dxdy.(14.22)

The regularity assumption on the kernel of T means that

T̂ (ξ, η)(1 + |η|2)s =
∫

Rn×Rn

e−ix·ξ+iy·ηA(x, y)dxdy, A ∈ L2(Rn × Rn).(14.23)

Since s > 1
2n the function

G(x) =
∫

Rn

eix·ξ(1 + |ξ|2)sdξ ∈ L2(Rn).(14.24)

Of course this does not mean that the convolution operator with kernel G(x − y)
is Hilbert-Schmidt. However, since the kernel of T has compact support we can
choose φ ∈ C∞c (Rn) such that T (x, y)φ(y) = T (x, y). Then B(x, y) = G(x−y)φ(y) ∈
HS(Rn) and T = A ·B shows that T is trace class.

The same argument applies to the case that M = Rn × Iq since the kernel
is assumed to have compact support in the interior of the product. Moreover by
localizing supports on the sphere the argument applies in case there are spherical
factors too.

The second statement in the lemma follows by similar arguments, taking instead
φ = (1 + |x|2)−n. �

This discussion further extends to the case of matrices of operators on M ;
we shall not even change the notation. A matrix of operators is Hilbert-Schmidt
(respectively trace class) if all its entries are Hilbert-Schmidt (resp. trace class). In
particular we wish to consider the trace of the operator U(t), which is a 2×2 matrix
of operators on M = Rn. This is certainly not trace class, since it is invertible and
hence not even compact. The time averaged operator

U(ψ) =
∫
R

ψ(t)U(t)dt, ψ ∈ C∞c (R)(14.25)

has a smooth kernel, but is still not trace class because the kernel is translation
invariant near infinity (so has no decay properties, hence is not compact.) On the
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other hand the normalized operator

T (ψ) = U(ψ)− U0(ψ) =
∫
R

ψ(t)[U(t)− U0(t)]dt ∈ TC(Rn) ∀ ψ ∈ C∞c (R).

(14.26)

Indeed, the kernel is smooth and has compact support, so Lemma 14.48 applies.
The first trace formula we shall prove expresses the trace of this operator in terms
of the reduced scattering operator.

As usual we shall transfer the computation from physical space to the Radon
transform side, where the free group U0(t) becomes particularly simple. To do so
we shall use a slight extension of the invariance of the trace under conjugation.
From (14.15) it follows that if B is an invertible linear map on L2(M) then

tr(B−1 · T ·B) = tr(T ) ∀ T ∈ TC(M).(14.27)

More generally if B : L2(M) −→ L2(M ′) is a linear isomorphism then again it
follows that T ′ = B−1 ·T ·B ∈ TC(M ′) for any T ∈ TC(M) and that tr(T ′) = tr(T ).

We wish to apply this identity to the modified Radon transform LP . The small
difficulty is that LP is not an isomorphism from L2(Rn) to L2(R×Sn−1), but rather
(8.75) holds, where H(Rn) is the finite energy space. This space is given by (8.74)
and can be written

H(Rn) = [|D|−1L2(Rn)⊕ L2(Rn).(14.28)

Here

f ∈ |D|−1L2(Rn)⇐⇒

f ∈ S ′(Rn), f̂ ∈ L1
loc(Rn) and |ξ|f̂(ξ) ∈ L2(Rn) (n ≥ 3).

(14.29)

Now suppose T ∈ S(R2n) ⊂ TC(Rn). Consider the operators

T̃ = |D| · T · |D|−1, T1 = |D| · T and T2 = T · |D|−1.(14.30)

Lemma 14.49. If T ∈ S(R2n) then T1, T2 and T̃ ∈ TC(Rn) and

tr(T ) = tr(T̃ ).(14.31)

Proof. The operatorsA = (1+|D|2)−1|D| andB = (1+|x|2)−2(1+|D|2)−n|D|−1

are bounded on L2(Rn), indeed B is Hilbert-Schmidt. Since T = T ′(1+ |x|2)−n(1+
|D|2)−n and T = (1 + |D|2)−nT ′′ with T ′, T ′′ ∈ S(Rn) all three operators defined
from T are clearly trace class. The identity (14.31) follows from the fact that if T̂
is given by (14.22) then

tr(T ) = tr(F · T · F∗) =
∫

Rn

T̂ (ξ, ξ)dξ.(14.32)

Similarly, since F · T̃ · F∗ has kernel |ξ|T̂ (ξ, η)|η|−1

tr(T̃ ) = tr(F · T̃ · F∗) =
∫

Rn

T̂ (ξ, ξ)dξ.(14.33)

This completes the proof of the lemma. �
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Proposition 14.38. The operator

W̃ (φ) =
∫
R

φ(t)[W (t)−W0(t)]dt ∈ TC(R× Rn) ∀ φ ∈ C∞c (R)(14.34)

and

tr(W̃ (φ)) = tr(T (φ)) ∀ φ ∈ C∞c (R), V ∈ C∞c (Rn)(14.35)

where T (φ) is given by (14.26).

Proof. We already know that W̃ (φ) ∈ C∞c (R × Sn−1 × R × Sn−1) so it is
certainly trace class. Moreover since WV (t) = LP ·UV (t) · LP∗ for all V ∈ C∞c (Rn)
it follows that

W̃ (φ) = LP ·U(φ) · LP∗ .(14.36)

Now choose as an orthonormal basis of L2(R×Sn−1) {LPΦi,`} where ` = 0, 1, and
i = 1, . . . ,∞ and Φi,0 = |D|−1Φi,1 for some orthonormal basis Φi,0 of L2(Rn). The
orthonormality of LP Φi,` follows from Proposition 8.21. Moreover

tr(W̃ (φ)) =
∑
`=0,1

∞∑
i=1

〈W̃ (φ) LP Φi,`,LP Φi,`〉L2(R×Sn−1)

=
∑
`=0,1

∞∑
i=1

〈LP∗ ·T (φ) · LP Φi,`,Φi,`〉H(Rn).

(14.37)

Using (8.74) this becomes

tr(W̃ (φ)) =
∞∑
i=1

〈∆[T (φ)]0,0Φi,0,Φi,0〉L2(Rn) +
∞∑
i=1

〈[T (φ)]1,1Φi,1,Φi,1〉L2(Rn)

= tr([T (φ)]0,0) + tr([T (φ)]1,1)

= tr(T (φ)).

(14.38)

Here we have used Lemma 14.49. This proves (14.35). �

Although the normalizing term, W0(t), in (14.34) is necessary to make W̃ (φ)
trace class its presence makes the trace difficult to compute. Since this term is
independent of V we can remove it by differentiation. Thus consider the variation,
with respect to the potential, of the wave group. It has already been shown that
WV (t) depends analytically on V ∈ C∞c (Rn). The Schwartz kernel of WV (t) satisfies

(Dt +Ds + VLP)WV (t, s, ω, s′, θ) = 0

WV (0, s, ω, s′, θ) = δ(s− s′)δθ(ω).
(14.39)

Differentiating with respect to V and applying the derivative to Ṽ ∈ C∞c (Rn) gives

d

dz
WV+zeV |z=0 = Ẇ (Ṽ )(14.40)

satisfying

(Dt +Ds + VLP)Ẇ (t, s, ω, s′, θ) = −ṼLPW (t, s, ω, s′, θ)

Ẇ (0, s, ω, s′, θ) = 0.
(14.41)
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This can easily be solved by duHamel’s principle, so

Ẇ (t) = −
t∫

0

WV (t− s) · ṼLP ·WV (s)ds.(14.42)

From this we can easily evaluate the derivative of tr W̃ (φ) with respect to V at Ṽ
as

tr Ẇ (φ, Ṽ ) =
d

dz
trWV+zeV (φ)|z=0

=− tr
∫
R

φ(t)

t∫
0

WV (t− s) · ṼLP ·WV (s)dsdt

=− tr
∫
R

tφ(t)WV (t)ṼLPdt.

(14.43)

We wish to show that this can be re-expressed in terms of the scattering matrix
and its variation. To do so recall the basic properties of the wave operators and the
scattering operator itself. These operators can all be written in terms of the kernel
of W (t).

W±(s, ω, s′, θ) = W (s± ρ,±ρ, ω, s′, θ)(14.44)

W#
± (s, ω, s′, θ) = W (−s′ ± ρ, s, ω,±ρ, θ)(14.45)

K(s, ω, θ) = W (s+ ρ, ρ, ω,−ρ, θ)

K#(s, ω, θ) = W (s− ρ,−ρ, ω, ρ, θ)
(14.46)

Proposition 14.39. If V ∈ C∞c (Rn) has no bound states (in particular if
V (x) ≥ 0) then all six kernels in (14.44) - (14.46) define operators (by convolution
in s in the case of K and K#) acting on L2(R×Sn−1) and S(R×Sn−1), with W#

±
and K# respectively the inverses of W± and K and such that

K = W+ ·W#
− .(14.47)

Proof. The assumption that V is non-negative means in particular that there
are no bound states so, following ???, we know that W (t, s, ω, s′, θ) is rapidly de-
creasing as |t| → ∞ if s and s′ are bounded. It follows that

W±(s, ω, s′, θ) = lim
t→±∞

W0(−t)W (t)(s, ω, s′, θ)(14.48)

as a limit of tempered distributions. More precisely if f ∈ C∞c (R× Sn−1) then

W±f = lim
t→∞

W0(−t)W (t)f in S(R× Sn−1).(14.49)

Since the norm (8.82) is equivalent to the norm on H(Rn) (when V ≥ 0) we know
that the operators W (t) are uniformly bounded on L2(R× Sn−1). Thus

‖W±f‖L2 ≤ sup
t
‖W0(−t)‖‖W (t)‖‖f‖ ≤ C‖f‖(14.50)

extend to bounded operators on L2(R × Sn−1). It is similarly clear that W± act
continuously on S(R× Sn−1).
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In fact essentially the same arguments can be applied to W#
± which are also

strong limits of operators:

W#
± f = lim

t→±∞
W (−t)W0(t).(14.51)

These are obviously the inverses of W±.
The fact that W± are invertible on S(R × Sn−1) can be translated to the

statement that the boundary problems

(Dt +Ds + VLP)u =0,

u|s=±ρ =f ∈ S(R× Sn−1).

u|t=0 ∈S(R× Sn−1)

(14.52)

each have a unique solution. The definition of the scattering operator then reduces
to (14.47). �

Using the invariance of the trace under conjugation we can transform (14.43)
to

Ẇ (φ, Ṽ ) = − tr
∫
R

[tφ(t)]W− ·W (t) · ṼLP ·W#
− dt (V ≥ 0).(14.53)

From (14.44) it follows that for any t ∈ R

W± ·W (t) = W0(t) ·W±.(14.54)

Thus (14.53) becomes

Ẇ (φ, Ṽ ) = − tr
∫
R

[tφ(t)]W0(t) ·W− · ṼLP ·W#
− dt (V ≥ 0).(14.55)

Using (14.47) this can be further rewritten as

Ẇ (φ, Ṽ ) = − tr
∫
R

[tφ(t)]K# ·G ·W0(t)dt

G = W+ · ṼLP ·W#
−

(V ≥ 0).(14.56)

The kernel of G ·W0(t) is just G(s − t, ω, s′, θ). In terms of the kernels (14.56) is
therefore

Ẇ (φ, Ṽ ) = −
∫

[tφ(t)]K#(s− s′, ω, θ)G(s′ − t, θ, s, θ)dtdsds′dωdθ (V ≥ 0).

(14.57)

After integration in t the kernel is smooth and rapidly decreasing in s and s′.
We can apply Plancherel’s identity in the t variable and so get

Ẇ (φ, Ṽ ) = − 1
2π

∫
R

dφ̂

dλ
(λ)Ṡ(λ)dλ (V ≥ 0)(14.58)

where
Ṡ(λ) =

−i
∫
eiλt

∫
R×R×Sn−1×Sn−1

K#(s− s′, ω, θ)G(s′ − t, θ, s, ω)dtdsds′dωdθ.(14.59)
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Applying Plancherel’s formula to (14.59) allows it to be written

Ṡ(λ) = −i
∫

R×Sn−1×Sn−1

K̂#(λ, ω, θ)Ĥ(λ, θ, ω)dλdωdθ(14.60)

with

H(s, ω, θ) =
∫
R

G(r, ω, s− r, θ)dr.(14.61)

As we shall see below, provided V ≥ 0, the operator Ĥ(λ) has a smooth kernel on
the sphere, for each λ ∈ R. We have already shown K̂# to be of the form Id +AV (λ)
with AV (λ) a smoothing operator on the sphere. Thus we can interpret (14.60) in
terms of the trace of operators on L2(Sn−1) :

Ṡ = −i tr[K̂#(λ) · Ĥ(λ)] (V ≥ 0).(14.62)

So we need to see how H is related to the scattering operator.

Lemma 14.50. If V ∈ C∞c (Rn) and V ≥ 0 then the variation of the scattering
operator with respect to V is

dKV+zeV
dz

|z=0 = H(14.63)

given by (14.56) and (14.61).

Proof. We can deduce (14.63) from the variational formula (14.42) for the
wave group and (14.47). It is slightly more convenient to combine (14.49), (14.51)
and (14.47) to get

K = lim
t→∞

W0(−t)W (2t)W0(−t)(14.64)

where again the limit is locally uniform. Differentiating (14.64) gives

K̇ =− lim
t→∞

W0(−t)
2t∫

0

W (2t− r) · ṼLP ·W (r)drW0(−t)

= lim
t→∞

[W0(−t)W (t)] ·
t∫
−t

W (−r) · ṼLP ·W (r)dr ·W (t)W0(−t)

=W+ ·
∞∫
−∞

W (r) · ṼLP ·W (r)dr ·W#
−

=

∞∫
−∞

W0(r) · [W+ · ṼLP ·W#
− ]W0(r)dr.

(14.65)

The operator on the right here is precisely H. �

Now we can combine the formulæ (14.62) and (14.63) to conclude that (14.58)
holds with

Ṡ(λ) = −i
1∫

0

tr[K̂#
rV (λ) · d

dr
K̂rV (λ)]dr (V ≥ 0).(14.66)
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To further simplify the form of this we consider the Fredholm determinant. Suppose
that T ∈ TC(M) then we define the determinant of Id−zT for all z ∈ C by

det(Id−zT ) = exp{
z∫

0

tr[(Id−zT )−1 · T ]dz}.(14.67)

Proposition 14.40. The Fredholm determinant det(Id−zT ), defined by (14.67)
for T ∈ TC(M), is an entire function of z ∈ C with zeros precisely at those points z
such that 1/z is in the spectrum of T, the order of the zero is equal to the algebraic
multiplicity of 1/z as an eigenvalue. If T, T ′ ∈ TC(M) then

det(Id−T ) det(Id−T ′) = det(Id−T ′′), T ′′ = T + T ′ + T · T ′(14.68)

and if T is quasi-nilpotent (has no non-zero eigenvalues) then det(Id−T ) = 1.

Proof. Certainly (14.67) defines det(Id−zT ) as a holomorphic function near
the origin. Indeed only the poles of the integral could prevent it being entire, since
the trace is certainly meromorphic. First we wish to show that the determinant
extends to be single-valued on the complement of the discrete set formed by the
inverses of the eigenvalues of T. This follows from the fact that the residue of the
exponent at each singular point is in 2πiZ. To see this, and indeed to check the
analyticity of the determinant, observe that (14.67) is valid on a finite dimensional
space – this is the standard formula for the derivative of a determinant. If λ is any
non-zero eigenvalue of T then T can be decomposed into a sum of a finite rank
operator, acting as T on the generalized eigenspace associated to λ, and a trace
class operator with no eigenvalue at λ. Since the exponent in (14.67) splits as a sum
under this decomposition, the determinant splits as a product and the holomorphy
and vanishing statements are direct consequences of these same statements in the
finite dimensional case.

Again from (14.67) and this discussion it follows that, locally uniformly in z,
the determinant det(Id−zT ) depends continuously, even smoothly, on T ∈ TC(M).
Since (14.68) holds for finite rank operators it therefore holds in general.

Finally then consider the triviality of the determinant for quasi-nilpotent op-
erators. This is based on the fact that for any trace class operator and each ε > 0
there exists Cε such that

|det(Id−zT )| ≤ Cε exp(ε|z|) ∀ z ∈ C.(14.69)

If T is quasi-nilpotent then it follows from the first part of the proposition that
det(Id−zT ) has no zeros. Thus f(z) = log det(Id−zT ) is entire and

|<f(z)| ≤ C1 + ε|z| ∀ z ∈ C.(14.70)

From this it follows that f(z) is constant, hence det(Id−zT ) is equal to its value,
1, at 0. The estimate (14.69) is a form of Weyl’s convexity estimates. �

Using the formula for the determinant we can rewrite (14.66) as

trTV (φ) = − 1
2π

∫
dφ̂

dλ
(λ)S(λ)dλ, S(λ) =

1
i

log det[K̂V (λ)] (V ≥ 0).(14.71)

This is the trace formula we have been seeking, since it relates the normalized trace
of the wave group to the determinant of the scattering matrix. The restriction to
V ≥ 0 (really V with no ‘bound states’) is a real one. The general formula is a
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little more complicated because det[K̂(λ)] can have singularities. Since K̂(λ) can
have poles on the real axis we shall define the scattering phase as a principal value:

S(λ) =
1
2i
{ lim
=λ↑0

+ lim
=λ↓0
} log det[K̂(λ)] ∈ S ′(R).(14.72)

The branch of the logarithm is fixed by requiring that it be the principal branch
on the imaginary axis and holomorphic in a small split strip 0 < |=λ| < ε for
some ε > 0. Of course the choice of the branch is not very significant since S is
differentiated in the formula.

Theorem 14.20. For any V ∈ C∞c (Rn), n ≥ 3 odd, the normalized trace of the
wave group can be written in terms of the scattering matrix as

tr
∫
R

φ(t)[UV (t)− U0(t)] = − 1
2π

∫
R

dφ̂

dλ
S(λ)dλ

+
1
2

∑
=λi=0

[φ̂(λi) + φ̂(−λi)] mult(λi) +
∑
=λi<0

[φ̂(λi) + φ̂(−λi)] mult(λi)

∀ φ ∈ C∞c (R),

(14.73)

where mult(λ) is the algebraic multiplicity of λ as a pole of the scattering matrix.

Proof. This is of course exactly (14.71) in case V ≥ 0, or even if there are no
poles in the (closed) lower half plane. To prove it for every V all we need to do is to
show that the right side is an entire function of V. Once this is proved the validity
of (14.71), which is the same formula for V ≥ 0, implies that all derivatives, with
respect to V at V = 0, of the two sides are equal when evaluated on non-negative
potentials. Since the derivatives are polynomial in V, the fact that the non-negative
potentials span C∞c (Rn) over C implies that (14.73) holds in general.

Thus we consider the holomorphy of the right side on (14.73) in V. This is a
local condition. For any particular V there are no poles of K̂V (λ) in some split
strip 0 < |=λ| < ε, with ε > 0. Since S(λ) is defined as a boundary value on the
real axis from above and below the real integral in (14.73) can be shifted to a pair
of contour integrals on =λ = ± 1

2ε. Once so moved each is locally holomorphic in V.
Similarly the two sums in (14.73), when rewritten as the sums, respectively, over
the poles in |=λ| < 1

2ε and =λ < − 1
2ε are also locally analytic in V – since they can

be written as a contour integrals involving the resolvent of Ds + VLP. It therefore
only remains to note that this analytic extension of the expression on the right in
(14.73) is equal to the right side near the fixed potential V. In fact this is just a
computation of residues. Moving the two contour integrals back from =λ = ± 1

2ε to
the real axis (or rather limits from above and below) gives the first term in (14.73)
plus the residues, which occur at both poles and zeros of det(K̂(λ)). Since the zeros
are precisely the negatives of the poles, with multiplicities, these terms combine
with the sum over the poles in λ < − 1

2ε to give the correct sums as well. �

As noted earlier one way of viewing (14.73) is as a formula for the scattering
phase, in terms of the more computable wave group.

Proposition 14.41. For each V ∈ C∞c (Rn) the determinant det(K̂(λ)) is a
meromorphic function in C which, for each c > 0, has no poles in |<(λ)| > C(c)
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and is such that the logarithm has an asymptotic expansion of the form

log det(K̂(λ)) ∼
∞∑
j=2

Hj(V )λn−j as |<(λ)| → ∞.(14.74)

Proof. �

The constants Hj(V ) are (non-linear) functionals of V known as the ‘heat
invariants.’ They can be computed rather explicitly.

The second trace formula can be obtained from (14.73) by formally evaluating
the right side by residues, shifting the contours to imaginary infinity and then
ignoring them. We do not have anywhere near enough information to justify this
directly, so we need a different approach, still we finally get:

Theorem 14.21. For any V ∈ C∞c (Rn)

tr

∞∫
0

φ(t)[UV (t)− U0(t)]dt =
∑

cos(tλj)φ̂(λj) mult(λj)

∀ φ ∈ C∞c ((0,∞)).

(14.75)

The first component of the proof is Lidsky’s theorem:

Proposition 14.42. If T ∈ TC(M) then the sequence of non-zero eigenvalues
of T, repeated with multiplicity, is absolutely convergent and

tr(T ) =
∑

mult(λj)λj .(14.76)

Proof. The non-zero eigenvalues have finite multiplicity so we can choose a
basis of the generalized eigenspace with eigenvalue λj , e1j , . . . , eNjj , Nj being the
dimension of the eigenspaces, such that

[T − λj ]eij ∈ sp{e`j , ` < j}.(14.77)

Applying the Gramm-Schmidt orthonormalization procedure we obtain φij such
that

φij = αeij +
∑
`<i

β`e`j +
∑
k<j

γ`ke`k.(14.78)

Clearly then

〈Tφij , φij〉 = λj .(14.79)

Thus the convergence of the sum
∑
|λj |mult(λj) follows from (14.10).

Let Φ be the closure of the span of the eigenspaces associated to non-zero
eigenvalues of T, i.e. the span of the φij . Certainly TΦ ⊂ Φ. Similarly let Φ∗ be
the same space for T ∗ and let Φo be its orthocomplement. This splits the space

L2(M) = Φ + Φo,(14.80)

although the decomposition is not in general orthogonal. It follows that T (Φo) ⊂ Φo

and that

T ′φ = Tφ2, φ = φ1 + φ2, φ1 ∈ Φ, φ2 ∈ Φo(14.81)

defines a quasi-nilpotent operator. Choosing an appropriate basis we see that

tr(T ) = tr(T − T ′) + tr(T ′).(14.82)
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From (14.79) it follows that

tr(T − T ′) =
∑

λj mult(λj).(14.83)

Thus it remains only to show that tr(T ′) = 0. This however follows from the last
part of Proposition 14.40. �

Proof. Proof of Theorem 14.21 To prove (14.75) we first write the trace in
terms of the Lax-Phillips semigroup:

tr

∞∫
0

φ(t)[U(t)− U0(t)]dt = tr

∞∫
0

[Z(t)− Z0(t)]dt ∀ φ ∈ C∞c ((0,∞)).(14.84)

This is an immediate consequence of (14.35) and the fact that the restriction to
the diagonal in R× Sn−1 × R× Sn−1 of the kernel of W̃ (φ) vanishes in the region
|s| ≥ ρ. The trace in (14.84) is over M = [−ρ, ρ]× Sn−1.

For each fixed φ ∈ C∞c ((0,∞)) there exists ε = εφ > 0 such that

supp(φ) ⊂ [ε,∞), 2ρ = qε, q ∈ N.(14.85)

We shall assume the stronger condition

supp(φ) ⊂ [ε, 2ε](14.86)

and later recover the general case by a finite decomposition. We then divide M
into q pieces:

M =
q⋃
j=1

Mj where

Mj = [−ρ+ (j − 1)ε,−ρ+ jε]× Sn−1 = Mj .

(14.87)

Of course, each of these subsets is of the form (14.1). Let τi(s, ω) = (s+ρ−(i−1)ε, ω)
be the translation from Mi onto the fixed model Mε = [0, ε] × Sn−1. Now we can
regard an operator such as W̃ (φ) as a matrix of operators on L2(Mε) :

W̃ (φ)ij = πi · W̃ (φ) · ιj , i, j = 1, . . . , q(14.88)

where πi is the orthogonal projection onto L2(Mi) from L2(M), followed by the pull
back under τi, and ιi is pull-back under the inverse of τi followed by the inclusion
of L2(Mi) into L2(M) as a closed subspace by extending the elements as zero in
M \Mi. Since the kernel of each W̃ (φ)ij is C∞ these are all trace class operators
and

tr(W̃ (φ)) =
q∑
i=1

tr(W̃ (φ)ii).(14.89)

Next we alter each of these ‘components’ of W̃ (φ) by conjugation with a power
of an invertible elliptic operator. We set

Γ± = (∆Sn−1 + 1)±n.(14.90)

Consider the matrix of operators

Pij = Γi− · [W̃ (φ)ij ] · Γj+.(14.91)
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These operators all have smooth kernels, so are trace class. Moreover,

tr(P ) = tr(W̃ (φ)).(14.92)

Indeed the proof follows that of Lemma 14.49, using (14.89), the corresponding
expansion for tr(P ) and a basis of L2(Mi) consisting of eigenfunctions for ∆Sn−1 ,
i.e. spherical harmonics.

Now W̃ (φ) is the difference

W̃ (φ) = QV −Q0 where

QV =

∞∫
0

φ(t)WV (t)dt.
(14.93)

Let

(QV )ij = πi ·QV · ιj and (Q′V )ij = Γi− · (QV )ij · Γj+(14.94)

be the corresponding decompositions analogous to (14.87) and (14.91). Clearly

Pij = (QV )ij − (Q0)ij ∀ i, j = 1, . . . , q.(14.95)

The point of this construction is that now each (Q0)ij ∈ TC(Mε). To see this simply
note that (14.86) means

(Q0)ijπi ·
∞∫

0

φ(t)W0(t)dt · ιj =

{
0
Γ− ⊗ φ(• − ε)∗

if i 6= j + 1
if i = j + 1.

(14.96)

Thus in all cases, (Q0)ij is trace class, so the matrix of operators is itself trace class.
Not only is Q0 trace class but

tr(Q0) =
q∑
i=1

tr((Q0)ii) = 0(14.97)

since the diagonal entries in the matrix are themselves zero. It follows that, for any
V, QV = P +Q0 is also trace class and

tr(W̃ (φ)) = tr(P ) = tr(QV ) =
∑

λ′j multQ(λ′j)(14.98)

where multQ(λ) is the multiplicity of λ as an eigenvalue of QV .
The final step in the proof of (14.75), with φ restricted by (14.86), is to check

that
the non-zero eigenvalues of QV are the non-zero values of

∞∫
0

cos(tλj)φ(t)dt
(14.99)

repeated, of course, with the multiplicity of λj as a pole of the scattering matrix
and over those λj for which the integral takes on a fixed value.

From the discussion of the Lax-Phillips semigroup we do know that these are
precisely the non-zero eigenvalues of

ZV (φ) =

∞∫
0

φ(t)ZV (t)dt.(14.100)
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Thus we only have to check that ZV (φ) and QV have the same non-zero eigenvalues.
This is the case because they are conjugate, although not by a bounded operator on
L2(M). Consider some non-zero eigenvalue, µ, ofQV , and the associated generalized
eigenspace E. Thus e ∈ E is a q-tuple of square-integrable functions, ei ∈ L2(Mi).
Now each component of P is a smoothing operator and each component of Q0 is,
by (14.96), smoothing of order n at least. Thus each component of QV = P + Q0

must also be smoothing of order n. It follows that each component of any element
of the eigenspace must be C∞ (in all variables). Thus

f(s, ω) =
q∑
i=1

[ιiΓi+(ei)](s, ω) ∈ L2([−ρ, ρ]× Sn−1).(14.101)

From the definition of QV it is clear that as e ranges over E these functions span
the corresponding eigenspace of ZV (φ). Since this argument is easily reversed this
proves (14.99).

Thus we have proved (14.75) when φ is subject to (14.86). Since the equation is
linear and (14.86) can always be arranged by a finite decomposition this completes
the proof of Theorem 14.21. �





CHAPTER 15

Scattering poles

We should include:
1) Various characterizations, symmetry 2) The logarithmic gap 3) Upper bound

on the counting function 4) Lower bound following Sjöstrand and Zworski(?) 5)
Some discussion of continuity(?) 6) Absence of poles implies V ≡ 0
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CHAPTER 16

Hamilton-Jacobi theory

Next we turn to the scattering theory for a metric perturbation of the normal
Laplacian on Rn; again restricting ourselves to the case n ≥ 3 odd. We shall
consider Riemann metrics

g =
n∑

i,j=1

gij(x)dxidxj(16.1)

which differ from the flat metric only on a compact set,

gij(x) = δij =

{
1 i = j

0 i 6= j
in |x| > ρ.(16.2)

Of course we require that g be positive definite:
n∑

i,j=1

gij(x)ξiξj ≥ c|ξ|2 ∀ ξ ∈ Rn for some c > 0.(16.3)

Let gij(x) = (gij(x))−1 be the inverse matrix and g = det gij the determinant.
Then the Laplacian is

∆g = − 1
√
g

n∑
i,j=1

∂

∂xi

√
ggij

∂

∂xj
.(16.4)

Our immediate aim is to show the unique solvability of the Cauchy problem for the
wave operator

P = D2
t −∆g.(16.5)

We shall do this much as in the case of a potential perturbation by constructing
“plane wave” solutions.

Thus we look for a solution to

Pu = (D2
t −∆g)u ∈ C∞(R× Rn)

u|t=0 = 0

Dtu|t=0 = δ(s− x · ω).

(16.6)

In the potential case we found the solution as a sum of conormal distributions
associated to the two hypersurface t = ±(s − x · ω). For the metric problem the
geometry itself has been perturbed so the first problem is to find the hypersurfaces
with respect to which the solution should be conormal.

Suppose that we assume as an ‘ansatz’ that the solution to (16.6) is of the form

u = a+H(φ+(t, x, s, w)) + a−H(φ−(t, x, s, w))(16.7)
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where a± are C∞ and φ± are, at least for small |t|, C∞ real functions with

φ±|t=0 = s− x · ω.(16.8)

Thus the solution is supposed to be conormal with respect to {φ+ = 0}∪{φ− = 0}.
Applying P directly to (16.7) we see that

Pu =c+1 δ
′(φ+) + c−1 δ

′(φ−) + c+2 δ(φ+)

+ c−2 δ(φ−) + c+3 H(φ+) + c−3 H(φ−),
(16.9)

with all the coefficients C∞. In fact we can easily compute the leading coefficients:

c±1 = a± ·

(Dtφ±)2 −
n∑

i,j=1

gij(x)Diφ±Djφ±

 .(16.10)

In order for (16.6) to hold the leading terms in (16.9) must vanish – these being
the most singular. Since a± should be nonzero this leads us to the eikonal equation

(Dtφ)2 −
n∑

i,j=1

gij(x)DiφDjφ = 0 on φ = 0 (φ = φ±).(16.11)

This may seem strange, that the search for a solution to a linear second order
equation should lead to a non-linear first order equation, but the beauty of (16.11)
is that it can be solved essentially geometrically by ‘Hamilton-Jacobi theory.’ We
drop the restriction to {φ = 0} in (16.11) and try to solve the initial value problem:

(Dtφ)2 −
n∑

i,j=1

gij(x)DiφDjφ = 0 in Ω

φ|t=0 = s− x · ω in Ω ∩ {t = 0}
(16.12)

for Ω some neighbourhood of 0 ∈ RN = Rn+1.
In the cotangent bundle T ∗RN = RN×RN consider the graph of the differential

of φ :

Λφ =
{

(z, dzφ) ∈ RN × RN ; z = (t, x), dzφ =
(
∂φ

∂t
,
∂φ

∂x1
, . . . ,

∂φ

∂xn

)}
.(16.13)

Thus Λφ is an N -dimensional smooth submanifold of T ∗RN . In terms of the ‘canon-
ically dual’ coordinates (z, ζ) in T ∗RN (where an element of T ∗xRN is written ζ ·dz)
consider the function

p(z, ζ) = ζ2
0 −

n∑
i,j=1

gij(x)ζiζj .(16.14)

This is the principal symbol of the operator P. The differential equation (16.12)
can then be written in geometric form as

Λφ ⊂ {p = 0} = Σp.(16.15)

The surface Σp is called the characteristic variety of P.
Thus we have reduced the partial differential equation (16.12) to the geometric

problem of constructing Λφ as a submanifold of Σp. To be able to use this approach
we need to characterize, at least locally, those submanifolds Λ of T ∗RN which are
of the form Λφ, i.e. are the graphs of differentials.
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On T ∗RN there is a tautological 1-form, the contact form. By definition T ∗RN
consists of pairs (z, γ) where γ is a 1-form at z̄ ∈ RN . Thus γ can be considered
as an equivalence class of smooth functions near z̄, [f ], where f ′ ∼ f, i.e. f ′′ ∈ [f ]
means precisely that f−f ′−f(z̄)+f(z̄) vanishes quadratically at z̄. The equivalence
class can be identified with the vector of partial derivatives of f :

[f ] =
n∑
i=0

∂f

∂zi
(z)dzi(16.16)

where dzi = [zi]. Then ζi = ∂f
∂zi

(z̄) are the canonically dual coordinates of γ (dual
to z0, . . . , z1 that is.) Let π : T ∗RN 3 (z̄, γ̄) 7−→ z̄ ∈ RN be the natural projection.
We can use π to pull-back 1-forms:

π∗ : T ∗z̄ RN −→ T ∗(z̄,γ̄)(T
∗RN ) ∀ (z̄, γ̄) ∈ T ∗RN .(16.17)

Then the tautological 1-form, α, on T ∗RN is fixed by the condition:

α = π∗γ̄ at (z̄, γ̄).(16.18)

Since, in canonically dual coordinates, γ̄ =
n∑
i=0

ζidzi

α =
n∑
i=0

ζidzi.(16.19)

Clearly α is completely well-defined, independent of the choice of coordinates.
Its exterior derivative is the 2-form

ω = dα =
n∑
i=0

dζi ∧ dzi.(16.20)

Using ω, the symplectic form on T ∗RN , we can characterize the submanifolds Λφ.

Proposition 16.43. If Λ ⊂ T ∗RN is a C∞ submanifold then, locally near
(z̄, ζ̄) ∈ Λ, Λ = Λφ for some φ ∈ C∞(Ω), Ω 3 z̄ open if and only if

dim Λ = N(16.21)

ι∗Λω = 0, ιΛ : Λ ↪→ T ∗RN being the inclusion(16.22)

π : Λ −→ RN is, near (z̄, ζ̄), a local diffeomorphism.(16.23)

In general a submanifold satisfying just conditions (16.21) and (16.22) is said to be
a Lagrangian submanifold of T ∗RN .

Proof. First we have to check that these conditions hold for Λφ. Both (16.21)
and (16.23) are immediate. For Λφ we know that the inverse to (16.23) is just the
defining map

Ω 3 z Φ→7−→ (z, dzφ) ∈ Λφ.(16.24)

Consider the pull-back under Φ to Ω 3 z̄ of the 2-form ω. Since ω = dα,

Φ∗ω|z̄ = dΦ∗α|z̄ .(16.25)

From (16.18), Φ∗α = Φ∗π∗γ̄ = dφ at γ̄ = dφ. Thus from (16.25), Φ∗ω = d(dφ) = 0.
This proves that (16.22) holds.
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To prove the converse, suppose (16.21) – (16.23) hold ((16.21) is of course
a consequence of (16.23)). From (16.23), Λ = {(z,Ξ(z))} where Ξj(z) are C∞
functions on Ω 3 z̄. Then (16.22) requires that

d(
N∑
i=0

Ξi(z)dzi) = 0 in Ω.(16.26)

Poincaré’s lemma asserts that, in a possibly smaller neighbourhood of z̄,
N∑
i=0

Ξi(z)dzi = dφ(16.27)

for some C∞ function φ. This just asserts that Λ = Λφ near (z̄, γ̄). �

Thus the problem of solving (16.12) has been reduced to constructing a suitable
Lagrangian submanifold of Σp satisfying (16.23). Observe that Σp is a smooth
hypersurface in T ∗RN\0, where 0 stands for the zero section {(z, 0)}. Indeed

dp = 2ζ0dζ0 − d
n∑

i,j=1

gij(z)ζiζj 6= 0(16.28)

if ζ0 6= 0, so as ζ2
0 = Σgij(x)ζiζj on Σp, dp 6= 0 on Σp ∩ {ζ 6= 0}.

As a smooth hypersurface in a symplectic manifold (T ∗RN\0), Σp has a well-
defined 1-dimensional foliation, i.e. a 1-dimensional subbundle of TΣp. This sub-
bundle HΣ ⊆ TΣp is called the Hamilton foliation and is defined by

v ∈ HΣ ⇐⇒ ω(v, w) = 0 ∀ w ∈ TΣp.(16.29)

Lemma 16.51. Suppose p is C∞ and dp 6= 0 on (p = 0) in T ∗RN then the
Hamilton foliation is spanned by the Hamilton vector field of p :

Hp =
n∑
i=0

(
∂p

∂ζi

∂

∂zi
− ∂p

∂zi

∂

∂ζi

)
.(16.30)

Proof. The definition (16.30) of Hp can be written in the more intrinsic form

ω(Hp, v) = −dp(v) ∀ v ∈ T (T ∗RN ).(16.31)

Indeed, that (16.30) satisfies (16.31) follows by evaluating the left side of (16.31).
Conversely if (16.31) holds then (16.30) follows by setting v = ∂

∂zi
, and v = ∂

∂ζi
,

the basis vector fields.
From (16.31), by setting v = Hp,

0 = ω(Hp, Hp) = −dp(Hp)(16.32)

follows from the antisymmetry of ω and shows that Hp is tangent to Σp. Now
suppose (16.29) holds. Since Σp has codimension one it follows that

ω(v, w) = cdp(w) ∀ w ∈ T (T ∗R∗)(16.33)

for some constant C. Then as before, v = cHp. �

The most basic component of Hamilton-Jacobi theory is now easily derived:

Lemma 16.52. If Λ ⊂ Σ is a Lagrangian submanifold contained in a hyper-
surface in a symplectic manifold then the Hamilton foliation of Σ is tangent to
Λ.
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Figure 1. Characteristic Lagrangians

Proof. Consider the vector space, at λ ∈ Λ, TλΛ + RHp = Qλ. This has
dimension N, or N + 1 as Hp is, or is not, tangent to Λ at λ. Thus we wish to show
that dimQλ = N. Now, by definition – (16.22) – and (16.31)

ω|Q×Q ≡ 0.(16.34)

Thus it suffices to show that ω can vanish on no subspace of dimension greater than
N. This is an easy exercise in linear algebra; it follows from a simple diagonalization
procedure. �

To construct Λφ we now proceed to ‘integrate’ the vector field Hp. Recall the
initial condition for f

φ|t=0 = φ0 = s− x · ω.(16.35)

This implies that

Λφ ∩ {t = 0} = {(0, x, τ(x),
∂φ0

∂x
)}(16.36)

for some smooth function τ(x). However we also want Λφ ⊂ Σp, so

τ2 =
∣∣∣∣∂φ0

∂x

∣∣∣∣2 =
n∑

i,j=1

gij(x)
∂φ0

∂xi

∂φ0

∂xj
(x) =⇒ τ = ±

∣∣∣∣∂φ0

∂x

∣∣∣∣ .(16.37)

These functions are smooth since ∂φ0/∂x 6= 0. Thus there are precisely two choices
for

Λ±φ ∩ {t = 0} =
{

(0, x,±
∣∣∣∣∂φ0

∂x

∣∣∣∣ , ∂φ0

∂x
)
}
.(16.38)

This leads to the two solution of (16.12).
The vector field Hp is transversal to {t = 0} on Σp. Thus we must have each

integral curve of Hp through a point of Λ±φ ∩ {t = 0} in Λ±φ . This leads to two
N -dimensional manifolds:

Λ±φ = Hp-flow-out of
{

(0, x,±
∣∣∣∣∂φ0

∂x

∣∣∣∣ , ∂φ0

∂x
)
}
.(16.39)

The theory of ordinary differential equations (including the smooth dependence of
solutions on initial data) shows that Λ±φ are C∞, at least for small t. In fact they are
globally smooth, uniquely fixed by the maximal extensions of the integral curves of
Hp of which they are unions.

Proposition 16.44. If φ0 ∈ C∞(Rn) has dxφ0 6= 0 then (16.39) leads to the two
smooth Lagrangian submanifolds of T ∗RN contained in Σp and satisfying (16.36).

Proof. The uniqueness is clear, we need to show that Λ±φ defined by (16.39)
are Lagrangian.

This is a direct consequence of an identity for the Lie derivative. If V is any C∞
vector field then the Lie derivative LV is a first order differential operator acting
on each bundle of k-forms, defined by

LV γ = (d · iV + iV · d)γ(16.40)



162 16. HAMILTON-JACOBI THEORY

where iV is contraction with V, iV γ(V1, . . . , Vk) = γ(V, V1, . . . Vk) if γ is a (k + 1)-
form. Now, if V = Hp is the Hamilton vector field of p then

LHpω = d · iHpω + iHpdω = d(dp) = 0,(16.41)

using (16.31) – which just says iHpω = dp. This means that ω satisfies a first-order
differential equation on Λ along the integral curves of Hp. From the uniqueness of
the solution to the initial value problem for such a system it is enough to check
that

ω = 0 on TλΛ±, λ ∈ Λ ∩ {t = 0}.(16.42)

By definition of Λ± ∩ {t = 0}, TλΛ± is spanned by Tλ′Λ0 and Hp, where
λ = (0, x̄, τ, ξ̄) if λ′ = (x̄, ξ̄). Certainly ω vanishes on Tλ′Λ0, since this is Lagrangian
in T ∗Rn. Thus (16.42) reduces to showing that ω(v,Hp) = 0 if v ∈ Tλ′0 , but again
this follows from (16.31). This completes the proof that Λ± are Lagrangian. �

Finally note that Λ±φ satisfy the fibre-transversal condition (16.40), near any
point in Λ± ∩ {t = 0} since Hp is transversal to t = 0. Thus we have shown:

Proposition 16.45. There is an open neighbourhood, Ω, of t = 0 such that the
problem (16.12) has precisely two C∞ solutions in Rn× (−ε, ε) for some ε > 0, φ±,
given by the conditions

φ±|t=0 = φ0, Λ± = Λφ± .(16.43)

Proof. We have shown this locally for each s, ω and the proof obviously ex-
tends to give smoothness in s, ω locally. Since Sn−1 is compact the fact that the
solutions exists in the fixed neighbourhood Rn × (−ε, ε) for all s reduces to under-
standing what happens for large s, and near infinity in Rn. However s is merely
an additive constant so φ±(t, x, ω, s) = φ±(t, x, ω, 0) + s and for |x| ≥ 2ρ, |t| ≤ ρ,
φ±(t, x, ω, s) = s−x ·ω± t. Thus the local uniqueness proves the semiglobal (global
in Rn, for short times) existence. �

The fact that these “phase functions” φ± exists only for short times is real,
and not just an artifice of our method of construction. We could (and in a sense
shall) use the theory of conormal distributions to construct solutions to (16.6) for
short times. Using these we can, as for the potential case, construct a forward
fundamental solution (for small t) and hence show the existence of the wave ‘group’
U(t), for |t| < ε.

Indeed, once U(t) has been constructed for |t| < ε, satisfying U(t)U(s) =
U(t + s), whenever |s|, |t|, |t + s| < ε, it can be extended uniquely as a group by
setting U(t) = U( tn )n. The question therefore arises, and is in any case fundamental
to understanding the structure of the scattering matrix, as to what is the nature of
the global solution to (16.6) (which can be constructed using U(t)).

Rather than follow this small-time approach we shall proceed directly to con-
struct a global solution to (16.6). We have already noted that the Lagrangian Λ±φ
exists globally. For short times we expect the solution to (16.6) to be conormal
with respect to {φ± = 0}. Consider the conormal bundles of these submanifolds

N∗{φ± = 0} = {(z, τdφ±);φ±(z) = 0, τ ∈ R\0} ⊂ T ∗RN ∩ {|t| < ε}.(16.44)

Knowing N∗{φ± = 0} is completely equivalent to knowing {φ± = 0}. Thus we can
think of u, solving (16.6), as being associated to N∗{φ± = 0} in |t| < ε.
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The submanifolds

Λ̃± = Hp-flow-out of N∗{φ± = 0}(16.45)

are contained in the homogeneous extensions of the Λ± (i.e. λ ∈ Λ̃± =⇒ τλ ∈ Λ±

for some τ 6= 0).

Exercise 16.13. Exercise Show that Λ̃± are Lagrangian submanifolds of T ∗RN\0.

Thus to construct u globally we proceed to develop the theory of Lagrangian
distributions. From (16.45) we see that Λ̃± ∩ {|t| < ε} = N∗{φ± = 0}. Thus the
theory of Lagrangian distributions should be (and is) a natural extension of the
theory of conormal distributions.





CHAPTER 17

Parametrization of conic Lagrangians

In examining the push-forward of conormal distributions, associated to a hy-
persurface, we studied the tangency of a hypersurface to the leaves of a fibration.
In M = Rnx × RNθ we consider a hypersurface (which need not be closed)

H = {φ = 0} φ ∈ C∞(M), dφ 6= 0 on H.(17.1)

Thinking of π : M −→ Rnx as a fibration means that we shall allow only coordinate
transformations which are fibre-preserving on M, iė

(x, θ) 7−→ (X(x),Θ(x, θ)).(17.2)

For the push-forward of a conormal distribution associated to H to be conormal
on Rn we needed a condition of simple tangency of H to the fibres (or rather simple
tangency of the fibres to H!) Locally this condition takes the form

φ has only non-degenerate critical points on each fibre.(17.3)

Then the set of such fibre-critical points

CH = {(x, θ) ∈M ;φ(x, θ) = 0, ∂θjφ(x, θ) = 0, j = 1, . . . , N}(17.4)

is a submanifold of M of codimension N + 1 and the projection

π : CH −→ Rn(17.5)

is locally the embedding of CH as a hypersurface in Rn. We required (but could do
without) the condition that (17.5) should be a global embedding.

As promised then, we now consider the weakening of (17.3) to:

At CH the differentials dφ, d[∂θjφ] j = 1, . . . , N are linearly independent.(17.6)

This still implies, via the implicit function theorem, that CH is a C∞ submanifold
of M of codimension N + 1. However it need not even be locally embedded in Rn
by the projection (17.5). Nevertheless we wish still to think of CH as a ‘singular
submanifold’ of Rn. The way to do this is to consider the conormal bundle of this
singular manifold. If (17.3) holds then the conormal bundle of CH ↪→ Rn can be
written in the following way

N∗π(CH) =

{(x, ξ); ξ = τdxφ(x, θ), τ ∈ R, φ(x, θ) = 0, ∂θjφ(x, θ) = 0 for some θ.}
(17.7)

Indeed this just follows from the observation that, locally, the surface

∂θφ(x, θ) = 0(17.8)

is transversal to π and the restriction of φ to it pulls back under the inverse of π
to a defining function for π(CH). In general we just use (17.7) as the definition of
the singular submanifold.
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Lemma 17.53. If H ⊂M is a C∞ hypersurface, φ being a defining function for
it, with (17.6) satisfied then

ΛH = {(x, τdxφ(x, θ); (x, θ) ∈ CH , τ 6= 0} ⊂ T ∗Rnr0(17.9)

is a C∞ conic (i.e. homogeneous) Lagrangian submanifold.

Proof. Consider the map

CH 3 (x, θ) 7−→ (x, dxφ(x, θ)) ∈ T ∗Rnr0.(17.10)

Any tangent vector annihilated by the differential of this map must be tangent
to the fibres, since the map is trivial in the x variables. A tangent vector, v =
a1∂θ1 +· · ·+aN∂θN , to the fibres annihilated by the differential of (17.10) represents
a dependence relation

N∑
j=1

aj
∂2φ

∂θj∂xi
= 0⇐⇒

N∑
j=1

ajdx∂θjφ = 0.(17.11)

To be tangent to CH the vector must satisfy in addition
N∑
j=1

aj
∂2φ

∂θi∂θj
= 0.(17.12)

Thus such a tangent vector represents a linear relation amongst the d∂θjφ at CH , so
must vanish by the assumption (17.6). Hence the differential of (17.10) is injective,
so embeds CH as a smooth submanifold of dimension n− 1 in T ∗Rnr0. Moreover
the R+ action (multiplication by scalars on the fibres) on T ∗Rn cannot be tangent
to the range of (17.10), since this would mean

N∑
j=1

ajdx

(
∂φ

∂θj

)
= τdxφ(17.13)

which, as above, would lead to a dependence relation between the d∂θjφ and dφ
violating the full force of (17.6). Thus ΛH is a C∞ conic submanifold of dimension
n in T ∗Rnr0.

It remains to show that the symplectic form vanishes on ΛH . To do this consider
again the definition (17.9). This can be rewritten in terms of the space of fibre-
normals. The submanifold

S = {(x, θ, ξ, 0) ∈ T ∗M ; ξ 6= 0}(17.14)

is just the set of lifts to TM of non-vanishing differentials on Rn, i.e. the range of

π∗ : T ∗π(m)R
n −→ T ∗mM.(17.15)

Let πS : S −→ T ∗Rn be the left inverse of π∗, the obvious projection. Then (17.9)
is just

πS : [N∗CH ∩ S] −→ ΛH is a diffeomorphism .(17.16)

Of course we know that N∗CH is a Lagrangian submanifold of T ∗M. Certainly
therefore the symplectic form

ωM =
n∑
i=1

dxi ∧ dξi +
N∑
j=1

dθj ∧ dtj(17.17)
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vanishes on N∗CH ∩ S. Moreover, since S = {t = 0} we have

π∗Sω = ι∗SωM (on M)(17.18)

where ω is the symplectic form on T ∗Rn and ιS is the inclusion of S in T ∗M. This
proves that ω vanishes on ΛH , since this is equivalent to the vanishing of ωM on
N∗H ∩ S. �

This basic lemma shows that we can construct conic Lagrangian submanifolds
by pushing forward hypersurfaces. We shall say that H ⊂ M is a parametrization
of Λ near λ ∈ Λ if

Λ ∩ Ω = ΛH ∩ Ω for some neighbourhood Ω of λ in T ∗Rnr0.(17.19)

Before discussing the very important result that any conic Lagrangian submanifold
of T ∗Rnr0 has a parametrization near each of its points we note, for orientation,
a couple of simple examples of parametrization.

Example 17.0. The function φ = x1 cos(θ) +x2 sin(θ) on R2×R parametrizes
(repeatedly) the Lagrangian submanifold of T ∗R2r0 which is just the fibre above
the origin T ∗0 R2r0.

Exercise 17.14. Show that the hypersurface

H = {t3 − 3ty + 2x = 0} ⊂ R2 × R(17.20)

parametrizes a C∞ conic Lagrangian submanifold of T ∗R2 which is the conormal
bundle of the ‘cusp’ y3 = x2 except over the origin. Convince yourself that ΛH
is just the closure in T ∗R2 r0 of the conormal bundle to the regular part of this
singular curve. Can you find another (really different, i.e. not locally transformable
into the cusp by a coordinate transformation) singular curve with this remarkable
property – that the closure of the conormal bundle to the smooth part is actually
a smooth conic Lagrangian??

The main point of parametrizations is that they always exist

Proposition 17.46. If Λ ⊂ T ∗Rnr0 is a C∞ conic Lagrangian submanifold and
λ̄ ∈ Λ then for some H ⊂ Rn × RN , with π(λ̄) ∈ H, a C∞ hypersurface satisfying
(17.6) with N < n there is a neighbourhood Ω of λ̄ in T ∗Rnr0 such that

Λ ∩ Ω = ΛH ∩ Ω.(17.21)

Proof. Consider the projection of the tangent space to Λ at λ̄ to Rn :

π∗[Tλ̄Λ] ⊂ Tπ(λ̄)Rn.(17.22)

We can make a linear transformation so that π(λ̄) = 0 and the projection in (17.22)
is spanned by ∂xi for i = 1, . . . , n − N − 1, so defining N. (Notice that the fact
that Λ is conic means that the space in (17.22) cannot have dimension larger than
n− 1.) In terms of the canonically dual coordinates (x, ξ) in T ∗Rn this means that
there are tangent vectors of the form

vi = ∂xi +
N∑
j=1

γij∂ξj ∈ Tλ̄Λ, i = 1, . . . , n−N − 1(17.23)
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and these can be extended to a basis of Tλ̄Λ by adding vectors of the form

wk =
N∑
j=1

γ′kj∂ξj k = n−N, . . . , n.(17.24)

It follows that the matrix

Γ′ =
(
γ′kj
)
k,j=n−N,...,n is invertible.(17.25)

Indeed, this invertibility is equivalent to the non-existence of a (non-zero) tangent
vector to Λ at λ̄ of the form

w =
∑

j<n−N
gj∂ξj .(17.26)

Pairing with the symplectic form gives

ω(w, vj) = gj , j = 1, . . . , n−N − 1(17.27)

so if w in (17.26) is in Tλ̄Λ it must vanish, Λ, being Lagrangian.
The conclusion of this computation is that the functions

x1, . . . , xn−N−1, ξn−N , . . . , ξn give local coordinates on Λ near λ̄.(17.28)

Another way of expressing this is that there are C∞ functions

X ′′(x′, ξ′′) = (Xn−N (x′, ξ′′), . . . , Xn(x′, ξ′′))

Ξ′(x′, ξ′′) = (Ξ1(x′, ξ′′), . . . ,Ξn−N−1(x′, ξ′′))

s.t. Λ = {x′′ = X ′′(x′, ξ′′), ξ′ = Ξ′(x′, ξ′′)} near λ̄.

(17.29)

Here x′ = (x1, . . . , xn−N−1) and ξ′′ = (ξn−N , . . . , ξn) etc. The fact that Λ is conic
means that X ′′ and Ξ′ are respectively homogeneous of degrees zero and one in ξ′′.

We can easily express the condition that Λ be Lagrangian in terms of the local
coordinates x′, ξ′′. Namely

ω =
n−N−1∑
i=1

dxi ∧ dΞi +
n∑

j=n−N
dXj ∧ dξj = 0.(17.30)

This in turn just means

d

− n−N−1∑
i=1

Ξidxi +
n∑

j=n−N
Xjdxj

 = 0.(17.31)

By Poincaré’s Lemma this means that locally, near any point, there is a C∞ function
such that

−
n−N−1∑
i=1

Ξidxi +
n∑

j=n−N
Xjdxj = dΦ(x′, ξ′′)(17.32)

Moreover Φ is unique up to a constant and so can be assumed to be homogeneous
of degree one in ξ′′. Since Λ is conic the vector ξ · ∂ξ is in Tλ̄Λ. We know from the
discussion around (17.26) that if ξ = ξ̄ at λ̄ then at least one of the ξ̄j , for j ≥ n−N
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must be non-zero. Making a linear change of coordinates, just amongst the x′′, we
may as well assume that ξ̄′′ = (0, . . . , 0, 1) ∈ Rn−N . Now consider the function

φ(x, θ) = xn +
N∑
j=1

xn−N−1+jθj − Φ(x′, θ, 1).(17.33)

We proceed to show that the hypersurface defined by φ = 0 parametrizes Λ near λ̄.
First we should check the non-degeneracy condition (17.6). However the inde-

pendence of the differentials is clear since, at (x, θ) = (0, 0),

dφ = dxn, d[∂θjφ] = dxj+n−N−1

mod {dx′, dθ} j = 1, . . . , N.
(17.34)

This proves the non-degeneracy, so φ parametrizes some Lagrangian. For future
reference, note that

∂2Φ
∂θ2

(0, 0) = 0.(17.35)

From (17.32), the definition of Φ,

Ξj = − ∂Φ
∂xj

Φ(x′, ξ′′), X` =
∂Φ
∂ξ`

x′, ξ′′), j < n−N, ` ≥ n−N.(17.36)

Since Φ is homogeneous of degree 1 in ξ′′,

φ = φ̃(x, θ, 1), φ̃(x, ξ′′) = x′′.ξ′′ − Φ(x′, ξ′′).(17.37)

Thus, using Euler’s identity for homogeneous functions

φ = xn −
∂Φ
∂ξn

(x′, θ, 1) +
N∑
j=1

(xj+n−N−1 −
∂Φ
∂Θj

(x′, θ, 1))θj .(17.38)

It follows, using (17.36), that

φ = 0,
∂φ

∂θj
= 0, j = 1, . . . , N =⇒ x′′ =

∂Φ
∂ξ′′

(x′, θ, 1) = X ′′(x′, θ, 1).(17.39)

Now ΛH is the cone over the image of

pH : CH 3 (x, θ) 7−→ (x, dxφ(x, θ) = (x,− ∂Φ
∂x′

, θ, 1).(17.40)

From (17.39) and (17.36) and the homogeneity of Λ it follows that

ΛH ⊂ Λ near λ̄.(17.41)

Since the manifolds have the same dimension they must be equal near λ̄. This
completes the proof of the proposition. �

The existence of a parametrization near each point of a conic Lagrangian allows
us to define the space of Lagrangian distributions associated with it. We do this by
recalling that if the hypersurface H ⊂ Rn ×RN should satisfy (17.3), and (17.5) is
a global embedding, then push-forward gives a map

π∗ : Imc (Rn+N , H) −→ Im−N/4(Rn, π(H)).(17.42)

For conormal distributions associated to a hypersurface G ⊂ Rn we use the alter-
native notation

Im(Rn, G) ≡ Im(Rn, N∗G).(17.43)
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Thus we think of G as represented by its conormal bundle as a conic Lagrangian
submanifold N∗G ⊂ T ∗Rnr0. Then (17.42) becomes

π∗ : Im+N/4
c (Rn+N , N∗H) −→ Im(Rn,ΛH)(17.44)

since ΛH = N∗G by the definition of parametrization of Lagrangians.
We shall use (17.44) as the basis of the definition of Lagrangian distributions

associated to any C∞ conic Lagrangian.

Definition 17.12. If Λ ⊂ T ∗Rnr0 is a C∞ conic Lagrangian then Imc (Rn,Λ) ⊂
C−∞c (Rn) consists precisely of those distributions which can be written as finite
sums

Imc (Rn,Λ) 3 u⇐⇒ u =
p∑
k=1

(πp)∗(up)(17.45)

where each up ∈ In+Np/4(Rn+Np , Hp) for a (globally embedded) hypersurface Hp ⊂
Rn+Np satisfying (17.6) parametrizing a Lagrangian Λp ⊂ T ∗Rnr0 such that for
some open set Ωp ⊂ Rn

Λp ∩ π−1(Ωp) = Λ ∩ π−1(Ωp) and supp(up) ⊂ π−1
p (Ωp).(17.46)

Since Hp is assumed to be a globally embedded hypersurface we do not want to
assume that it parametrizes Λ globally, so (17.46) is just there to ensure that it does
parametrize Λ in a neighbourhood of the support of up. Since Im(Rn,Λ) consists of
sums of push-forwards it is clear that it is a linear space. To handle elements rea-
sonably it is of primary importance to show that we can represent any Lagrangian
distribution in terms of a sum of push-forwards from any parametrizations which
cover Λ.

There is an obvious case in which the push-forward (π1)∗(u1) of a conormal
distribution from one parametrization H1 ⊂ Rn+N1 can be expressed in the form
(π2)∗(u2) with u2 conormal to another parametrization H2 ⊂ Rn+N2 . Namely if
there exists a fibre preserving diffeomorphism

χ(x, θ) = (x,Θ(x, θ)), χ : Rn × RN1 ←→ Rn × RN2 , χ(H1) = H2.(17.47)

Of course this implies that N1 = N2 = N. Indeed if (17.47) holds then

χ∗ : Im+N/4(Rn+N , H2)←→ Im+N/4(Rn+N , H1),(17.48)

using the coordinate-invariance of conormal distributions. We can therefore write
the push-forward of u2 as

(π2)∗(u2) =
∫

RN

u2(x, θ′)dθ′ =
∫

RN

u1(x, θ)
∣∣∣∣∂Θ(x, θ)

∂θ

∣∣∣∣ dθ
if u1(x, θ) = u2(x,Θ(x, θ)) = χ∗(u2).

(17.49)

Thus push-forward from Im+N/4(Rn+N , H1) gives exactly the same distributions
as push-forward from Im+N/4(Rn+N , H2). Of course this same argument, (17.49),
works if χ is only defined as a local diffeomorphism and u2 has support in the range.
We shall therefore say that H1 ⊂ Rn+N and H2 ⊂ Rn+N are equivalent paramet-
rizations in open sets Ω1,Ω2 ⊂ Rn+N if there is a fibre-preserving diffeomorphism
χ1 : Ω1 −→ Ω2 such that χ(H1 ∪ Ω1) = H2 ∪ Ω2.

The main technical problem is therefore to decide when two parametrizations
are equivalent in this sense. We shall say that they are equivalent near (x̄, θ̄1) ∈ CH1
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and (x̄, θ̄2) ∈ CH2 if they are equivalent in some neighbourhoods of these points by
a fibre-preserving diffeomorphism such that

χ(x̄, θ̄1) = (x̄, θ̄2).(17.50)

We can relatively easily extract necessary conditions for local equivalence. Of
course we must have the equality of fibre dimensions. Secondly we must have
equality of the Lagrangians parametrized, locally:

If H1 and H2 are equivalent parametrizations near (x̄, θ̄1) and (x̄, θ̄2)

then Λ1 = Λ2 near p1(x̄, θ̄1) = p2(x̄, θ̄2).
(17.51)

Here of course Λi are the Lagrangians parametrized by Hi and the pi are the
parametrization maps (17.40). Indeed if φ2 defines H2 then φ1 = χ∗φ2 defines H2.
Thus

∂θφ1(x, θ) = ∂θφ2(x,Θ(x, θ)) =
∂Θ
∂θ

∂θ′φ2(x,Θ(x, θ)).(17.52)

This shows that χ maps the critical set of one onto the critical set of the other

χ : C1 ←→ C2(17.53)

and

(x, θ) ∈ C1 =⇒ p1(xθ) = (x, dxφ1(x, θ))(17.54)

= (x, dxφ2(x,Θ(x, θ))) = p2(χ(x, θ)).(17.55)

Thus we get a commutative diagram
There is however another necessary condition for equivalence following from

(17.52). Differentiating again with respect to θ and using the fact that ∂θφ = 0 on
the critical set we find that

∂2φ1

∂θi∂θj
(x, θ) =

∑
k,`

∂Θk

∂θi

∂Θ`

∂θj

∂2φ2

∂θ′k∂θ
′
`

φ2(x,Θ(x, θ)) on C1.(17.56)

This means that at each point of C1, and in particular at the base point (x̄, θ̄1),
the fibre-Hessian matrices satisfy

∂2φ

∂θ2
(x̄, θ̄1) = J

∂2φ2

∂θ2
(x̄, θ̄2)J t(17.57)

where J is the fibre differential of χ and J t is its transpose. It follows that

∂2φ

∂θ2
(x̄, θ̄1) and

∂2φ2

∂θ2
(x̄, θ̄2) have the same signature.(17.58)

Here the signature is the number of positive minus the number of negative eigen-
values of these real symmetric matrices. Of course they also have the same rank,
but this is already a consequence of (17.55) or (??).

The next major result is that these conditions are sufficient for local equivalence.

Proposition 17.47. If Hi ⊂ Rn+N , i = 1, 2, are two C∞ hypersurfaces near
(x̄, θ̄i) ∈ Ci both satisfying (17.6), near their respectively base points, then provided
(17.55) and (17.58) hold they are locally equivalent parametrizations.
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Proof. We prove this important result in three stages. First we show that
a fibre-preserving transformation χ can be chosen mapping the critical set CH to
CH′ . Then, using (17.58), we show that after such a transformation there is an
homotopy Ht with H0 = H, H1 = H ′ parametrizing Λ for each t with (17.6)
holding throughout. This homotopy is then used to construct χ via an homotopy
of fibre-preserving transformations, given by integration of a (t-dependent) vector
field.

First we make a translation in θ′ so that the base points are the same, (x̄, θ̄) =
(x̄, θ̄′). We can also make a linear transformation, using (17.58), so that

∂2φ

∂θi∂θj
φ(x̄, θ̄) =

∂2φ̃

∂θi∂θj
φ(x̄, θ̄) = ±δij , 1 ≤ i, j ≤ N ′ ≤ N, 0 otherwise.(17.59)

It is now convenient to regard θ and θ′ as the same coordinates in a fixed space
Rn+N . We wish to make a fibre-preserving transformation mapping CH to CH′ .
Consider the map, with x as a parameter

R× RN 3 (τ, θ) 7−→ τ
∂φ

∂x1
, . . . , τ

∂φ

∂xn
, τ
∂φ

∂θ1
, . . . , τ

∂φ

∂θN
.(17.60)

By (17.59) and the non-degeneracy assumption on φ, the Jacobian matrix at x = x̄,
(τ, θ) = (1, θ̄) has rank N + 1 since it is

∂φ
∂x1

, . . . , ∂φ
∂θN

∂2φ
∂x1∂θ1

, . . . , ∂2φ
∂θN∂θ1

∂2φ
∂x1∂θN

, . . . , ∂2φ
∂θN∂θN

(17.61)

In fact, after relabelling the x-coordinates, we can assume that

(τ, θ) 7−→ τ
∂φ

∂x1
, . . . , τ

∂φ

∂xN−N ′+1
, τ
∂φ

∂θ1
, . . . , τ

∂φ

∂θN ′
(17.62)

is a local diffeomorphism with N ′ as in (17.59). Since φ̃ parametrizes the same
Lagrangian near (x̄, θ̄) it follows that the same map, (17.62), with φ replaced by φ̃,
is also a local diffeomorphism, F̃ . The composite map F̃−1F is of the form

F̃−1
x Fx(τ, θ) = (ττ ′(x, θ),Θ(x, θ))(17.63)

since (17.62) is obviously homogeneous of degree one in τ.
The map (x, θ) 7−→ (x,Θ(x, θ)) reduces CH to CH′ . To see this observe that if

(x, θ) ∈ CH and (X, θ′) ∈ C ′H parametrize the same points, up to a multiple, in Λ,
λ = (x, dxφ(x, θ) = (x, τ ′dxφ̃(x, θ′)) then from (17.62)

Fx(x, θ) = τ ′F̃x(x, θ′)⇐⇒ F̃−1
x Fx(1, θ) = (τ ′, θ′)(17.64)

so θ′ = Θ(x, θ) showing that CH is mapped to CH′ .
Even more is true. If (x, θ′) = (x,Θ(x, θ)) then

τ(x, θ)
∂φ̃

∂θi
(x,Θ(x, θ)) =

∂φ

∂θi
, i = 1, . . . , N ′.(17.65)

Differentiating with respect to θi for i = 1, . . . , N ′ and using (17.59) we see that

τ

N ′∑
`=1

∂2φ̃

∂θi∂θ`

∂Θ`

∂θj
=

∂2φ

∂θi∂θj
=⇒ τ̄

∂Θ`

∂θj
(x̄, θ̄) = δ`j , `, j =, . . . , N ′(17.66)
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for some τ̄ > 0. Thus we conclude that the transformed function

θ′(x, θ) = φ̃(x,Θ(x, θ))(17.67)

still has the property (17.62) and moreover CH = CH′ .
This completes the first part of the proof, and also the second part if we set

φt(x, θ) = (1− t)φ(x, θ) + tφ′(x, θ), 0 ≤ t ≤ 1.(17.68)

Certainly φt is always fibre-critical on CH and the non-degeneracy follows from the
fact that (17.62) holds throughout the homotopy.

The final step in the proof is to construct a 1-parameter family of (fibre-
preserving) diffeomorphisms, χt, such that

χ0 = Id and χ∗t (αtφt) = φ, αt > 0, α0 = 1.(17.69)

Differentiating (17.69) with respect to t gives
d

dt
χ∗t (αtφt) = χ∗t

[
αtφ̇t + (α̇t + Vtαt)φt + αtVtφt

]
= 0(17.70)

where the dot denotes t-differentiation. Here Vt is a smooth vector field which is
determined by, and through integration determines, χt :

d

dt
Θi(t, x, θ) = V it (t, x,Θ(t, x, θ)), χt(x, θ) = (x,Θ(t, x, θ)), Θ(0, x, θ) = 0.

(17.71)

Of course the basis of this “homotopy method” for attacking conjugation problems
is that to satisfy (17.70) we just need

φ̇t = −Vtφt + βtφt, βt = −α−1
t [α̇t + Vtαt](17.72)

in which χt no longer appears explicitly.
By (17.68) we know that dφt/dt = 0 on CH and the non-degeneracy of φt

means that for some functions V i and β

dφt
dt

= −
N∑
j=1

V i(t, x, θ)
∂φt
∂θj

+ β(t, x, θ)φt.(17.73)

This fixes the vector field Vt = V 1∂/∂θ1 + · · · + V N∂/∂θN . To ensure (17.72) we
just need to pick α as the solution of

dαt
dt

+ Vtαt = −βαt, α|t=0 = 1(17.74)

which just involves integration along the vector field d/dt+ Vt. Thus we have con-
structed V so that (17.70) holds. This completes the proof of the proposition. �
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