CHAPTER 2

The Lebesgue integral

This part of the course, on Lebesgue integration, has evolved the most. Initially I followed the book of Debnath and Mikusinski, completing the space of step functions on the line under the $L^1$ norm. Since the ‘Spring’ semester of 2011, I have decided to circumvent the discussion of step functions, proceeding directly by completing the Riemann integral. Some of the older material resurfaces in later sections on step functions, which are there in part to give students an opportunity to see something closer to a traditional development of measure and integration but I do not cover this in the lectures.

The treatment of the Lebesgue integral here is intentionally compressed. In lectures everything is done for the real line but in such a way that the extension to higher dimensions – carried out partly in the text but mostly in the problems – is not much harder. Some further extensions are also discussed in the problems.

1. Integrable functions

Recall that the Riemann integral is defined for a certain class of bounded functions $u : [a, b] \rightarrow \mathbb{C}$ (namely the Riemann integrable functions) which includes all continuous function. It depends on the compactness of the interval but can be extended to an ‘improper integral’, for which some of the good properties fail, on certain functions on the whole line. This is NOT what we will do. Rather we consider the space of continuous functions ‘with compact support’:

\begin{equation}
\mathcal{C}_c(\mathbb{R}) = \{ u : \mathbb{R} \rightarrow \mathbb{C}; u \text{ is continuous and } \exists R \text{ such that } u(x) = 0 \text{ if } |x| > R \}. 
\end{equation}

Thus each element $u \in \mathcal{C}_c(\mathbb{R})$ vanishes outside an interval $[-R, R]$ where the $R$ depends on the $u$. Note that the support of a continuous function is defined to be the complement of the largest open set on which it vanishes (or as the closure of the set of points at which it is non-zero – make sure you see why these are the same). Thus (2.1) says that the support, which is necessarily closed, is contained in some interval $[-R, R]$, which is equivalent to saying it is compact.

**Lemma 7.** The Riemann integral defines a continuous linear functional on $\mathcal{C}_c(\mathbb{R})$ equipped with the $L^1$ norm

\begin{align}
\int_{\mathbb{R}} u &= \lim_{R \to \infty} \int_{[-R, R]} u(x) dx, \\
\|u\|_{L^1} &= \lim_{R \to \infty} \int_{[-R, R]} |u(x)| dx,
\end{align}

\begin{equation}
\left| \int_{\mathbb{R}} u \right| \leq \|u\|_{L^1}.
\end{equation}
The limits here are trivial in the sense that the functions involved are constant for large $R$.

**Proof.** These are basic properties of the Riemann integral see Rudin [4]. □

Note that $C_c(R)$ is a normed space with respect to $\|u\|_{L^1}$ as defined above; that it is not complete is the reason for this Chapter.

With this preamble we can directly define the ‘space’ of Lebesgue integrable functions on $R$.

**Definition 6.** A function $f : R \rightarrow C$ is **Lebesgue integrable**, written $f \in L^1(R)$, if there exists a series $w_n = \sum_{j=1}^{n} f_j$, $f_j \in C_c(R)$ which is absolutely summable,

\[(2.3) \sum_j \int |f_j| < \infty\]

and such that

\[(2.4) \sum_j |f_j(x)| < \infty \implies \lim_{n \rightarrow \infty} w_n(x) = \sum_j f_j(x) = f(x).\]

This is a somewhat convoluted definition which you should think about a bit. Its virtue is that it is all there. The problem is that it takes a bit of unravelling. Before proceeding, let me give a simple example and check that this definition does include continuous functions defined on an interval and extended to be zero outside so the theory we develop will include the usual Riemann integral.

**Lemma 8.** If $u \in C([a,b])$ then

\[(2.5) \tilde{u}(x) = \begin{cases} u(x) & \text{if } x \in [a,b] \\ 0 & \text{otherwise} \end{cases}\]

is an integrable function.

**Proof.** Just ‘add legs’ to $\tilde{u}$ by considering the sequence

\[(2.6) g_n(x) = \begin{cases} 0 & \text{if } x < a - 1/n \text{ or } x > b + 1/n, \\ (1 + n(x-a))u(a) & \text{if } a - 1/n \leq x < a, \\ (1 - n(x-b))u(b) & \text{if } b < x \leq b + 1/n, \\ u(x) & \text{if } x \in [a,b]. \end{cases}\]

This is a continuous function on each of the open subintervals in the description with common limits at the endpoints, so $g_n \in C_c(R)$. By construction, $g_n(x) \rightarrow \tilde{u}(x)$ for each $x \in R$. Define the sequence which has partial sums the $g_n$,

\[(2.7) f_1 = g_1, \ f_n = g_n - g_{n-1}, \ n > 1 \implies g_n(x) = \sum_{k=1}^{n} f_k(x).\]

Then $f_n = 0$ in $[a,b]$ and it can be written in terms of the ‘legs’

\[l_n = \begin{cases} 0 & \text{if } x < a - 1/n, \ x \geq a \\ (1 + n(x-a)) & \text{if } a - 1/n \leq x < a, \end{cases}\]

\[r_n = \begin{cases} 0 & \text{if } x \leq b, \ x \geq b + 1/n \\ (1 - n(x-b)) & \text{if } b < x \leq b + 1/n, \end{cases}\]
as
\[ |f_n(x)| = (l_n - l_{n-1})|u(a)| + (r_n - r_{n-1})|u(b)|, \quad n > 1. \]

It follows that
\[ \int |f_n(x)| = \frac{(|u(a)| + |u(b)|)}{n(n-1)} \]
so \( \{f_n\} \) is an absolutely summable series showing that \( \tilde{u} \in L^1(\mathbb{R}) \).

Returning to the definition, notice that we only say ‘there exists’ an absolutely summable sequence and that it is required to converge to the function only at points at which the pointwise sequence is absolutely summable. At other points anything is permitted. So it is not immediately clear that there are any functions not satisfying this condition. Indeed if there was a sequence like \( f_j \) above with \( \sum_j |f_j(x)| = \infty \) always, then (2.4) would represent no restriction at all. So the point of the definition is that absolute summability – a condition on the integrals in (2.3) – does imply something about (absolute) convergence of the pointwise series. Let us enforce this idea with another definition:-

**Definition 7.** A set \( E \subset \mathbb{R} \) is said to be of measure zero in the sense of Lebesgue (which is pretty much always the meaning here) if there is a series \( w_n = \sum_{j=1}^{\infty} h_j, \) \( h_j \in C_c(\mathbb{R}) \) which is absolutely summable, \( \sum_j \int |h_j| < \infty, \) and such that
\[ \sum_j |h_j(x)| = \infty \quad \forall \ x \in E. \]

Notice that we do not require \( E \) to be precisely the set of points at which the series in (2.9) diverges, only that it does so at all points of \( E \), so \( E \) is just a subset of the set on which some absolutely summable series of functions in \( C_c(\mathbb{R}) \) does not converge absolutely. So any subset of a set of measure zero is automatically of measure zero. To introduce the little trickery we use to unwind the definition above, consider first the following (important) result.

**Lemma 9.** Any finite union of sets of measure zero is a set of measure zero.

**Proof.** Since we can proceed in steps, it suffices to show that the union of two sets of measure zero has measure zero. So, let the two sets be \( E \) and \( F \) and two corresponding absolutely summable sequences, as in Definition 7, be \( h_j \) and \( g_j \). Consider the alternating sequence
\[ u_k = \begin{cases} h_j & \text{if } k = 2j - 1 \text{ is odd} \\ g_j & \text{if } k = 2j \text{ is even}. \end{cases} \]
Thus \( \{u_k\} \) simply interlaces the two sequences. It follows that \( u_k \) is absolutely summable, since
\[ \sum_k \|u_k\|_{L^1} = \sum_j \|h_j\|_{L^1} + \sum_j \|g_j\|_{L^1}. \]
Moreover, the pointwise series \( \sum_k |u_k(x)| \) diverges precisely where one or other of the two series \( \sum_j |u_j(x)| \) or \( \sum_j |g_j(x)| \) diverges. In particular it must diverge on \( E \cup F \) which is therefore, from the definition, a set of measure zero. \( \square \)
The definition of \( f \in \mathcal{L}^1(\mathbb{R}) \) above certainly requires that the equality on the right in (2.4) should hold outside a set of measure zero, but in fact a specific one, the one on which the series on the left diverges. Using the same idea as in the lemma above we can get rid of this restriction.

**Proposition 9.** If \( f : \mathbb{R} \rightarrow \mathbb{C} \) and there exists a series \( w_n = \sum_{j=1}^{n} g_j \) with \( g_j \in C_c(\mathbb{R}) \) which is absolutely summable, so \( \sum_j |g_j| < \infty \), and a set \( E \subset \mathbb{R} \) of measure zero such that

\[
(2.12) \quad x \in \mathbb{R} \setminus E \implies f(x) = \sum_{j=1}^{\infty} g_j(x)
\]

then \( f \in \mathcal{L}^1(\mathbb{R}) \).

Recall that when one writes down an equality such as on the right in (2.12) one is implicitly saying that \( \sum_{j=1}^{\infty} g_j(x) \) converges and the inequality holds for the limit.

We will call a sequence as the \( g_j \) above an ‘approximating series’ for \( f \in \mathcal{L}^1(\mathbb{R}) \). This is indeed a refinement of the definition since all \( f \in \mathcal{L}^1(\mathbb{R}) \) arise this way, taking \( E \) to be the set where \( \sum_j |f_j(x)| = \infty \) for a series as in the definition.

**Proof.** By definition of a set of measure zero there is some series \( h_j \) as in (2.9). Now, consider the series obtained by alternating the terms between \( g_j, h_j \) and \( -h_j \). Explicitly, set

\[
(2.13) \quad f_j = \begin{cases} 
g_k & \text{if } j = 3k - 2 \\
h_k & \text{if } j = 3k - 1 \\
-h_k(x) & \text{if } j = 3k. 
\end{cases}
\]

This defines a series in \( C_c(\mathbb{R}) \) which is absolutely summable, with

\[
(2.14) \quad \sum_j \int |f_j(x)| = \sum_k \int |g_k| + 2 \sum_k \int |h_k|.
\]

The same sort of identity is true for the pointwise series which shows that

\[
(2.15) \quad \sum_j |f_j(x)| < \infty \quad \text{iff} \quad \sum_k |g_k(x)| < \infty \quad \text{and} \quad \sum_k |h_k(x)| < \infty.
\]

So if the pointwise series on the left converges absolutely, then \( x \notin E \), by definition and hence, using (2.12), we find that

\[
(2.16) \quad \sum_j |f_j(x)| < \infty \implies f(x) = \sum_j f_j(x)
\]

since the sequence of partial sums of the \( f_j \) cycles through \( w_n, w_n(x) + h_n(x) \), then \( w_n(x) \) and then to \( w_{n+1}(x) \). Since \( \sum_k |h_k(x)| < \infty \) the sequence \( |h_n(x)| \to 0 \) so (2.16) indeed follows from (2.12).

This is the trick at the heart of the definition of integrability above. Namely we can manipulate the series involved in this sort of way to prove things about the
elements of $L^1(\mathbb{R})$. One point to note is that if $g_j$ is an absolutely summable series in $L_c(\mathbb{R})$ then

$$F(x) = \begin{cases} \sum_j |g_j(x)| & \text{when this is finite} \\ 0 & \text{otherwise} \end{cases} \implies F \in L^1(\mathbb{R}).$$

The sort of property (2.12), where some condition holds on the complement of a set of measure zero is so commonly encountered in integration theory that we give it a simpler name.

**Definition 8.** A condition that holds on $\mathbb{R} \setminus E$ for some set of measure zero, $E$, is said to hold almost everywhere. In particular we write

$$(2.18) \quad f = g \text{ a.e. if } f(x) = g(x) \ \forall \ x \in \mathbb{R} \setminus E, \ E \text{ of measure zero.}$$

Of course as yet we are living dangerously because we have done nothing to show that sets of measure zero are ‘small’ let alone ‘ignorable’ as this definition seems to imply. Beware of the trap of ‘proof by declaration’!

Now Proposition 9 can be paraphrased as ‘A function $f : \mathbb{R} \to \mathbb{C}$ is Lebesgue integrable if and only if it is the pointwise sum a.e. of an absolutely summable series in $L_c(\mathbb{R})$.’

**2. Linearity of $L^1$**

The word ‘space’ is quoted in the definition of $L^1(\mathbb{R})$ above, because it is not immediately obvious that $L^1(\mathbb{R})$ is a linear space, even more importantly it is far from obvious that the integral of a function in $L^1(\mathbb{R})$ is well defined (which is the point of the exercise after all). In fact we wish to define the integral to be

$$\int f = \sum_n \int f_n$$

where $f_n \in C(\mathbb{R})$ is any ‘approximating series’ meaning now as the $g_j$ in Proposition 9. This is fine in so far as the series on the right (of complex numbers) does converge – since we demanded that $\sum_n f |f_n| < \infty$ so this series converges absolutely – but not fine in so far as the answer might well depend on which series we choose which ‘approximates $f$’ in the sense of the definition or Proposition 9.

So, the immediate problem is to prove these two things. First we will do a little more than prove the linearity of $L^1(\mathbb{R})$. Recall that a function is ‘positive’ if it takes only non-negative values.

**Proposition 10.** The space $L^1(\mathbb{R})$ is linear (over $\mathbb{C}$) and if $f \in L^1(\mathbb{R})$ the real and imaginary parts, $\text{Re } f, \text{Im } f$ are Lebesgue integrable as are their positive parts and as is also the absolute value, $|f|$. For a real function there is an approximating sequence as in Proposition 9 which is real if $f \geq 0$ the sequence of partial sums can be arranged to be non-negative.

**Proof.** We first consider the real part of a function $f \in L^1(\mathbb{R})$. Suppose $f_n \in C(\mathbb{R})$ is an approximating sequence as in Proposition 9. Then consider $g_n = \text{Re } f_n$. This is absolutely summable, since $\int |g_n| \leq \int |f_n|$ and

$$\sum_n f_n(x) = f(x) \implies \sum_n g_n(x) = \text{Re } f(x).$$
Since the left identity holds a.e., so does the right and hence \( \text{Re} f \in L^1(\mathbb{R}) \) by Proposition 9. The same argument with the imaginary parts shows that \( \text{Im} f \in L^1(\mathbb{R}) \). This also shows that a real element has a real approximating sequence.

The fact that the sum of two integrable functions is integrable really is a simple consequence of Proposition 9 and Lemma 9. Indeed, if \( f, g \in L^1(\mathbb{R}) \) have approximating series \( f_n \) and \( g_n \) as in Proposition 9 then \( h_n = f_n + g_n \) is absolutely summable,

\[
\sum_n \int |h_n| \leq \sum_n \int |f_n| + \sum_n \int |g_n|
\]

and

\[
\sum_n f(x) = f(x), \quad \sum_n g_n(x) = g(x) \implies \sum_n h_n(x) = f(x) + g(x).
\]

The first two conditions hold outside (probably different) sets of measure zero, \( E \) and \( F \), so the conclusion holds outside \( E \cup F \) which is of measure zero. Thus \( f + g \in L^1(\mathbb{R}) \). The case of \( cf \) for \( c \in \mathbb{C} \) is more obvious.

The proof that \( |f| \in L^1(\mathbb{R}) \) if \( f \in L^1(\mathbb{R}) \) is similar but perhaps a little trickier. Again, let \( \{f_n\} \) be a sequence as in the definition showing that \( f \in L^1(\mathbb{R}) \). To make a series for \( |f| \) we can try the ‘obvious’ thing. Namely we know that

\[
\sum_{n=1}^N f_j(x) \to f(x) \text{ if } \sum_{j=1}^N |f_j(x)| < \infty
\]

so certainly it follows that

\[
|\sum_{j=1}^n f_j(x)| \to |f(x)| \text{ if } \sum_{j} |f_j(x)| < \infty.
\]

So, set

\[
g_1(x) = |f_1(x)|, \quad g_k(x) = |\sum_{j=1}^k f_j(x)| - |\sum_{j=1}^{k-1} f_j(x)| \quad \forall \ x \in \mathbb{R}.
\]

Then, for sure,

\[
\sum_{k=1}^N g_k(x) = |\sum_{j=1}^N f_j(x)| \to |f(x)| \text{ if } \sum_{j} |f_j(x)| < \infty.
\]

So equality holds off a set of measure zero and we only need to check that \( \{g_j\} \) is an absolutely summable series.

The triangle inequality in the ‘reverse’ form \( ||v| - |w|| \leq |v - w| \) shows that, for \( k > 1 \),

\[
|g_k(x)| = ||\sum_{j=1}^k f_j(x)|| - |\sum_{j=1}^{k-1} f_j(x)|| \leq |f_k(x)|.
\]

Thus

\[
\sum_k \int |g_k| \leq \sum_k \int |f_k| < \infty
\]

so the \( g_k \)'s do indeed form an absolutely summable series and (2.24) holds almost everywhere, so \( |f| \in L^1(\mathbb{R}) \).
3. THE INTEGRAL ON $L^1$

For a positive function this last argument yields a real approximating sequence with positive partial sums.

By combining these results we can see again that if $f, g \in L^1(\mathbb{R})$ are both real valued then

$$(2.27) \quad f_+ = \max(f, 0), \quad \max(f, g), \quad \min(f, g) \in L^1(\mathbb{R}).$$

Indeed, the positive part, $f_+ = \frac{1}{2}(|f| + f)$, $\max(f, g) = g + (f - g)_+$, $\min(f, g) = -\max(-f, -g)$.

3. The integral on $L^1$

Next we want to show that the integral is well defined via (2.19) for any approximating series. From Proposition 10 it is enough to consider only real functions. For this, recall a result concerning a case where uniform convergence of continuous functions follows from pointwise convergence, namely when the convergence is monotone, the limit is continuous, and the space is compact. It works on a general compact metric space but we can concentrate on the case at hand.

**Lemma 10.** If $u_n \in C_c(\mathbb{R})$ is a decreasing sequence of non-negative functions such that $\lim_{n \to \infty} u_n(x) = 0$ for each $x \in \mathbb{R}$ then $u_n \to 0$ uniformly on $\mathbb{R}$ and

$$(2.28) \quad \lim_{n \to \infty} \int u_n = 0.$$ 

**Proof.** Since all the $u_n(x) \geq 0$ and they are decreasing (which really means not increasing of course) if $u_1(x)$ vanishes at $x$ then all the other $u_n(x)$ vanish there too. Thus there is one $R > 0$ such that $u_n(x) = 0$ if $|x| > R$ for all $n$, namely one that works for $u_1$. So we only need consider what happens on $[-R, R]$ which is compact. For any $\epsilon > 0$ look at the sets

$$S_n = \{x \in [-R, R]; u_n(x) \geq \epsilon\}.$$ 

This can also be written $S_n = u_n^{-1}([\epsilon, \infty)) \cap [-R, R]$ and since $u_n$ is continuous it follows that $S_n$ is closed and hence compact. Moreover the fact that the $u_n(x)$ are decreasing means that $S_{n+1} \subset S_n$ for all $n$. Finally,

$$\bigcap_n S_n = \emptyset$$

since, by assumption, $u_n(x) \to 0$ for each $x$. Now the property of compact sets in a metric space that we use is that if such a sequence of decreasing compact sets has empty intersection then the sets themselves are empty from some $n$ onwards. This means that there exists $N$ such that $\sup_n u_n(x) < \epsilon$ for all $n > N$. Since $\epsilon > 0$ was arbitrary, $u_n \to 0$ uniformly.

One of the basic properties of the Riemann integral is that the integral of the limit of a uniformly convergent sequence (even of Riemann integrable functions but here continuous) is the limit of the sequence of integrals, which is (2.28) in this case.

We can easily extend this in a useful way – the direction of convergence is reversed really just to mentally distinguish this from the preceding lemma.
Lemma 11. If \( v_n \in C_c(\mathbb{R}) \) is any increasing sequence such that \( \lim_{n \to \infty} v_n(x) \geq 0 \) for each \( x \in \mathbb{R} \) (where the possibility \( v_n(x) \to \infty \) is included) then

\[
\lim_{n \to \infty} \int v_n(x) \, dx \geq 0 \text{ including possibly } +\infty.
\]

Proof. This is really a corollary of the preceding lemma. Consider the sequence of functions

\[
w_n(x) = \begin{cases} 
0 & \text{if } v_n(x) \geq 0 \\
-v_n(x) & \text{if } v_n(x) < 0
\end{cases}
\]

Since this is the maximum of two continuous functions, namely \(-v_n\) and 0, it is continuous and it vanishes for large \( x \), so \( w_n \in C_c(\mathbb{R}) \). Since \( v_n(x) \) is increasing, \( w_n \) is decreasing and it follows that \( \lim w_n(x) = 0 \) for all \( x \) – either it gets there for some finite \( n \) and then stays 0 or the limit of \( v_n(x) \) is zero. Thus Lemma 10 applies to \( w_n \) so

\[
\lim_{n \to \infty} \int w_n(x) \, dx = 0.
\]

Now, \( v_n(x) \geq -w_n(x) \) for all \( x \), so for each \( n \), \( \int v_n \geq -\int w_n \). From properties of the Riemann integral, \( v_{n+1} \geq v_n \) implies that \( \int v_n \, dx \) is an increasing sequence and it is bounded below by one that converges to 0, so (2.29) is the only possibility. □

From this result applied carefully we see that the integral behaves sensibly for absolutely summable series.

Lemma 12. Suppose \( f_n \in C_c(\mathbb{R}) \) is an absolutely summable sequence of real-valued functions, so \( \sum_n \int |f_n| \, dx < \infty \), and also suppose that

\[
\sum_n f_n(x) = 0 \text{ a.e.}
\]

then

\[
\sum_n \int f_n \, dx = 0.
\]

Proof. As already noted, the series (2.32) does converge, since the inequality \( |\int f_n \, dx| \leq \int |f_n| \, dx \) shows that it is absolutely convergent (hence Cauchy, hence convergent).

If \( E \) is a set of measure zero such that (2.31) holds on the complement then we can modify \( f_n \) as in (2.13) by adding and subtracting a non-negative absolutely summable sequence \( g_k \) which diverges absolutely on \( E \). For the new sequence \( f_n \) (2.31) is strengthened to

\[
\sum_n |f_n(x)| < \infty \implies \sum_n f_n(x) = 0
\]

and the conclusion (2.32) holds for the new sequence if and only if it holds for the old one.

Now, we need to get ourselves into a position to apply Lemma 11. To do this, just choose some integer \( N \) (large but it doesn’t matter yet) and consider the sequence of functions – it depends on \( N \) but I will suppress this dependence –

\[
F_1(x) = \sum_{n=1}^{N+1} f_n(x), \quad F_j(x) = |f_{N+j}(x)|, \quad j \geq 2.
\]
This is a sequence in $C_c(\mathbb{R})$ and it is absolutely summable – the convergence of $\sum_j |F_j|dx$ only depends on the ‘tail’ which is the same as for $f_n$. For the same reason,

\[(2.35) \sum_j |F_j(x)| < \infty \iff \sum_n |f_n(x)| < \infty.\]

Now the sequence of partial sums

\[(2.36) g_p(x) = \sum_{j=1}^{p} F_j(x) = \sum_{n=1}^{N+1} f_n(x) + \sum_{j=2}^{p} |f_{N+j}|\]

is increasing with $p$ – since we are adding non-negative functions. If the two equivalent conditions in (2.35) hold then

\[(2.37) \sum_n f_n(x) = 0 \implies \sum_{n=1}^{N+1} f_n(x) + \sum_{j=2}^{\infty} |f_{N+j}(x)| \geq 0 \implies \lim_{p \to \infty} g_p(x) \geq 0,\]

since we are only increasing each term. On the other hand if these conditions do not hold then the tail, any tail, sums to infinity so

\[(2.38) \lim_{p \to \infty} g_p(x) = \infty.\]

Thus the conditions of Lemma 11 hold for $g_p$ and hence

\[(2.39) \sum_{n=1}^{N+1} \int f_n + \sum_{j \geq N+2} \int |f_j(x)|dx \geq 0.\]

Using the same inequality as before this implies that

\[(2.40) \sum_{n=1}^{\infty} \int f_n \geq -2 \sum_{j \geq N+2} \int |f_j(x)|dx.\]

This is true for any $N$ and as $N \to \infty$, \(\lim_{N \to \infty} \sum_{j \geq N+2} \int |f_j(x)|dx = 0\). So the fixed number on the left in (2.40), which is what we are interested in, must be non-negative. In fact the signs in the argument can be reversed, considering instead

\[(2.41) h_1(x) = -\sum_{n=1}^{N+1} f_n(x), \quad h_p(x) = |f_{N+p}(x)|, \quad p \geq 2\]

and the final conclusion is the opposite inequality in (2.40). That is, we conclude what we wanted to show, that

\[(2.42) \sum_{n=1}^{\infty} \int f_n = 0.\]

Finally then we are in a position to show that the integral of an element of $L^1(\mathbb{R})$ is well-defined.

**Proposition 11.** If $f \in L^1(\mathbb{R})$ then

\[(2.43) \int f = \lim_{n \to \infty} \sum_n \int f_n\]
is independent of the approximating sequence, \( f_n \), used to define it. Moreover,

\[
\int |f| = \lim_{N \to \infty} \int \sum_{k=1}^{N} |f_k|,
\]

(2.44)

\[ |\int f| \leq \int |f| \quad \text{and} \quad \lim_{n \to \infty} \int |f - \sum_{j=1}^{n} f_j| = 0. \]

So in some sense the definition of the Lebesgue integral ‘involves no cancellations’. There are various extensions of the integral which do exploit cancellations – I invite you to look into the definition of the Henstock integral (and its relatives).

**Proof.** The uniqueness of \( \int f \) follows from Lemma 12. Namely, if \( f_n \) and \( f'_n \) are two sequences approximating \( f \) as in Proposition 9 then the real and imaginary parts of the difference \( f_n - f_n \) satisfy the hypothesis of Lemma 12 so it follows that

\[
\sum_n \int f_n = \sum_n \int f'_n.
\]

Then the first part of (2.44) follows from this definition of the integral applied to \( |f| \) and the approximating series for \( |f| \) devised in the proof of Proposition 10.

The inequality

\[
|\sum_n \int f_n| \leq \sum_n |\int f_n|,
\]

(2.45)

which follows from the finite inequalities for the Riemann integrals

\[
|\sum_{n \leq N} \int f_n| \leq \sum_{n \leq N} |\int f_n| \leq \sum_n |\int f_n|
\]

gives the second part.

The final part follows by applying the same arguments to the series \( \{ f_k \}_{k>n} \), as an absolutely summable series approximating \( f - \sum_{j=1}^{n} f_j \) and observing that the integral is bounded by

\[
\int |f - \sum_{k=1}^{n} f_k| \leq \sum_{k=n+1}^{\infty} \int |f_k| \to 0 \quad \text{as} \quad n \to \infty.
\]

\( \square \)

4. Summable series in \( L^1(\mathbb{R}) \)

The next thing we want to know is when the ‘norm’, which is in fact only a seminorm, on \( L^1(\mathbb{R}) \), vanishes. That is, when does \( \int |f| = 0 \)? One way is fairly easy. The full result we are after is:-

**Proposition 12.** For an integrable function \( f \in L^1(\mathbb{R}) \), the vanishing of \( \int |f| \) implies that \( f \) is a null function in the sense that

\[
f(x) = 0 \quad \forall \ x \in \mathbb{R} \setminus E \quad \text{where} \quad E \quad \text{is of measure zero}.
\]

(2.47)

Conversely, if (2.47) holds then \( f \in L^1(\mathbb{R}) \) and \( \int |f| = 0 \).
4. SUMMABLE SERIES IN $\mathcal{L}^1(\mathbb{R})$

Proof. The main part of this is the first part, that the vanishing of $\int |f|$ implies that $f$ is null. The converse is the easier direction in the sense that we have already done it.

Namely, if $f$ is null in the sense of (2.47) then $|f|$ is the limit a.e. of the absolutely summable series with all terms 0. It follows from the definition of the integral above that $|f| \in \mathcal{L}^1(\mathbb{R})$ and $\int |f| = 0$. □

For the forward argument we will use the following more technical result, which is also closely related to the completeness of $L^1(\mathbb{R})$.

**Proposition 13.** If $f_n \in \mathcal{L}^1(\mathbb{R})$ is an absolutely summable series, meaning that $\sum_n \int |f_n| < \infty$, then

(2.48) $E = \{x \in \mathbb{R}; \sum |f_n(x)| = \infty\}$ has measure zero.

If $f : \mathbb{R} \to \mathbb{C}$ satisfies

(2.49) $f(x) = \sum_n f_n(x)$ a.e.

then $f \in \mathcal{L}^1(\mathbb{R})$,

$$\int f = \sum_n \int f_n,$$

(2.50) $|\int f| \leq \int |f| = \lim_{n \to \infty} \int \sum_{j=1}^n |f_j| \leq \sum_j \int |f_j| \text{ and }$

$$\lim_{n \to \infty} \int |f - \sum_{j=1}^n f_j| = 0.$$

This basically says we can replace ‘continuous function of compact support’ by ‘Lebesgue integrable function’ in the definition and get the same result. Of course this makes no sense without the original definition, so what we are showing is that iterating it makes no difference – we do not get a bigger space.

Proof. The proof is very like the proof of completeness via absolutely summable series for a normed space outlined in the preceding chapter.

By assumption each $f_n \in \mathcal{L}^1(\mathbb{R})$, so there exists a sequence $f_{n,j} \in C_c(\mathbb{R})$ with $\sum_j |f_{n,j}| < \infty$ and

(2.51) $\sum_j |f_{n,j}(x)| < \infty \implies f_n(x) = \sum_j f_{n,j}(x)$.

We can expect $f(x)$ to be given by the sum of the $f_{n,j}(x)$ over both $n$ and $j$, but in general, this double series is not absolutely summable. However we can replace it by one that is. For each $n$ choose $N_n$ so that

(2.52) $\sum_{j > N_n} \int |f_{n,j}| < 2^{-n}$. 

This is possible by the assumed absolute summability – the tail of the series therefore being small. Having done this, we replace the series \( f_{n,j} \) by

\[
(2.53) \quad f'_{n,1} = \sum_{j \leq N_n} f_{n,j}(x), \quad f'_{n,j}(x) = f_{n,N_n+j-1}(x) \quad \forall \ j \geq 2,
\]

summing the first \( N_n \) terms. This still converges to \( f_n \) on the same set as in (2.51). So in fact we can simply replace \( f_{n,j} \) by \( f'_{n,j} \) and we have in addition the estimate

\[
(2.54) \quad \sum_j \int |f'_{n,j}| \leq \int |f_n| + 2^{-n+1} \quad \forall \ n.
\]

This follows from the triangle inequality since, using (2.52),

\[
(2.55) \quad \int |f'_{n,1} + \sum_{j=2}^N f'_{n,j}| \geq \int |f'_{n,1}| - \sum_{j=2}^N \int |f'_{n,j}| \geq \int |f'_{n,1}| - 2^{-n}
\]

and the left side converges to \( \int |f_n| \) by (2.44) as \( N \to \infty \). Using (2.52) again gives (2.54).

Dropping the primes from the notation and using the new series as \( f_{n,j} \) we can let \( g_k \) be some enumeration of the \( f_{n,j} \) – using the standard diagonalization procedure. This gives a new series of continuous functions which is absolutely summable since

\[
(2.56) \quad \sum_{k=1}^N \int |g_k| \leq \sum_{n,j} \int |f_{n,j}| \leq \sum_n (\int |f_n| + 2^{-n+1}) < \infty.
\]

Using the freedom to rearrange absolutely convergent series we see that

\[
(2.57) \quad \sum_{n,j} |f_{n,j}(x)| < \infty \implies f(x) = \sum_k g_k(x) = \sum_n \sum_j f_{n,j}(x).
\]

The set where (2.57) fails is a set of measure zero, by definition. Thus \( f \in L^1(\mathbb{R}) \) and (2.48) also follows. To get the final result (2.50), rearrange the double series for the integral (which is also absolutely convergent). \(\square\)

For the moment we only need the weakest part, (2.48), of this. To paraphrase this, for any absolutely summable series of integrable functions the absolute pointwise series converges off a set of measure zero – it can only diverge on a set of measure zero. It is rather shocking but this allows us to prove the rest of Proposition 12! Namely, suppose \( f \in L^1(\mathbb{R}) \) and \( \int |f| = 0 \). Then Proposition 13 applies to the series with each term being \( |f| \). This is absolutely summable since all the integrals are zero. So it must converge pointwise except on a set of measure zero. Clearly it diverges whenever \( f(x) \neq 0 \),

\[
(2.58) \quad \int |f| = 0 \implies \{x; f(x) \neq 0\} \text{ has measure zero}
\]

which is what we wanted to show to finally complete the proof of Proposition 12.
5. The space $L^1(\mathbb{R})$

Finally this allows us to define the standard Lebesgue space

\[(2.59) \quad L^1(\mathbb{R}) = \mathcal{L}^1(\mathbb{R})/\mathcal{N}, \quad \mathcal{N} = \{\text{null functions}\}\]

and to check that it is a Banach space with the norm (arising from, to be pedantic) $\int |f|$.

**Theorem 7.** The quotient space $L^1(\mathbb{R})$ defined by (2.59) is a Banach space in which the continuous functions of compact support form a dense subspace.

The elements of $L^1(\mathbb{R})$ are equivalence classes of functions

\[(2.60) \quad [f] = f + \mathcal{N}, \quad f \in \mathcal{L}^1(\mathbb{R}).\]

That is, we ‘identify’ two elements of $\mathcal{L}^1(\mathbb{R})$ if (and only if) their difference is null, which is to say they are equal off a set of measure zero. Note that the set which is ignored here is not fixed, but can depend on the functions.

**Proof.** For an element of $L^1(\mathbb{R})$ the integral of the absolute value is well-defined by Propositions 10 and 12

\[(2.61) \quad \|[f]\|_{L^1} = \int |f|, \quad f \in [f]\]

and gives a semi-norm on $\mathcal{L}^1(\mathbb{R})$. It follows from Proposition 5 that on the quotient, $\|[f]\|$ is indeed a norm.

The completeness of $L^1(\mathbb{R})$ is a direct consequence of Proposition 13. Namely, to show a normed space is complete it is enough to check that any absolutely summable series converges. If $[f_j]$ is an absolutely summable series in $L^1(\mathbb{R})$ then $f_j$ is absolutely summable in $\mathcal{L}^1(\mathbb{R})$ and by Proposition 13 the sum of the series exists so we can use (2.49) to define $f$ off the set $E$ and take it to be zero on $E$. Then, $f \in \mathcal{L}^1(\mathbb{R})$ and the last part of (2.50) means precisely that

\[(2.62) \quad \lim_{n \to \infty} \|[f] - \sum_{j<n}[f_j]\|_{L^1} = \lim_{n \to \infty} \int |f - \sum_{j<n}f_j| = 0\]

showing the desired completeness. \qed

Note that despite the fact that it is technically incorrect, everyone says ‘$L^1(\mathbb{R})$ is the space of Lebesgue integrable functions’ even though it is really the space of equivalence classes of these functions modulo equality almost everywhere. Not much harm can come from this mild abuse of language.

Another consequence of Proposition 13 and the proof above is an extension of Lemma 9.

**Proposition 14.** Any countable union of sets of measure zero is a set of measure zero.

**Proof.** If $E$ is a set of measure zero then any function $f$ which is defined on $\mathbb{R}$ and vanishes outside $E$ is a null function – is in $\mathcal{L}^1(\mathbb{R})$ and has $\int |f| = 0$. Conversely if the characteristic function of $E$, the function equal to 1 on $E$ and zero in $\mathbb{R} \setminus E$ is integrable and has integral zero then $E$ has measure zero. This
is the characterization of null functions above. Now, if $E_j$ is a sequence of sets of measure zero and $\chi_k$ is the characteristic function of

$$\bigcup_{j \leq k} E_j$$

then $\int |\chi_k| = 0$ so this is an absolutely summable series with sum, the characteristic function of the union, integrable and of integral zero. □

### 6. The three integration theorems

Even though we now ‘know’ which functions are Lebesgue integrable, it is often quite tricky to use the definitions to actually show that a particular function has this property. There are three standard results on convergence of sequences of integrable functions which are powerful enough to cover most situations that arise in practice – a Monotonicity Lemma, Fatou’s Lemma and Lebesgue’s Dominated Convergence theorem.

**Lemma 13 (Montonicity).** If $f_j \in L^1(\mathbb{R})$ is a monotone sequence, either $f_j(x) \geq f_{j+1}(x)$ for all $x \in \mathbb{R}$ and all $j$ or $f_j(x) \leq f_{j+1}(x)$ for all $x \in \mathbb{R}$ and all $j$, and $\int f_j$ is bounded then

$$\{x \in \mathbb{R}; \lim_{j \to \infty} f_j(x) \text{ is finite}\} = \mathbb{R} \setminus E$$

where $E$ has measure zero and

$$f = \lim_{j \to \infty} f_j(x) \text{ a.e. is an element of } L^1(\mathbb{R})$$

with $\int f = \lim_{j \to \infty} \int f_j$ and $\lim_{j \to \infty} \int |f - f_j| = 0$.

In the usual approach through measure one has the concept of a measurable, non-negative, function for which the integral ‘exists but is infinite’ – we do not have this (but we could easily do it, or rather you could). Using this one can drop the assumption about the finiteness of the integral but the result is not significantly stronger.

**Proof.** Since we can change the sign of the $f_i$ it suffices to assume that the $f_i$ are monotonically increasing. The sequence of integrals is therefore also monotonic increasing and, being bounded, converges. Turning the sequence into a series, by setting $g_1 = f_1$ and $g_j = f_j - f_{j-1}$ for $j \geq 1$ the $g_j$ are non-negative for $j \geq 1$ and

$$\sum_{j \geq 2} |g_j| = \sum_{j \geq 2} \int g_j = \lim_{n \to \infty} \int f_n - \int f_1$$

converges. So this is indeed an absolutely summable series. We therefore know from Proposition 13 that it converges absolutely a.e., that the limit, $f$, is integrable and that

$$\int f = \sum_j \int g_j = \lim_{n \to \infty} \int f_j.$$
monotonicity since \( f(x) \geq f_j(x) \) a.e. so
\[
\int |f - f_j| = \int f - \int f_j \to 0 \text{ as } j \to \infty.
\]
\[\square\]

Now, to Fatou’s Lemma. This really just takes the monotonicity result and applies it to a sequence of integrable functions with bounded integral. You should recall that the max and min of two real-valued integrable functions is integrable and that
\[
\int \min(f, g) \leq \min(\int f, \int g).
\]
This follows from the identities
\[
2 \max(f, g) = |f - g| + f + g, \quad 2 \min(f, g) = -|f - g| + f + g.
\]

**Lemma 14 (Fatou).** Let \( f_j \in L^1(\mathbb{R}) \) be a sequence of real-valued integrable and non-negative functions such that \( \int f_j \) is bounded above then
\[
f(x) = \liminf_{n \to \infty} f_n(x) \text{ exists a.e., } f \in L^1(\mathbb{R}) \text{ and }
\]
\[
\int \liminf_{n \to \infty} f_n = \int f \leq \liminf_{n \to \infty} \int f_n.
\]

**Proof.** You should remind yourself of the properties of \( \liminf \) as necessary!

Fix \( k \) and consider
\[
F_{k,n} = \min_{k \leq p \leq k+n} f_p(x) \in L^1(\mathbb{R}).
\]
As discussed above this is integrable. Moreover, this is a decreasing sequence, as \( n \) increases, because the minimum is over an increasing set of functions. The \( F_{k,n} \) are non-negative so Lemma 13 applies and shows that
\[
g_k(x) = \inf_{p \leq k} f_p(x) \in L^1(\mathbb{R}), \quad \int g_k \leq \int f_n \forall \ n \geq k.
\]
Note that for a decreasing sequence of non-negative numbers the limit exists and is indeed the infimum. Thus in fact,
\[
\int g_k \leq \liminf \int f_n \forall \ k.
\]
Now, let \( k \) vary. Then, the infimum in (2.73) is over a set which decreases as \( k \) increases. Thus the \( g_k(x) \) are increasing. The integrals of this sequence are bounded above in view of (2.74) since we assumed a bound on the \( \int f_n \)'s. So, we can apply the monotonicity result again to see that
\[
f(x) = \lim_{k \to \infty} g_k(x) \exists a.e \text{ and } f \in L^1(\mathbb{R}) \text{ has }
\]
\[
\int f \leq \liminf \int f_n.
\]
Since \( f(x) = \liminf f_n(x) \), by definition of the latter, we have proved the Lemma.
\[\square\]

Now, we apply Fatou’s Lemma to prove what we are really after:-
THEOREM 8 (Dominated convergence). Suppose \( f_j \in \mathcal{L}^1(\mathbb{R}) \) is a sequence of integrable functions such that

\[
\exists h \in \mathcal{L}^1(\mathbb{R}) \text{ with } |f_j(x)| \leq h(x) \text{ a.e. and } \quad f(x) = \lim_{j \to \infty} f_j(x) \text{ exists a.e.}
\]

(2.76)

then \( f \in \mathcal{L}^1(\mathbb{R}) \) and \( [f_j] \to [f] \) in \( \mathcal{L}^1(\mathbb{R}) \), so \( \int f = \lim_{n \to \infty} \int f_n \) (including the assertion that this limit exists).

PROOF. First, we can assume that the \( f_j \) are real since the hypotheses hold for the real and imaginary parts of the sequence and together give the desired result. Moreover, we can change all the \( f_j \)'s to make them zero on the set on which the initial estimate in (2.76) does not hold. Then this bound on the \( f_j \)'s becomes

\[
(2.77) \quad -h(x) \leq f_j(x) \leq h(x) \quad \forall x \in \mathbb{R}.
\]

In particular this means that \( g_j = h - f_j \) is a non-negative sequence of integrable functions and the sequence of integrals is also bounded, since (2.76) also implies that \( \int |f_j| \leq \int h \), so \( \int g_j \leq 2 \int h \). Thus Fatou’s Lemma applies to the \( g_j \). Since we have assumed that the sequence \( g_j(x) \) converges a.e. to \( h - f \) we know that

\[
(2.78) \quad h - f(x) = \lim \inf g_j(x) \text{ a.e. and } \quad \int h - \int f \leq \lim \inf \int (h - f_j) = \int h - \lim \sup \int f_j.
\]

Notice the change on the right from \( \lim \inf \) to \( \lim \sup \) because of the sign.

Now we can apply the same argument to \( g'_j(x) = h(x) + f_j(x) \) since this is also non-negative and has integrals bounded above. This converges a.e. to \( h(x) + f(x) \) so this time we conclude that

\[
(2.79) \quad \int h + \int f \leq \lim \inf \int (h + f_j) = \int h + \lim \inf \int f_j.
\]

In both inequalities (2.78) and (2.79) we can cancel an \( \int h \) and combining them we find

\[
(2.80) \quad \lim \sup \int f_j \leq \int f \leq \lim \inf \int f_j.
\]

In particular the \( \lim \sup \) on the left is smaller than, or equal to, the \( \lim \inf \) on the right, for the same real sequence. This however implies that they are equal and that the sequence \( \int f_j \) converges. Thus indeed

\[
(2.81) \quad \int f = \lim_{n \to \infty} \int f_n.
\]

Convergence of \( f_j \) to \( f \) in \( \mathcal{L}^1(\mathbb{R}) \) follows by applying the results proved so far to \( f - f_j \), converging almost everywhere to 0. \( \square \)

Generally in applications it is Lebesgue’s dominated convergence which is used to prove that some function is integrable. Of course, since we deduced it from Fatou’s lemma, and the latter from the Monotonicity lemma, you might say that Lebesgue’s theorem is the weakest of the three! However, it is very handy.
7. Notions of convergence

We have been dealing with two basic notions of convergence, but really there are more. Let us pause to clarify the relationships between these different concepts.

1. Convergence of a sequence in $L^1(\mathbb{R})$ (or by slight abuse of language in $L^1(\mathbb{R})$) 
   
   \[ \|f - f_n\|_{L^1} \to 0 \text{ as } n \to \infty. \]  
   
   (2.82)

2. Convergence almost everywhere:– For some sequence of functions $f_n$ and function $f$,
   
   \[ f_n(x) \to f(x) \text{ as } n \to \infty \text{ for } x \in \mathbb{R} \setminus E \]
   
   where $E \subset \mathbb{R}$ is of measure zero.
   
   (2.83)

3. Dominated convergence:– For $f_j \in L^1(\mathbb{R})$ (or representatives in $L^1(\mathbb{R})$) such that $|f_j| \leq F$ (a.e.) for some $F \in L^1(\mathbb{R})$ and (2.83) holds.

4. What we might call ‘absolutely summable convergence’. Thus $f_n \in L^1(\mathbb{R})$ are such that $f_n(x) = \sum_{j=1}^{N} c_j \chi(B_j)$ where $g_j \in L^1(\mathbb{R})$ and $\sum_j \int |g_j| < \infty$. Then (2.83)
   
   \[ \int f = \lim_n \int f_n. \]  
   
   So, one important point to know is that 1 does not imply 2. Nor conversely does 2 imply 1 even if we assume that all the $f_j$ and $f$ are in $L^1(\mathbb{R})$.

   However, Montone convergence implies Dominated convergence. Namely if $f$ is the limit then $|f_j| \leq |f| + 2|f_1|$ and $f_j \to f$ almost everywhere. Also, Monotone convergence implies convergence with absolute summability simply by taking the sequence to have first term $f_1$ and subsequence terms $f_j - f_{j-1}$ (assuming that $f_j$ is monotonic increasing) one gets an absolutely summable series with sequence of finite sums converging to $f$. Similarly absolutely summable convergence implies dominated convergence for the sequence of partial sums; by montone convergence the series $\sum f_n(x)$ converges a.e. and in $L^1$ to some function $F$ which dominates the partial sums which in turn converge pointwise. I suggest that you make a diagram with these implications in it so that you are clear about the relationships between them.

8. Measurable functions

From our original definition of $L^1(\mathbb{R})$ we know that $C_c(\mathbb{R})$ is dense in $L^1(\mathbb{R})$. We also know that elements of $C_c(\mathbb{R})$ can be approximated uniformly, and hence in $L^1(\mathbb{R})$ by step functions – finite linear combinations of the characteristic functions of intervals. It is usual in measure theory to consider the somewhat large class of functions which contains the step functions:

Definition 9. A simple function on $\mathbb{R}$ is a finite linear combination (generally with complex coefficients) of characteristic functions of subsets of finite measure:

\[ f = \sum_{j=1}^{N} c_j \chi(B_j), \quad \chi(B_j) \in L^1(\mathbb{R}). \]  
   
   (2.84)
The real and imaginary parts of a simple function are simple and the positive and negative parts of a real simple function are simple. Since step functions are simple, we know that simple functions are dense in \( L^1(\mathbb{R}) \) and that if \( 0 \leq F \in L^1(\mathbb{R}) \) then there exists a sequence of simple functions (take them to be a summable sequence of step functions) \( f_n \geq 0 \) such that \( f_n \to F \) almost everywhere and \( f_n \leq G \) for some other \( G \in L^1(\mathbb{R}) \).

We elevate a special case of the second notion of convergence above to a definition.

**Definition 10.** A function \( f : \mathbb{R} \to \mathbb{C} \) is *(Lebesgue)* measurable if it is the pointwise limit almost everywhere of a sequence of simple functions.

The measurable functions form a linear space since if \( f \) and \( g \) are measurable and \( f_n, g_n \) are sequences of simple functions as required by the definition then \( c_1f_n(x) + c_2g_n(x) \to c_1f(x) + c_2g(x) \) on the intersection of the sets where \( f_n(x) \to f(x) \) and \( g_n(x) \to g(x) \) which is the complement of a set of measure zero.

Now, from the discussion above, we know that each element of \( L^1(\mathbb{R}) \) is measurable. Conversely:

**Lemma 15.** A function \( f : \mathbb{R} \to \mathbb{C} \) is an element of \( L^1(\mathbb{R}) \) if and only if it is measurable and there exists \( F \in L^1(\mathbb{R}) \) such that \( |f| \leq F \) almost everywhere.

**Proof.** If \( f \) is measurable there exists a sequence of simple functions \( f_n \) such that \( f_n \to f \) almost everywhere. The real part, \( \text{Re} f \), is also measurable as the limit almost everywhere of \( \text{Re} f_n \) and from the hypothesis \( |\text{Re} f| \leq F \). We know that there exists a sequence of simple functions \( g_n, g_n \to F \) almost everywhere and \( 0 \leq g_n \leq G \) for another element \( G \in L^1(\mathbb{R}) \). Then set

\[
(2.85) \quad u_n(x) = \begin{cases} 
  g_n(x) & \text{if } \text{Re} f_n(x) > g_n(x) \\
  \text{Re} f_n(x) & \text{if } -g_n(x) \leq \text{Re} f_n(x) \leq g_n(x) \\
  -g_n(x) & \text{if } \text{Re} f_n(x) < -g_n(x).
\end{cases}
\]

Thus \( u_n = \max(v_n, -g_n) \) where \( v_n = \min(\text{Re} f_n, g_n) \) so \( u_n \) is simple and \( u_n \to f \) almost everywhere. Since \( |u_n| \leq G \) it follows from Lebesgue Dominated Convergence that \( \text{Re} f \in L^1(\mathbb{R}) \). The same argument shows \( \text{Im} f = -\text{Re}(if) \in L^1(\mathbb{R}) \) so \( f \in L^1(\mathbb{R}) \) as claimed. \( \square \)

#### 9. The spaces \( L^p(\mathbb{R}) \)

We use Lemma 15 as a model:

**Definition 11.** For \( 1 \leq p < \infty \) we set

\[
(2.86) \quad L^p(\mathbb{R}) = \{ f : \mathbb{R} \to \mathbb{C}; \text{f is measurable and } |f|^p \in L^1(\mathbb{R}) \}.
\]

**Proposition 15.** For each \( 1 \leq p < \infty \),

\[
(2.87) \quad \|u\|_{L^p} = \left( \int |u|^p \right)^{\frac{1}{p}}
\]

is a seminorm on the linear space \( L^p(\mathbb{R}) \) vanishing only on the null functions and making the quotient \( L^p(\mathbb{R}) = L^p(\mathbb{R})/N \) into a Banach space.
10. The space \( L^2(\mathbb{R}) \)

So far we have discussed the Banach space \( L^1(\mathbb{R}) \). The real aim is to get a good hold on the (Hilbert) space \( L^2(\mathbb{R}) \). This can be approached in several ways. We could start off as for \( L^1(\mathbb{R}) \) and define \( L^2(\mathbb{R}) \) as the completion of \( C_c(\mathbb{R}) \) with respect to the norm

\[
\|f\|_{L^2} = \left( \int |f|^2 \right)^{\frac{1}{2}}.
\]

This would be rather repetitious; instead we adopt an approach based on Dominated convergence. You might think, by the way, that it is enough just to ask that \( |f|^2 \in L^1(\mathbb{R}) \). This does not work, since even if real the sign of \( f \) could jump around and make it non-integrable. This approach would not even work for \( L^1(\mathbb{R}) \).

**Definition 12.** A function \( f : \mathbb{R} \rightarrow \mathbb{C} \) is said to be ‘Lebesgue square integrable’, written \( f \in L^2(\mathbb{R}) \), if there exists a sequence \( u_n \in C_c(\mathbb{R}) \) such that

\[
(2.91) \quad u_n(x) \rightarrow f(x) \text{ a.e. and } |u_n(x)|^2 \leq F(x) \text{ for some } F \in L^1(\mathbb{R}).
\]

**Proposition 16.** The space \( L^2(\mathbb{R}) \) is linear, \( f \in L^2(\mathbb{R}) \) implies \( |f|^2 \in L^1(\mathbb{R}) \) and (2.90) defines a seminorm on \( L^2(\mathbb{R}) \) which vanishes precisely on the null functions \( \mathcal{N} \subset L^2(\mathbb{R}) \).
After going through this result I normally move on to the next chapter on Hilbert spaces with this as important motivation.

**Proof.** First to see the linearity of $L^2(\mathbb{R})$ note that $f \in L^2(\mathbb{R})$ and $c \in \mathbb{C}$ then $cf \in L^2(\mathbb{R})$ where if $u_n$ is a sequence as in the definition for $f$ then $cu_n$ is such a sequence for $cf$.

Similarly if $f, g \in L^2(\mathbb{R})$ with sequences $u_n$ and $v_n$ then $w_n = u_n + v_n$ has the first property – since we know that the union of two sets of measure zero is a set of measure zero and the second follows from the estimate

\[ |w_n(x)|^2 = |u_n(x) + v_n(x)|^2 \leq 2|u_n(x)|^2 + 2|v_n(x)|^2 \leq 2(F + G)(x) \]

where $|u_n(x)|^2 \leq F(x)$ and $|v_n(x)|^2 \leq G(x)$ with $F, G \in L^1(\mathbb{R})$.

Moreover, if $f \in L^2(\mathbb{R})$ then the sequence $|u_n(x)|^2$ converges pointwise almost everywhere to $|f(x)|^2$ so by Lebesgue’s Dominated Convergence, $|f|^2 \in L^1(\mathbb{R})$. Thus $\|f\|_{L^2}$ is well-defined. It vanishes if and only if $|f|^2 \in \mathcal{N}$ but this is equivalent to $f \in \mathcal{N}$ – conversely $\mathcal{N} \subset L^2(\mathbb{R})$ since the zero sequence works in the definition above.

So we only need to check the triangle inequality as soon as we start talking about (pre-Hilbert) spaces. In fact we checked this earlier on $C_c(\mathbb{R})$ and the general case follows by continuity:-

\[ \|u_n + v_n\|_{L^2} \leq \|u_n\|_{L^2} + \|v_n\|_{L^2} \quad \forall \quad n \quad \Rightarrow \quad \|f + g\|_{L^2} = \lim_{n \to \infty} \|u_n + v_n\|_{L^2} \leq \|u\|_{L^2} + \|v\|_{L^2}. \]

\[ \square \]

We will get a direct proof of the triangle inequality as soon as we start talking about (pre-Hilbert) spaces.

So it only remains to check the completeness of $L^2(\mathbb{R})$, which is really the whole point of the discussion of Lebesgue integration.

**Theorem 9.** The space $L^2(\mathbb{R})$ is complete with respect to $\| \cdot \|_{L^2}$ and is a completion of $C_c(\mathbb{R})$ with respect to this norm.

**Proof.** That $C_c(\mathbb{R}) \subset L^2(\mathbb{R})$ follows directly from the definition and in fact this is a dense subset. Indeed, if $f \in L^2(\mathbb{R})$ a sequence $u_n \in C_c(\mathbb{R})$ as in Definition 12 satisfies

\[ |u_n(x) - u_m(x)|^2 \leq 4F(x) \quad \forall \quad n, m, \]

and converges almost everywhere to $|f(x) - u_m(x)|^2$ as $n \to \infty$. Thus, by Dominated Convergence, $|f(x) - u_m(x)|^2 \in L^1(\mathbb{R})$. Moreover, as $m \to \infty$ $|f(x) - u_m(x)|^2 \to 0$ almost everywhere and $|f(x) - u_m(x)|^2 \leq 4F(x)$ so again by dominated convergence

\[ \|f - u_m\|_{L^2} = (\|(|f - u_m|^2)\|_{L^1}))^{\frac{1}{2}} \to 0. \]

This shows the density of $C_c(\mathbb{R})$ in $L^2(\mathbb{R})$, the quotient by the null functions.

To prove completeness, we only need show that any absolutely $L^2$-summable sequence in $C_c(\mathbb{R})$ converges in $L^2$ and the general case follows by density. So, suppose $\phi_n \in C_c(\mathbb{R})$ is such a sequence:

\[ \sum_n \|\phi_n\|_{L^2} < \infty. \]
Consider $F_k(x) = \left( \sum_{n \leq k} |\phi_n(x)| \right)^2$. This is an increasing sequence in $C_c(\mathbb{R})$ and its $L^1$ norm is bounded:

\begin{equation}
\|F_k\|_{L^1} = \left\| \sum_{n \leq k} \phi_n \right\|_{L^2}^2 \leq \left( \sum_{n \leq k} \|\phi_n\|_{L^2} \right)^2 \leq C^2 < \infty
\end{equation}

using the triangle inequality and absolutely $L^2$ summability. Thus, by Monotone Convergence, $F_k \to F \in L^1(\mathbb{R})$ and $F_k(x) \leq F(x)$ for all $x$.

Thus the sequence of partial sums $u_k(x) = \sum_{n \leq k} \phi_n(x)$ satisfies $|u_k|^2 \leq F_k \leq F$.

Moreover, on any finite interval the Cauchy-Schwarz inequality gives

\begin{equation}
\sum_{n \leq k} \|\chi_R \phi_n\|_{L^1} \leq (2R)^{\frac{1}{2}} \sum_{n \leq k} \|\phi_n\|_{L^2}
\end{equation}

so the sequence $\chi_R \phi_n$ is absolutely summable in $L^1$. It therefore converges almost everywhere and hence (using the fact a countable union of sets of measure zero is of measure zero)

\begin{equation}
\sum_n \phi(x) \to f(x) \text{ exists a.e.}
\end{equation}

By the definition above the function $f \in L^2(\mathbb{R})$ and the preceding discussion shows that

\begin{equation}
\|f - \sum_{n \leq k} \phi_n\|_{L^2} \to 0.
\end{equation}

Thus in fact $L^2(\mathbb{R})$ is complete. \hfill \Box

Now, at this point we will pass to the discussion of abstract Hilbert spaces, of which $L^2(\mathbb{R})$ is our second important example (after $l^2$).

Observe that if $f, g \in L^2(\mathbb{R})$ have approximating sequences $u_n, v_n$ as in Definition 12, so $|u_n(x)|^2 \leq F(x)$ and $|v_n(x)|^2 \leq G(x)$ with $F, G \in L^1(\mathbb{R})$ then

\begin{equation}
u_n(x)v_n(x) \to f(x)g(x) \text{ a.e. and } |u_n(x)v_n(x)| \leq F(x) + G(x)
\end{equation}

shows that $fg \in L^1(\mathbb{R})$ by Dominated Convergence. This leads to the basic property of the norm on a (pre)-Hilbert space – that it comes from an inner product. In this case

\begin{equation}
\langle f, g \rangle_{L^2} = \int f(x)\overline{g(x)}, \ \|f\|_{L^2} = \langle f, f \rangle^{\frac{1}{2}}.
\end{equation}

11. The spaces $L^p(\mathbb{R})$

Local integrability of a function is introduced above. Thus $f : \mathbb{R} \to \mathbb{C}$ is locally integrable if

\begin{equation}
F_{[-N,N]} = \begin{cases}
 f(x) & x \in [-N,N] \\
 0 & \text{if } |x| > N
\end{cases} \Rightarrow F_{[-N,N]} \in L^1(\mathbb{R}) \forall N.
\end{equation}

For example any continuous function on $\mathbb{R}$ is locally integrable as is any element of $L^1(\mathbb{R})$.

**Lemma 16.** The locally integrable functions form a linear space, $L^1_{loc}(\mathbb{R})$. 

\textbf{Proof.} Follows from the linearity of $\mathcal{L}^1(\mathbb{R})$. \hfill $\square$

\textbf{Definition 13.} The space $\mathcal{L}^p(\mathbb{R})$ for any $1 \leq p < \infty$ consists of those functions in $\mathcal{L}^1_{\text{loc}}$ such that $|f|^p \in \mathcal{L}^1(\mathbb{R})$; for $p = \infty$,
\begin{equation}
\mathcal{L}^\infty(\mathbb{R}) = \{ f \in \mathcal{L}^1_{\text{loc}}(\mathbb{R}); \sup_{x \in E} |f(x)| < \infty \text{ for some } E \text{ of measure zero.} \}
\end{equation}

It is important to note that $|f|^p \in \mathcal{L}^1(\mathbb{R})$ is not, on its own, enough to show that $f \in \mathcal{L}^p(\mathbb{R})$ – it does not in general imply the local integrability of $f$.

What are some examples of elements of $\mathcal{L}^p(\mathbb{R})$? One class, which we use below, comes from cutting off elements of $\mathcal{L}^1_{\text{loc}}(\mathbb{R})$. Namely, we can cut off outside $[-R, R]$ and for a real function we can cut off at height $R$ (it doesn’t have to be the same $R$ but I am saving letters)

\begin{equation}
f(x) = \begin{cases}
0 & \text{if } |x| > R \\
R & \text{if } |x| \leq R, |f(x)| > R \\
f(x) & \text{if } |x| \leq R, |f(x)| \leq R \\
-R & \text{if } |x| \leq R, f(x) < -R.
\end{cases}
\end{equation}

For a complex function apply this separately to the real and imaginary parts. Now, $f^{(R)} \in \mathcal{L}^1(\mathbb{R})$ since cutting off outside $[-R, R]$ gives an integrable function and then we are taking min and max successively with $\pm R \chi_{[-R, R]}$. If we go back to the definition of $\mathcal{L}^1(\mathbb{R})$ but use the insight we have gained from there, we know that there is an absolutely summable sequence of continuous functions of compact support, $f_j$, with sum converging a.e. to $f^{(R)}$. The absolute summability means that $|f_j|$ is also an absolutely summable series, and hence its sum a.e., denoted $g$, is an integrable function by the Monotonicity Lemma above – it is increasing with bounded integral. Thus if we let $F_n$ be the partial sum of the series
\begin{equation}
F_n \to f^{(R)} \text{ a.e., } |F_n| \leq g
\end{equation}
and we are in the setting of Dominated convergence – except of course we already know that the limit is in $\mathcal{L}^1(\mathbb{R})$. However, we can replace $F_n$ by the sequence of cut-off continuous functions $F_n^{(R)}$ without changing the convergence a.e. or the bound. Now,
\begin{equation}
|F_n^{(R)}|^p \to |f^{(R)}|^p \text{ a.e., } |F_n^{(R)}|^p \leq R^p \chi_{[-R, R]}
\end{equation}
and we see that $|f^{(R)}| \in \mathcal{L}^p(\mathbb{R})$ by Lebesgue Dominated convergence.

We can encapsulate this in a lemma:-

\textbf{Lemma 17.} If $f \in \mathcal{L}^1_{\text{loc}}(\mathbb{R})$ then with the definition from (2.104), $f^{(R)} \in \mathcal{L}^p(\mathbb{R})$, $1 \leq p < \infty$ and there exists a sequence $s_n$ of continuous functions of compact support converging a.e. to $f^{(R)}$ with $|s_n| \leq R \chi_{[-R, R]}$.

\textbf{Theorem 10.} The spaces $\mathcal{L}^p(\mathbb{R})$ are linear, the function
\begin{equation}
\|f\|_{\mathcal{L}^p} = \left( \int |f|^p \right)^{1/p}
\end{equation}
is a seminorm on it with null space $\mathcal{N}$, the space of null functions on $\mathbb{R}$, and $\mathcal{L}^p(\mathbb{R}) = \mathcal{L}^p(\mathbb{R})/\mathcal{N}$ is a Banach space in which the continuous functions of compact support and step functions include as dense subspaces.
11. THE SPACES $L^p(\mathbb{R})$

Proof. First we need to check the linearity of $L^p(\mathbb{R})$. Clearly $\lambda f \in L^p(\mathbb{R})$ if $f \in L^p(\mathbb{R})$ and $\lambda \in \mathbb{C}$ so we only need consider the sum. Then however, we can use Lemma 17. Thus, if $f$ and $g$ are in $L^p(\mathbb{R})$ then $f^{(R)}$ and $g^{(R)}$ are in $L^p(\mathbb{R})$ for any $R > 0$. Now, the approximation by continuous functions in the Lemma shows that $f^{(R)} + g^{(R)} \in L^p(\mathbb{R})$, since it is in $L^1(\mathbb{R})$ and $|f^{(R)} + g^{(R)}|^p \in L^1(\mathbb{R})$ by dominated convergence (the model functions being bounded). Now, letting $R \to \infty$ we see that

\[
\begin{align*}
  f^{(R)}(x) + g^{(R)}(x) &\to f(x) + g(x) \forall x \in \mathbb{R} \\
  |f^{(R)} + g^{(R)}|^p &\leq |f^{(R)}|^p + |g^{(R)}|^p \leq 2^p(|f|^p + |g|^p)
\end{align*}
\]

so by Dominated Convergence, $f + g \in L^p(\mathbb{R})$.

That $\|f\|_{L^p}$ is a seminorm on $L^p(\mathbb{R})$ is an integral form of Minkowski’s inequality. In fact we can deduce if from the finite form. Namely, for two step functions $f$ and $g$ we can always find a finite collection of intervals on which they are both constant and outside which they both vanish, so the same is true of the sum. Thus

\[
\begin{align*}
  \|f\|_{L^p} &= \left( \sum_{j=1}^{n} |c_i|^p(b_i - a_i) \right)^{\frac{1}{p}} , \quad \|g\|_{L^p} = \left( \sum_{j=1}^{n} |d_i|^p(b_i - a_i) \right)^{\frac{1}{p}} , \\
  \|f + g\|_{L^p} &= \left( \sum_{j=1}^{n} |c_i + d_i|^p(b_i - a_i) \right)^{\frac{1}{p}} .
\end{align*}
\]

Absorbing the lengths into the constants, by setting $c'_i = c_i(b_i - a_i)^{\frac{1}{p}}$ and $d'_i = d_i(b_i - a_i)^{\frac{1}{p}}$, Minkowski’s inequality now gives

\[
\|f + g\|_{L^p} = \left( \sum_{i} |c'_i + d'_i|^p \right)^{\frac{1}{p}} \leq \|f\|_{L^p} + \|g\|_{L^p}
\]

which is the integral form for step functions. Thus indeed, $\|f\|_{L^p}$ is a norm on the step functions.

For general elements $f, g \in L^p(\mathbb{R})$ we can use the approximation by step functions in Lemma 17. Thus for any $R$, there exist sequences of step functions $s_n \to f^{(R)}$, $t_n \to g^{(R)}$ a.e. and bounded by $R$ on $[-R, R]$ so by Dominated Convergence, $\int |f^{(R)}|^p = \lim \int |s_n|^p$, $\int |g^{(R)}|^p$ and $\int |f^{(R)} + g^{(R)}|^p = \lim \int |s_n + t_n|^p$. Thus the triangle inequality holds for $f^{(R)}$ and $g^{(R)}$. Then again applying dominated convergence as $R \to \infty$ gives the general case. The other conditions for a seminorm are clear.

Then the space of functions with $\int |f|^p = 0$ is again just $\mathcal{N}$, independent of $p$, is clear since $f \in \mathcal{N} \iff |f|^p \in \mathcal{N}$. The fact that $L^p(\mathbb{R}) = L^p(\mathbb{R})/\mathcal{N}$ is a normed space follows from the earlier general discussion, or as in the proof above for $L^1(\mathbb{R})$.

So, only the completeness of $L^p(\mathbb{R})$ remains to be checked and we know this is equivalent to the convergence of any absolutely summable series. So, we can suppose $f_n \in L^p(\mathbb{R})$ have

\[
\sum_n \left( \int |f_n|^p \right)^{\frac{1}{p}} < \infty.
\]
Consider the sequence \( g_n = f_n \chi_{[-R,R]} \) for some fixed \( R > 0 \). This is in \( L^1(\mathbb{R}) \) and
\[
\|g_n\|_{L^1} \leq (2R)^{\frac{1}{q}}\|f_n\|_{L^p}
\]
by the integral form of Hölder’s inequality
\[
f \in L^p(\mathbb{R}), \ g \in L^q(\mathbb{R}), \ \frac{1}{p} + \frac{1}{q} = 1 \implies fg \in L^1(\mathbb{R}) \text{ and } \left| \int fg \right| \leq \|f\|_{L^p}\|g\|_{L^q}
\]
which can be proved by the same approximation argument as above, see Problem 4. Thus the series \( g_n \) is absolutely summable in \( L^1 \) and so converges absolutely almost everywhere. It follows that the series \( \sum_n g_n(x) \) on \([-R,R]\). The limit, \( f \), of this series is therefore in \( L^1_{\text{loc}}(\mathbb{R}) \).
So, we only need show that \( f \in L^p(\mathbb{R}) \) and that \( \int |f - F_n|^p \to 0 \) as \( n \to \infty \) where \( F_n = \sum_{k=1}^{n} f_k \). By Minkowski’s inequality we know that \( h_n = (\sum_{k=1}^{n} |f_k|^p) \) has bounded \( L^1 \) norm, since
\[
\|h_n\|_{L^1}^{\frac{1}{p}} = \left( \sum_{k=1}^{n} \|f_k\|_{L^p} \right)^{\frac{1}{p}} \leq \sum_{k} \|f_k\|_{L^p}
\]
Thus, \( h_n \) is an increasing sequence of functions in \( L^1(\mathbb{R}) \) with bounded integral, so by the Monotonicity Lemma it converges a.e. to a function \( h \in L^1(\mathbb{R}) \). Since \( |F_n|^p \leq h \) and \( |F_n|^p \to |f|^p \) a.e. it follows by Dominated convergence that
\[
|f|^p \in L^1(\mathbb{R}), \ \| |f|^p \|_{L^1}^{\frac{1}{p}} \leq \sum_{n} \|f_n\|_{L^p}
\]
and hence \( f \in L^p(\mathbb{R}) \). Applying the same reasoning to \( f - F_n \) which is the sum of the series starting at term \( n + 1 \) gives the norm convergence:
\[
\|f - F_n\|_{L^p} \leq \sum_{k>n} \|f_k\|_{L^p} \to 0 \text{ as } n \to \infty.
\]

12. Lebesgue measure

In case anyone is interested in how to define Lebesgue measure from where we are now we can just use the integral.

**Definition 14.** A set \( A \subset \mathbb{R} \) is measurable if its characteristic function \( \chi_A \) is locally integrable. A measurable set \( A \) has finite measure if \( \chi_A \in L^1(\mathbb{R}) \) and then
\[
\mu(A) = \int \chi_A
\]
is the Lebesgue measure of \( A \). If \( A \) is measurable but not of finite measure then \( \mu(A) = \infty \) by definition.

Functions which are the finite sums of constant multiples of the characteristic functions of measurable sets of finite measure are called ‘simple functions’ and behave rather like our step functions. One of the standard approaches to Lebesgue integration, but starting from some knowledge of a measure, is to ‘complete’ the space of simple functions with respect to the integral.
13. Density of step functions

We know immediately that any interval \((a, b)\) is measurable (indeed whether open, semi-open or closed) and has finite measure if and only if it is bounded – then the measure is \(b - a\). Some things to check:-

**Proposition 17.** The complement of a measurable set is measurable and any countable union or countable intersection of measurable sets is measurable.

**Proof.** The first part follows from the fact that the constant function 1 is locally integrable and hence \(\chi_{\mathbb{R}\setminus A} = 1 - \chi_A\) is locally integrable if and only if \(\chi_A\) is locally integrable.

Notice the relationship between a characteristic function and the set it defines:

\[
\chi_{A \cup B} = \max(\chi_A, \chi_B), \quad \chi_{A \cap B} = \min(\chi_A, \chi_B).
\]

If we have a sequence of sets \(A_n\) then \(B_n = \bigcup_{k \leq n} A_k\) is clearly an increasing sequence of sets and

\[
\chi_{B_n} \to \chi_B, \quad B = \sum_n A_n
\]

is an increasing sequence which converges pointwise (at each point it jumps to 1 somewhere and then stays or else stays at 0.) Now, if we multiply by \(\chi_{[-N, N]}\) then

\[
f_n = \chi_{[-N, N]} \chi_{B_n} \to \chi_{B \cap [-N, N]}
\]

is an increasing sequence of integrable functions – assuming that is that the \(A_k\)'s are measurable – with integral bounded above, by \(2N\). Thus by the monotonicity lemma the limit is integrable so \(\chi_B\) is locally integrable and hence \(\bigcup_n A_n\) is measurable.

For countable intersections the argument is similar, with the sequence of characteristic functions decreasing. \(\square\)

**Corollary 3.** The (Lebesgue) measurable subsets of \(\mathbb{R}\) form a collection, \(\mathcal{M}\), of the power set of \(\mathbb{R}\), including \(\emptyset\) and \(\mathbb{R}\) which is closed under complements, countable unions and countable intersections.

Such a collection of subsets of a set \(X\) is called a ‘\(\sigma\)-algebra’ – so a \(\sigma\)-algebra \(\Sigma\) in a set \(X\) is a collection of subsets of \(X\) containing \(X, \emptyset\), the complement of any element and countable unions and intersections of any element. A (positive) measure is usually defined as a map \(\mu : \Sigma \to [0, \infty]\) with \(\mu(\emptyset) = 0\) and such that

\[
\mu(\bigcup E_n) = \sum_n \mu(E_n)
\]

for any sequence \(\{E_n\}\) of sets in \(\Sigma\) which are disjoint (in pairs).

As for Lebesgue measure a set \(A \in \Sigma\) is ‘measurable’ and if \(\mu(A)\) is not of finite measure it is said to have infinite measure – for instance \(\mathbb{R}\) is of infinite measure in this sense. Since the measure of a set is always non-negative (or undefined if it isn’t measurable) this does not cause any problems and in fact Lebesgue measure is countably additive provided as in (2.121) provided we allow \(\infty\) as a value of the measure. It is a good exercise to prove this!

13. Density of step functions

You can skip this section, since it is inserted here to connect the approach via continuous functions and the Riemann integral, in Section 1, to the more usual approach via step functions starting in Section ?? (which does not use the Riemann
integral). We prove the ‘density’ of step functions in $L^1(\mathbb{R})$ and this leads below to the proof that Definition 6 is equivalent to Definition ?? so that one can use either.

A step function $h : \mathbb{R} \to \mathbb{C}$ is by definition a function which is the sum of multiples of characteristic functions of (finite) intervals. Mainly for reasons of consistency we use half-open intervals here, we define $\chi_{(a,b]}(x) = 1$ when $x \in (a,b]$ (which if you like is empty when $a \geq b$) and vanishes otherwise. So a step function is a finite sum

\begin{equation}
(2.122)
h = \sum_{i=1}^{M} c_i \chi_{(a_i,b_i]}
\end{equation}

where it doesn’t matter if the intervals overlap since we can cut them up. Anyway, that is the definition.

**Proposition 18.** The linear space of step functions is a subspace of $L^1(\mathbb{R})$, on which $\int |h|$ is a norm, and for any element $f \in L^1(\mathbb{R})$ there is an absolutely summable series of step functions $\{h_i\}$, $\sum_i \int |h_i| < \infty$ such that

\begin{equation}
(2.123)
f(x) = \sum_i h_i(x) \text{ a.e.}
\end{equation}

**Proof.** First we show that the characteristic function $\chi_{(a,b]} \in L^1(\mathbb{R})$. To see this, take a decreasing sequence of continuous functions such as

\begin{equation}
(2.124)
 u_n(x) = \begin{cases} 
 0 & \text{if } x < a - 1/n \\
 n(x - a + 1/n) & \text{if } a - 1/n \leq x \leq a \\
 1 & \text{if } a < x \leq b \\
 1 - n(x - b) & \text{if } b < x \leq b + 1/n \\
 0 & \text{if } x > b + 1/n.
\end{cases}
\end{equation}

This is continuous because each piece is continuous and the limits from the two sides at the switching points are the same. This is clearly a decreasing sequence of continuous functions which converges pointwise to $\chi_{(a,b]}$ (not uniformly of course). It follows that detelescoping, setting $f_1 = u_1$ and $f_j = u_j - u_{j-1}$ for $j \geq 2$, gives a series of continuous functions which converges pointwise to $\chi_{(a,b]}$. It follows from the fact that $u_j$ is decreasing that series is absolutely summable, so $\chi_{(a,b]} \in L^1(\mathbb{R})$.

Now, conversely, each element $f \in C(\mathbb{R})$ is the uniform limit of step functions – this follows directly from the uniform continuity of continuous functions on compact sets. It suffices to suppose that $f$ is real and then combine the real and imaginary parts. Suppose $f = 0$ outside $[-R,R]$. Take the subdivision of $(-R,R]$ into $2n$ equal intervals of length $R/n$ and let $h_n$ be the step function which is $\sup f$ for the closure of that interval. Choosing $n$ large enough, $\sup f - \inf f < \epsilon$ on each such interval, by uniform continuity, and so $\sup |f - h_n| < \epsilon$. Again this is a decreasing sequence of step functions with integral bounded below so in fact it is the sequence of partial sums of the absolutely summable series obtained by detelescoping.

Certainly then for each element $f \in C_c(\mathbb{R})$ there is a sequence of step functions with $\int f - h_n \to 0$. The same is therefore true of any element $g \in L^1(\mathbb{R})$ since then there is a sequence $f_n \in C_c(\mathbb{R})$ such that $\|f - f_n\|_{L^1} \to 0$. So just choosing a step function $h_n$ with $\|f_n - h_n\| < 1/n$ ensures that $\|f - h_n\|_{L^1} \to 0$. 

To get an absolutely summable series of step function \( \{ g_n \} \) with \( \| f - \sum_{n=1}^{N} g_n \| \to 0 \) we just have to drop elements of the approximating sequence to speed up the convergence and then deteleoscope the sequence. For the moment I do not say that

\[
(2.125) \quad f(x) = \sum_{n} g_n(x) \text{ a.e.}
\]

although it is true! It follows from the fact that the right side does define an element of \( \mathcal{L}^1(\mathbb{R}) \) and by the triangle inequality the difference of the two sides has vanishing \( L^1 \) norm, i.e. is a null function. So we just need to check that null functions vanish outside a set of measure zero. This is Proposition 12 below, which uses Proposition 13. Taking a little out of the proof of that proposition proves (2.125) directly. \( \square \)

14. Measures on the line

Going back to starting point for Lebesgue measure and the Lebesgue integral, the discussion can be generalized, even in the one-dimensional case, by replacing the measure of an interval by a more general function. As for the Stieltjes integral this can be given by an increasing (meaning of course non-decreasing) function \( m : \mathbb{R} \to \mathbb{R} \). For the discussion in this chapter to go through with only minor changes we need to require that

\[
(2.126) \quad m : \mathbb{R} \to \mathbb{R} \text{ is non-decreasing and continuous from below}
\]

\[
\lim_{x \uparrow y} m(x) = m(y) \quad \forall \ y \in \mathbb{R}.
\]

Then we can define

\[
(2.127) \quad \mu([a, b)) = m(b) - m(a).
\]

For open and closed intervals we will expect that

\[
(2.128) \quad \mu((a, b)) = \lim_{x \downarrow a} m(x) - m(b), \quad \mu([a, b]) = m(a) - \lim_{x \uparrow b} m(x).
\]

To pursue this, the first thing to check is that the analogue of Proposition ?? holds in this case – namely if \([a, b)\) is decomposed into a finite number of such semi-open intervals by choice of interior points then

\[
(2.129) \quad \mu([a, b)) = \sum_{i} \mu([a_i, b_i)).
\]

Of course this follows from (2.127). Similarly, \( \mu([a, b)) \geq \mu([A, B)) \) if \( A \leq a \) and \( b \leq B \), i.e. if \([a, b) \subset [A, B)\). From this it follows that the analogue of Lemma ?? also holds with \( \mu \) in place of Lebesgue length.

Then we can define the \( \mu \)-integral, \( \int f d\mu \), of a step function, we do not get Proposition ?? since we might have intervals of \( \mu \) length zero. Still, \( \int |f| d\mu \) is a seminorm. The definition of a \( \mu \)-Lebesgue-integrable function (just called \( \mu \)-integrable usually), in terms of absolutely summable series with respect to this seminorm, can be carried over as in Definition ??.

So far we have not used the continuity condition in (2.128), but now consider the covering result Proposition ??: The first part has the same proof. For the second part, the proof proceeds by making the intervals a little longer at the closed end – to make them open. The continuity condition (2.128) ensures that this can be done in such a way as to make the difference \( \mu(b_i) - m(a_i - \epsilon_i) < \mu([a_i, b_i)) + \delta 2^{-i} \)
for any \( \delta > 0 \) by choosing \( \epsilon_i > 0 \) small enough. This covers \([a, b - \epsilon]\) for \( \epsilon > 0 \) and this allows the finite cover result to be applied to see that

\[
\mu(b - \epsilon) - \mu(a) \leq \sum_i \mu([a_i, b_i]) + 2\delta
\]

for any \( \delta > 0 \) and \( \epsilon > 0 \). Then taking the limits as \( \epsilon \downarrow 0 \) and \( \delta \downarrow 0 \) gives the ‘outer’ inequality. So Proposition \?? carries over.

From this point the discussion of the \( \mu \) integral proceeds in the same way with a few minor exceptions – Corollary \?? doesn’t work again because there may be intervals of length zero. Otherwise things proceed pretty smoothly right through. The construction of Lebesgue measure, as in \( \S \) 12, leads to a \( \sigma \)-algebra \( \Sigma_\mu \), of subsets of \( \mathbb{R} \) which contains all the intervals, whether open, closed or mixed and all the compact sets. You can check that the resulting countably additive measure is a ‘Radon measure’ in that

\[
\mu(B) = \inf\{\sum_i \mu((a_i, b_i)); B \subset \bigcup_i (a_i, b_i)\}; \quad \forall B \in \Sigma_\mu,
\]

\[
\mu((a, b)) = \sup\{\mu(K); K \subset (a, b), K \text{ compact}\}.
\]

Conversely, every such positive Radon measure arises this way. Continuous functions are locally \( \mu \)-integrable and if \( \mu(\mathbb{R}) < \infty \) (which corresponds to a choice of \( m \) which is bounded) then \( \int f \, d\mu < \infty \) for every bounded continuous function which vanishes at infinity.

**Theorem 11.** [Riesz’ other representation theorem] For any \( f \in (C_0(\mathbb{R})) \) there are four uniquely determined (positive) Radon measures, \( \mu_i, i = 1, \ldots, 4 \) such that \( \mu_i(\mathbb{R}) < \infty \) and

\[
f(u) = \int f \, d\mu_1 - \int f \, d\mu_2 + i \int f \, d\mu_3 - i \int f \, d\mu_4.
\]

How hard is this to prove? Well, a proof is outlined in the problems.

**15. Higher dimensions**

I do not actually plan to cover this in lectures, but put it in here in case someone is interested (which you should be) or if I have time at the end of the course to cover a problem in two or more dimensions (I have the Dirichlet problem in mind).

So, we want – with the advantage of a little more experience – to go back to the beginning and define \( L^1(\mathbb{R}^n), L^2(\mathbb{R}^n) \) and \( L^2(\mathbb{R}^n) \). In fact relatively little changes but there are some things that one needs to check a little carefully.

The first hurdle is that I am not assuming that you have covered the Riemann integral in higher dimensions. Fortunately we do not really need that since we can just iterated the one-dimensional Riemann integral for continuous functions. So, define

\[
C_c(\mathbb{R}^n) = \{ u : \mathbb{R}^n \to \mathbb{C}; \text{ continuous and such that } u(x) = 0 \text{ for } |x| > R \}
\]

where of course the \( R \) can depend on the element. Now, if we hold say the last \( n - 1 \) variables fixed, we get a continuous function of 1 variable which vanishes when \( |x| > R \):

\[
u(x, x_2, \ldots, x_n) \in C_c(\mathbb{R}) \text{ for each } (x_2, \ldots, x_n) \in \mathbb{R}^{n-1}.
\]
So we can integrate it and get a function

\[ I_1(x_2, \ldots, x_n) = \int_{R} u(x, x_1, \ldots, x_n), \quad I_1 : \mathbb{R}^{n-1} \rightarrow \mathbb{C}. \]

**Lemma 18.** For each \( u \in C_c(\mathbb{R}^n) \), \( I_1 \in C_c(\mathbb{R}^{n-1}) \).

**Proof.** Certainly if \( |(x_2, \ldots, x_n)| > R \) then \( u(\cdot, x_2, \ldots, x_n) \equiv 0 \) as a function of the first variable and hence \( I_1 = 0 \) in \( |(x_2, \ldots, x_n)| > R \). The continuity follows from the uniform continuity of a function on the compact set \( |x| \leq R, \  |(x_2, \ldots, x_n)| \leq R \) of \( \mathbb{R}^n \). Thus given \( \epsilon > 0 \) there exists \( \delta > 0 \) such that

\[ |x - x'| < \delta, \  |y - y'|_{\mathbb{R}^{n-1}} < \delta \implies |u(x, y) - u(x', y')| < \epsilon. \]

From the standard estimate for the Riemann integral,

\[ |I_1(y) - I_1(y')| \leq \int_{-R}^{R} |u(x, y) - u(x, y')|dx \leq 2R\epsilon \]

if \( |y - y'| < \delta \). This implies the (uniform) continuity of \( I_1 \). Thus \( I_1 \in C_c(\mathbb{R}^{n-2}) \) \( \square \)

The upshot of this lemma is that we can integrate again, and hence a total of \( n \) times and so define the (iterated) Riemann integral as

\[ \int_{\mathbb{R}^n} u(z)dz = \int_{-R}^{R} \int_{-R}^{R} \ldots \int_{-R}^{R} u(x_1, x_2, x_3, \ldots, x_n)dx_1dx_2 \ldots dx_n \in \mathbb{C}. \]

**Lemma 19.** The iterated Riemann integral is a well-defined linear map

\[ C_c(\mathbb{R}^n) \rightarrow \mathbb{C} \]

which satisfies

\[ \|I_1\|_{L^1} = \int_{\mathbb{R}^n} |u| \]

**Proof.** This follows from the standard estimate in one dimension. \( \square \)

Now, one annoying thing is to check that the integral is independent of the order of integration (although be careful with the signs here!) Fortunately we can do this later and not have to worry.

**Lemma 20.** The iterated integral

\[ \int_{\mathbb{R}^n} u(z)dz = \int_{-R}^{R} \int_{-R}^{R} \ldots \int_{-R}^{R} u(x_1, x_2, x_3, \ldots, x_n)dx_1dx_2 \ldots dx_n \in \mathbb{C}. \]

**Definition 15.** The space \( L^1(\mathbb{R}^n) \) (resp. \( L^2(\mathbb{R}^n) \)) is defined to consist of those functions \( f : \mathbb{R}^n \rightarrow \mathbb{C} \) such that there exists a sequence \( \{f_n\} \) which is absolutely summable with respect to the \( L^1 \) norm (resp. the \( L^2 \) norm) such that

\[ \sum_n |f_n(x)| < \infty \implies \sum_n f_n(x) = f(x). \]
Proposition 19. If \( f \in \mathcal{L}^1(\mathbb{R}^n) \) then \( |f| \in \mathcal{L}^1(\mathbb{R}^n) \), \( \text{Re} f \in \mathcal{L}^1(\mathbb{R}^n) \) and the space \( \mathcal{L}^1(\mathbb{R}^n) \) is linear. Moreover if \( \{f_j\} \) is an absolutely summable sequence in \( \mathcal{C}_c(\mathbb{R}^n) \) with respect to \( \mathcal{L}^1 \) such that
\[
\sum_n |f_n(x)| < \infty \implies \sum_n f_n(x) = 0
\]
then \( \int f_n \to 0 \) and in consequence the limit
\[
\int_{\mathbb{R}^n} f = \lim_{n \to \infty} \int f_n
\]
is well-defined on \( \mathcal{L}^1(\mathbb{R}^n) \).

Proof. Remarkably enough, nothing new is involved here. For the first part this is pretty clear, but also holds for the second part. There is a lot to work through, but it is all pretty much as in the one-dimensional case. \( \square \)

Removed material

Here is a narrative for a later reading: If you can go through this item by item, reconstruct the definitions and results as you go and see how thing fit together then you are doing well!

- Intervals and length.
- Covering lemma.
- Step functions and the integral.
- Monotonicity lemma.
- \( \mathcal{L}^1(\mathbb{R}) \) and absolutely summable approximation.
- \( \mathcal{L}^1(\mathbb{R}) \) is a linear space.
- \( \int : \mathcal{L}^1(\mathbb{R}) \to \mathbb{C} \) is well defined.
- If \( f \in \mathcal{L}^1(\mathbb{R}) \) then \( |f| \in \mathcal{L}^1(\mathbb{R}) \) and
\[
\int |f| = \lim_{n \to \infty} \int |\sum_j f_j|, \quad \lim_{n \to \infty} \int |f - \sum_j f_j| = 0
\]
for any absolutely summable approximation.

- Sets of measure zero.
- Convergence a.e.
- If \( \{g_j\} \) in \( \mathcal{L}^1(\mathbb{R}) \) is absolutely summable then
\[
g = \sum_j g_j \text{ a.e.} \implies g \in \mathcal{L}^1(\mathbb{R}),
\]
\( \{x \in \mathbb{R}; \sum_j |g_j(x)| = \infty\} \) is of measure zero
\[
\int g = \sum_j \int g_j, \quad \int |g| = \lim_{n \to \infty} \int |\sum_j g_j|, \quad \lim_{n \to \infty} \int |g - \sum_j g_j| = 0.
\]
- The space of null functions \( \mathcal{N} = \{f \in \mathcal{L}^1(\mathbb{R}); \int |f| = 0\} \) consists precisely of the functions vanishing almost everywhere, \( \mathcal{N} = \{f : \mathbb{R} \to \mathbb{C}; f = 0 \text{ a.e.}\} \).
- \( \mathcal{L}^1(\mathbb{R})/\mathcal{N} \) is a Banach space with \( L^1 \) norm.
- Montonicity for Lebesgue functions.
- Fatou’s Lemma.
• Dominated convergence.
• The Banach spaces $L^p(\mathbb{R}) = L^p(\mathbb{R})/\mathcal{N}$, $1 \leq p < \infty$.
• Measurable sets.