
,
"I
I.,
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±1 with1, then Var(X) < 1 with equality iff X

Hint: Condition on ITI.
3. Show that if P[lXI < 11
probability! .

Hint: Var(X) < EX2

4. Comparison of Bounds: Both the Hoeffding and Chebychev bounds are functions of n
and f. through ..jiif..

I,,'.
i~
,

(a) Show that the ratio of the Hoeffding function h( VilE) to the Chebychev function
e( Jii€) tends to°as Jii€ ~ 00 so that he) is arbitrarily better than en in the tails.

(b) Show that the normal approximation 24> ( V;€) - 1 gives lower results than h in

the tails if P[lXI < 1] = 1 because, if ,,2 < 1. 1 - <p(t) - <p(t)lt as t ~ 00.

Note: Hoeffding (1963) exhibits better bounds for known a 2 .

5. Suppose.\ : R ~ R has .\(0) ~ 0, is bounded, and has a hounded second derivative .\n.
Show that if Xl, ... , X n are i.i.d., EXl = f.L and Var Xl = 0-

2 < 00, then

I

",
"1!
"

E.\(X - 1') = .\'(0) ;'/!;+ 0 (~) as n --> 00.

Hint: JiiE(.\(IX -1,1)- .\(0)) = E>.'(O)JiiIX - 1'1 + E (";' (X - I')(X -I'?)

where IX - 1'1 < Ix - 1'1· The last term is < suPx I>." (x) 1,,2In and the first tends to
.\'(0)" f== Izl<p(z)dz by Remark B.7. 1(2).

Problems for Section 5,2

1. Using the notation of Theorern 5.2.1, show that

2. Let X" ... ,Xn be ij,d. N(I',,,2), Show that for all n > 1, all € >°
Sup p(••u) [IX -/,1 > ,] ~ 1.

u

Hint: Let (J ------) 00.

3, Establish (5.2.5).
Hint: Iiln - q(p)1 > € =} IPn - pi > w- l (€).

4. Let (Ui , V;), 1 < i < n, be i.i.d. - PEP.

(a) Let -y(P) = PIU, > 0, V, > OJ. Show that if P = N(O, 0,1,1, p), then

p ~ sin21l' (-Y(P) - ~).

•

J



Now

By compactness there is a finite number 81, .•. , Or of sphere centers such that
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(b) Deduce that if P is the bivariate normal distribution, then

Section 5,6 Problems and Complements

T

K n {e: Ie - eol > .\} c Us(ejJ(eJ )

j=l

Eo, inf{p(X, e') - p(X, eo) : e' E S(O, i (e))} > <.

-Show that the maximum contrast estimate 8 is consistent.
Hint: From continuity of p, (i). and the dominated convergence theorem,

lim Eo,sup{lp(X,e')-p(X,e)1 : e' E 5'(e,o)} =0
5_0

inf {~ t {p(X" 0) - p(Xi , eo)} : e E K n {I : IB - eol > .\}
n . 1

,~

(ii) Eo, inf{p(X, e) - p(X, eo) : Ie - eol > A} > 0 for some A < 00.

(Ii) Show that condition (5.2.14)(i),(ii) holds.
Hint: K can be taken as [-A, A], where A is an arbitrary positive and finite constant.

6. Prove that (5,2.14)(i) add (ii) suffice for consistency.

7. (Wald) Suppose e ~ p(X, e) is continuous, e E Rand

(i) For some «eo) > 0

Eo, sup{lp(X, e') - p(X, e)1 : Ie - e'l < ,(eo)} < 00.

where S(e, 0) is the 0 ball about e. Therefore. by the basic property of maximum contrast
estimates, for each e t- eo. and < > 0 there is o{0) > 0 such that

is a consistent estimate of p.

(c) Suppose p{P) is defined generally as Covp (U, V)j /VarpU Varp V for PEP ~

{P: EpU' + EpV' < 00, VarpUVarpV > O}. Show that the sample correlation
coefficient continues to be a consistent estimate of p(P) but p is no longer consistent.

5. Suppose Xl, ... ,Xn are i.i.d. N (/J, 05) where ao is known.

(a) Show that condition (5.2.8) fails even in this simplest case in which X ~ /J is clear.
Hint: sup 1.. ",n (Xi-J.l)2 _ (1 + (J.l-J.lO)2)) = o:J.

II. n Lt= 1 ".2 tTlr , ,
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> min {~tinf{p(Xi,O'l - p(X"Oo)}: B' E S(Bj,O(BJll}.
l<J$r n i=l

For r fixed apply the law of large numbers.

8. The condition of Problem 7(ii) can also fail. Let X~ be i.i.d. 1/(J.,L, (72). Compact sets
J( can be taken of the form {II'I < A, < < 17 < 1/<, < > OJ. Show that the log likelihood
tends to 00 as a ---+ 0 and the condition fails.

I

9. Indicate how the conditions of Problem 7 have to be changed to ensure uniform consis
tencyon K.

10. Extend the result of Problem 7 to the case () E RP, P > 1.
,

,,
~ ,

Problems for Section 5.3

I. Establish (5.3.9) in the exponential model of Example 5.3.1.

2. Establish (5.3.3) for j odd as follows:

(i) Suppose Xf, ... ,X~ are i.i.d. with the same distribution as Xl, ... ,Xn but inde
pendent of them, and let X' = n-1EX;. Then EIX - I'lj < EIX - X'i j .

,,
li
•

i
•,
I
II,

(ii) If ti are ij.d. and take the values ±1 with probability ~, and if CI, ... , en are con
stants, then by Jensen's inequality, for some constants M j ,

J

(iii) Condition on IXi - X;[, i = 1, ... , n, in (i) and apply (ii) to get

3. Establish (5.3.11).
Hint: See part (a) of the proof of Lemma 5.3.1.

4. Establish Theorem 5.3.2. Hint: Taylor expand and note that if i , + ... + id = m

1

d

< mm+1 L ElY. - 1'.lm

k=I

< Cmn-k / 2 .

d

E II(Y. - "d'
k=l

. t
(iv) E IL:~ 1(Xi - x;)I' < MjE [L:~ 1 (Xi - X;)2]' <

Mjn~ E [,; L:~ 1(Xi - X;) 2] , < Mjn~ E (,; L:!Xi - xW) <
I'lj·



and that 0 < Var(Xn < 00. Show that if m = .\k for some .\ > 0 and

JI«k+m) [()/ ]2 2Ck,m = 1 + km ZI-a, K, = Var Xl -/-LI 0'1 ,/-LI = E(Xt}, 0'1 = Var(Xd·

349

m

a~l, ... ,a~d < [max(al"" ,ad)]m < L aj
j=1

m

m

<mm-ILaj.
)=1

sup{ IE( X;c> ... , X;,) I : i" ... , i,; j = 1, ... ,n} ~ EIX,I.

EIX, - pli ~ E{IX, ~ iLl' I IXli > liLl}P(lXd > 11,1)

+E{IX, ~ iLli I IX, I< liLl}P(IXd < liLl)·

Suppose ad > 0, 1 < j < m, L~=1 i j = m then

Section 5.6 Problems and Complements

6. Show that if EIXlii < 00, j > 2. then EIX, ~ iLli < 2i EIX,I)
Hint: By the iterated expectation theorem

5. Let XI,"" X n be i.i.d. R valued with EX1 = O. Show that

7. Establish 5.3.28.

8. LetX1"",Xn1 bei.i.d. FandYi""'Yn2 bei.i.d. G,andsupposetheX'sandY's
are independent.

(a) Show that if F and G are N(iL"af) and N(iL2,aD, respectively, theu the LR
test of H : o-r = a~ versus K : af =I a~ is based on the statistic s1 / s~, where s1 =
(n, -1)-'2:7' ,(X; ~ xl", s~ ~ (n2 - 1)-'2:7' ,(l'i - r'j".

(b) Show that when F and G are nonnal as in part (a), then (sVaf)/(s~/a~) has an
.Fk,m distribution with k = nl - 1 and 'In = n2 - l-

(e) Now suppose that F and G are not necessarily nonnal but that

Then, under H : Var(Xtl ~ Var(Y,), P(sll s~ < Ck.m) ~ 1 ~ a as k ~ 00.

(d) Let Ck,m be Ck,m with K, replaced by its method of moments estimate. Show that
under the assumptions of part (c), if a < EXr < 00, PH(st!s~ < Ck,Tn) --+ 1 - a as
k -----t 00.
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i'

,,
~

,.,,

..
•,
,

!,,
•,
I

I
I

II,

,,

(e) Next drop the assumption that G E g. Instead assume that 0 < Var(Y?) < x.
Under the assumptions of part (c), use a normal approximation to tind an approximate
critical value qk.m (depending on ~'l ~ Var[(X I - I' ill"rI' and "2 = Var[(X, - 1'2)1"2)'
such that PH(SI!S~ < Qk,lIl) ----+ 1 - a as k - 00.

(0 Let iik,m be qk,m with KI and K2 replaced by their method of moment estimates.
Show that under the assumptions of part (e), if 0 < EX~ < 00 and 0 < Eyl8 < 00, then
P(sUs~ < qk,m) --+ 1 - a: as k ---+ 00.

9. In Example 5.3.6, show that

(a) If 1'1 = 1'2 ~ 0, "1 = "2 = I, jn((C - p), (iJl- I), (iJi - I))T has the same
asymptotic distribution as n~ [n- l EXiYi - p, n- 1EX; - I, n- l EY? - 1JT.

(b) If (X, Y) ~ N(I'I,Il2, ,,1, "i, p), then jn(r' - p') ~ N(O, 4p' (I - p')') and,
if p i' 0, then jn(r - p) ~ N(O, (I _ P')').

(cj Show that if p = 0, jn(r - p) ~ N(O, 1).
Hint: Use the centra] limit theorem and Slutsky's theorem. Without loss of generality,

JLl = JL2 = 0, err = eri = 1.

10. Show that 4log (~+~) is the variance stabilizing transfonnation for the correlation

coefficient in Example 5.3.6.

H · /. W ' 1 - 1 ( 1 + ' )En. nte (l pP - 2" I-p I+p"

11. In survey sampling the model-based approach postulates that the population
{Xl," . . ,XN} or {(uI,xd,".", (UN,XN)} we are interested in is itself a sample from a
superpopulation that is known up to parameters; that is, there exists T I ," •. , TN i.i.d. Po,
() E e such that Ti = ti where ti = (ui,xd, i = 1, ... ,N. In particular, suppose in
the context of Example 3.4.1 that we use Til, ... , Tin' which we have sampled at random

from {tI, ... , tN }, to estimate Ii =~ E~ 1 Xi. Without loss ofgenerality, suppose i j = j,
1 < j < n. Consider as estimates

( I') X = x,+,,+xn when T = (" X)n ,- U t , t"

~ --- -
(ii) X R = bopt(U - iL) as in Example 3.4.1.

Show that, if ~ -t ,\ as N -t 00, 0 < ,\ < 1, and if EX; < 00 (in the supennodel),
then

(a) jn(X - x) ~ N(O, 7 2 (1 - A») where 7
2 = Var(XIl.

(b) Suppose Po is such that X I = bUi+t:i, i = I, ... , N where the t:i are i.i.d., Et:i = 0,

Var(€,) =a2 < 00 and Var(U) > 0. Show that jn(XR-x) ~N(0,(I_A)a2),,,2< 7'.

Hint: (a) X - Ii = (1- ~) (X - XC) wHere XC = N~n Et n+l Xi.
~ -

(b) Use the delta method for the multivariate case and note (bopt - b)(U - iL)
•op(n-'),

i
],

•

J.._-------------------------



17. Suppose XI, ... , X n are independent, each with Hardy-Weinberg frequency function
f given by
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12. (a) Suppose that Ely,,3 < 00. Show that IE(Y. - i'a)(Yb - i'b)(Yc - i'c) I < Mn-'.

(h) Deduce fonnula (5.3.14).
Hint: If U is independent of (V, W), EU = 0, E(WV) < 00, then E(UVW) = O.

13. Let Sn have a X~ distribution.

(a) Show that if n is large, ..;s;: - y'ri has approximately aN(0, !) distribution. This
is known as Fisher's approximation.

(h) From (a) deduce the approximation P[Sn < xl '" 1>( v'2X - v'2rl).

(c) Compare the approximation of (b) with the central limit approximation P[Sn <
xl = 1'((x - n)/v'2rl) and the exact values of PISn < xl from the X' table for x = XO.90,

X = XO.99, n = 5,10,25. Here x q denotes the qth quantile of the X; distribution.

14. Suppose X 1l ... , X n is a sample from a population with mean j1" variance (72, and
third central moment j1,3' Justify fonnally

Hint: Use (5.3.12).

15. It can be shown (under suitable conditions) that the nonnal approximation to the distri
bution of h(X) improves as the coefficient of skewness 'Y1 n of heX) diminishes.

(a) Use this fact and Problem 5.3.14 to explain the numerical results of Problem
5.3.13(c).

(b) Let Sn ,...... X~. The following approximation to the distribution of Sn (due to Wilson
and Hilferty, 1931) is found to be excellent

Use (5.3.6) to explain why.

16. Normalizing Transformation for the Poisson Distribution. Suppose X II ••• l X n is a
sample from a peA) distrihution.

(a) Show that the only transformations h that make E[h(X) - E{h(X))1' = 0 to terms
up to order l/n' for all A > 0 are of the form h{t) ~ ct'!3 + d.

(h) Use (a) to justify the approximation



,
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x 101 I f 2f(x) 02 20(1-0) (1-0)2

,

where°< e< 1.

(a) Find an approximation to P[X < tJ in terms of fJ and t.

(b) Find an approximation to P[JX' < t] in terms of 0 and t.

(e) What is the approximate distribution of Vr'(X -- 1') + X2 , where I' = E(X,)?

18. Variance Stabilizing Transfo111U1tion for the Binomial Distribution. Let X I, ... , X n
be the indicators of n binomial trials with probability of success B. Show that the only
variance stabilizing transformation h such that h(O) = 0, h(l) = I, and h'(t) > °for all t,
is given by h(t) = (2/1r) sin-' (Yt).

19. Justify fonnally the following expressions for the moments of h(X, Y) where
(X" Yi), ... , (Xn,Yn) is a sample from a bivariate population with E(X) ~ 1'1, E(Y) =
1'2, Var(X) = 171. Var(Y) = C7~, Cov(X, Y) ~ p!7IC72.

(a)

(b)

•,

Var(h(X, V)) '" ~{[hl(1",1'2)]2177n
+2h, (1'1, 1'2)h2(1'1, 1'2)pC7,172 + [h2(1'l, 1'2)]2C7n+ O(n-2)

•
•

i,
I
I

where
a a

h,(x,y) = axh(x,y), h2(x,y) = ayh(x,y).

Hint: h(X, Y) - h(l'l, 1'2) = h, (1'1, 1'2)(X - I'll + h2(1'1, 1'2)(Y - 1'2) + O(n-').

20. Let Bm,n have a beta distribution with parameters m and n, which are integers. Show
that ifm and n are both tending to oc in such a way that m/(m + n) ---> a, 0< a < I,
then

P [vm + n (Bm.n m/(m + n») < x] ---> 'li(x).
v'a(l- a)

. - - - --1
Hmt: Use Bm,n = (mX/nY)i1 + (mX/nY)] where Xl, ... ,Xm, Y" ... ,Yn are

independent standard eXJX>nentials.

21. Show directly using Problem B.2.5 that under the conditions of the previous problem,
if m/(m + n) - a tends to zero at the rate I/(m + n)2, then

m a(l- a)
E(Bmn ) = , Var Bmn = +Rmn

'm+n 'm+n '

where Rm,n tends to zero at the rate I/(m + n)2.

<
<,
i

I

•
j

b _
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23. Suppose that Xl, ... , X n is a sample from a population and that h is a real-valued func
tion 01 X whose derivatives of order k are denoted by h(k), k > I. Suppose IM41(x)1 < M
for all x and some constant M and suppose that J.l4 is finite. Show that Eh(X)
h(J1.) + ~h(2)(J1.) + ": + Rn where IRnl < M31(J1.)1J1.3 1/6n2 + M(J1.4 + 3o.2)/24n2

Hint:

Therefore.

where Rn / yin -+ 0 as in n -+ 00. Recall Stirling's approximation:

22. Let Sn "-' X~. Usc Stirling's approximation and Problem 8.2.4 to give a directjustifi
cation of

(It may be shown but is not required that [y'nR" I is bounded.)

24. Let Xl, ... 1 X n be a sample from a population with mean J.l and variance (J2 < 00.

Suppose h has a second derivative h<2) continuous at IJ, and that h(1)(J.l) = o.

(a) Show that y'n[h(X) - h(J1.)] ~°while n[h(X -h(J1.)] is asymptotically distributed
as ~h(2)(J1.),,2V where V ~ XI.

(b) Use part (a) to show that when J1. = ~, n[X(I - X2 - J1.(1- J1.)] !:. _,,2V with
V "-' xi. Give an approximation to the distribution of X (1 - X) in tenns of the xi
distribution function when J.l = ~.

25. Let Xl>"" X n be a sample Irom a population with ()'2 = Var(X) < 00, J1. = E(X)
and let T = X2 be an estimate of 112

.

(a) When J1. "f 0, find the asymptotic distribution of y'n(T- J1.2) using the delta method.

(b) When J1. = 0, find the asymptotic distrintion of nT nsing P(nT < t) = p(-Vi <
y'nX < Vi). Compare your answer to the answer in part (a).

(e) Fiud the limiting laws of y'n(X - J1.)2 and n(X - J1.)2.




