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Hint: Condition on |T|.

3. Show that if P||X] < 1] = 1, then Var(X) < 1 with equality iff X = 31 with
probability %
Hint: Var(X) < EX2.

4, Comparison of Bounds: Both the Hoeffding and Chebychev bounds are functions of n
and ¢ through /ne.

(a) Show that the ratio of the Hoeffding function h{./n¢) to the Chebychev function
c¢(\/ne) tends to 0 as y/ne — 00 so that h(-) is arbitrarily better than c(-) in the tails.

(b) Show that the normal approximation 2& (‘“’fﬁ

the tails if P[|X| < 1] = 1 because, if 62 < 1,1 — ®(t) ~ ©(t)/t as t — oo.
Note: Hoeffding (1963) exhibits better bounds for known o2,

3. Suppose A : B — Rhas A{0) = 0, 1s bounded, and has a bounded second derivative A",
Show that if X1,..., X, are i.i.d., EX, = g and Var X1 = ¢2 < o0, then

EXMX — \/_\f (—) asm — 0o,

Hint: /aEOX = pl) = M0)) = EN(O)VAIX — pl + E (5(X - u)(X — p)?)

where |)? 1] < 1X — p|. The last term is < sup, |A”{z)|0?/n and the first tends to
Jo [ |z|r,a )dz by Remark B.7.1(2).

) — 1 gives lower results than h In

Problems for Section 5.2

1. Using the notation of Theorem 5.2.1, show that

sup{Po (|5, — p| > &) : p € 8§} < k/dnd?.

2.Let X1,..., X beiid N(u,o?). Show that foralln > 1, alle > 0

SupP(Mﬂ.]HX- — | > e =1.

Hint: Let o — o0,

3. Establish (5.2.5).
Hint: |g, — q(p)| > € = [pn — p| = w™(€).

4. Let (U, Vi),1< i< n,beiid. ~ P P.
(a) Let v(P) = P[U; > 0, V4 > 0]. Show that if P = A/(0,0, 1,1, p), then

p = sin 20 (T(P) _ }1) |
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(b) Deduce that if P is the bivariate normal distribution, then

p = sin {271* (% i {X; > X)1(Y; > ?)) }

1=

is a consistent estimate of p.

(c) Suppose p{ P) is defined generally as Covp (U, V) //Varpl VarpV for P € P =
{P : EplU? + EpV* < oo, VarpU VarpV > 0}. Show that the sample correlation
coefficient continues to be a consistent estimate of p(F) but p is no longer consistent.

5. Suppose X1, ..., X, are L.id. N{u, cf) where og is known.

(a) Show that condition (5.2.8) fails even in this simplest case in which X il 1 1s clear.
Hint: Sllp“ ‘;1; Zﬂ ((X:'—EH)? B (1 + {#—ﬁﬂ)i))‘ = O,

=1 ..;:rﬂI ﬂ'ﬂ

(b) Show that condition (5.2.14)(i),(i1) holds.
Hint: K can be taken as |[—A, A], where A is an arbitrary positive and finite constant,

6. Prove that (5.2.14)(i) and (ii) suffice for consistency.
7. (Wald) Suppose 8 — p(X, 8) is continuous, & € R and

(i) For some €(6y) > 0

Eg, sup{|p(X,6') — p(X,8)| : 16 — 8'| < ()} < o0
(i1y Ey, inf{p(X,8) — p(X,00) : |6 —0o| = A} > 0 for some A < 0.

Show that the maximum contrast estimate & is consistent.
Hint: From continuity of p, (i}, and the dominated convergence theorem,

lim Eg, sup{}p(X, ) — p(X,6)| : 6" € §(6,8)} =0

where S(8,4) is thé § ball about 8. Therefore, by the basic property of maximum contrast
estimates, for each 8 # 8y, and ¢ > Q there is 6(f) > 0 suchthat

Egy inf{p(X,0') — p(X,60) : 6 € S(6,i(8))} > e.
By compactness there is a finite number &y, . . ., 8, of sphere centers such that
Kn{e:16—60l =2}y | S8:.608,)).
g=1

Now

inf {;11- Z{p(Xﬁﬂ) —p(X,600)}: 8 Kn{t |08 > /\}

i=1
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> min {— > inf{p(X:,8") — p(X,00)} : 0 € 5(6’;~5('9.a))} -

i=1
For r fixed apply the law of large numbers.

8. The condition of Problem 7(ii} can also fail. Let X, be i.i.d. M(u, o). Compact sets
K can be taken of the form {|u| < A,e € 0 < 1/e, € > 0}. Show that the log likelihood
tends 1o oo as ¢ — 0 and the condition fails.

9. Indicate how the conditions of Problem 7 have to be changed to ensure uniform consis-
tency on K.

10. Extend the result of Problem 7 to the case § € RP, p > 1.

Problems for Section 5.3
1. Establish {3.3.9) in the exponential model of Example 5.3.1.
2. Establish (5.3.3) for 7 odd as follows:

(i) Suppose Xi,..., X}, are i.i.d. with the same distribution as X, ..., X, but inde-
pendent of them, and let X’ = n~'ZX/. Then E|X — u < E|X — X'|V.

(i) If ¢; are i.i.d. and take the values +1 with probability %, and if ¢1,..., ¢, are con-
stants, then by Jensen’s inequality, for some constants A{;,

e

! 7 , Tt j+1 n
E Zcifg < EF (qui) < M; (Zc?)
|

=1 =1

(iii) Condition on [X; — X!|,7=1,...,n, in (i) and apply (ii) to get

: b
(V) B0, (X - X)) < ME [0, (X — X))?]* <

M;ntE [ S (X — XD < MindE (L T1X - XIF) < MjndE|X, -
ul.

3. Establish (5.3.11).
Hint: See part (a) of the proof of Lemma 5.3.1.

4, Establish Theorem 5.3.2. Hint: Taylor expand and note that if ¢, +-- -+ i =m

d d
E([[ (¥ — )| < m™ ' > " E[Ve — o™
< Cn %2

e Dol bt Bt b o e e i T o o L - .. P
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Supposeag > 0,1 < 3 <m, ELI 1; = m then

i i
al',...,a% < [max{a;,...,aq)]™ < Zaj
=1
mt
< m™! Za;?‘.
3=1

S.Let Xy,..., X, belid R valued with £X; = (. Show that

sup{ | E(Xiy, .-, X4, )| 201, -- -, 4557 = 1,...,n} = E|X4].

6. Show that if E) X |7 < oc, 7 > 2,then E| X, — p|? < 27E[X,|7.
Hint: By the iterated expectation theorem
E|X,—pP = E{| X1 —p | 1X1] = lul}P(X1] > |ul)
+E{| X1 — ul? | |Xa] < [P X1] < |u)).

7. Establish 5.3.28.

8. Let Xy,...,X,, beiid FandYy,...,Y,, beiid G, and suppose the X's and Y's
are independent,

(a) Show that if F and G are N(u,07) and N (i, 03), respectively, then the LR

test of H : 0% = o2 versus K : o # o2 is based on the statistic s%/s3, where s? =

(n = )70 (X — X)2% 85 = (ne — 1)1 3072, (V; - Y2,

(b) Show that when F and G are normal as in part (a), then (s2/0?)/(s3/02) has an
Fi.m distabution with k = ny — 1 and m = ny — 1.

(¢) Now suppose that I’ and (& are not necessarily normal but that

Gegz{F(‘;“):aeR,mo}

and that 0 < Var(X?) < oo. Show that if m = Ak for some )\ > 0 and

Kk
Cekm = 1+ \/ ( k;m)ﬂl_ﬂ} k= VB.I'[(X]_ ‘—pil)/{.'fl]g, i = E(Xl), J% — VE.I'(XI)

Then, under H : Var{X;) = Var(Y1), P(s2/52 < Cxm) — 1 —a as k — oo.

(d) Let ¢k ., be ¢, with & replaced by its method of moments estimate. Show that
under the assumptions of part (¢), if 0 < EX{ < oo, Py(s3/s3 < Ckm) = 1 —a as
k — oo.
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(¢} Next drop the assumption that G € G. Instead assume that 0 < Var{Y?*) < oc.
Under the assumptions of part (¢), use a normal approximation to find an approximate
critical value gy ,, (dependingon = Var[( X, — ;) /01]* and K2 = Var[{ Xo — us)/ 03]
such that PH(S?/Sg S Gram) &1 —aask — x.

(f) Let gi . be g m with k1 and k3 replaced by their method of moment estimates,

Show that under the assumptions of part (e), if 0 < FX? < oo and 0 < EY? < oo, then
P(s%/sg <qem)— 1l—aask — oo,

9. In Example 5.3.6, show that

@Ifp = pp=0,01 =03 = 1, Va((C — p), (62 — 1), (5% — 1))T has the same
asymptotic distribution as n2 [n~1XX,Y; — p,n~ X2 — 1, n~12Y2 — 1JT

MY If (X,Y) ~ N(p, g2, 0%, 0%, p), then \/a(r? — p2) 5 N(0,4p%(1 - p)?) and,
if p# 0, then /r{r — p) = N (0, (1 — p*)%).

(¢) Show that if p = 0, v/r(r — p) — N(0, 1).

Hint: Use the ce:ntra] limit theorem and Slutsky’s theorem. Without loss of generality,
pr=p2=0,0{ =035 =1

10. Show that -é— log (%Ep) is the variance stabilizing transformation for the correlation
coefficient in Example 5.3.6.

Hint: Wl'ltﬂ:—lﬂ*jg=%(1 my +m)

11. In survey sampling the model-based approach postulates that the population
{z1,...,xn} or {{uy,21),...,{un,xNn)} we are interested in is itself a sample from a
superpopulation that 1s known up to parameters; that 1s, there exists 17, ..., Ty 1.1.d. Py,
€ B such that 7; = ¢; where {; = (u;,x;), ¢ = 1,..., N, In particular, suppose in
the context of Example 3.4.1 that weuse T, ..., 7; , which we have sampled at random
from {t;,...,tn}, toestimate T = + Zf: | Ti. Without loss of generality, suppose ¢; = j,
1 < j < n. Consider as estimates

(i) X = 2=t Xn when T; = (U, X)),

(i1) XR = Eﬂpt(ff — ) as in Example 3.4.1,

Show that, if £ —» Aas N — o0, 0 < A < 1, and if EX? < oo (in the supermodel),
then

(a) V(X — ) £ N0, 72(1 — A)) whete 72 = Var(X).

(b) Suppose Fp 1s suchthat X; = oU;+¢;,1=1,... | N whf:rf.: thee; are 1.1.d., Fre; = 0,
Var(e;) = 02 < oo and Var(L/) > 0. Show that /n(Xg —a‘:) 5 N(U (1-A)o?), 0% < 72,

Hint: (@ X —z={1- ) (X — X°) where X° = i zjt_ﬂﬂ X;.

(b) Use the delta method for the multivariate case and note (bﬂpt — b (U — 7)) =

0p(n"2).
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12. (a) Suppose that E|Y ] < oo. Show that |[E(Y, — o (Y — pe (Ve — )| < Mn—2,

(b) Deduce formula {5.3.14).
Hint: If U is independent of (V, W), EU = 0, E(WV) < oo, then E(UVW) = 0.

13, Let S, have a 2 distribution,

(a) Show that if = is large, /S, — /7 has approximately a N (0, %) distribution. This
is known as Fisher's approximation.

(b) From (a) deduce the approximation P[5, < z| = ®(/2x — v/2n).

(¢} Compare the approximation of (b) with the central limit approximation P[S, <
z] = ®((z —n)/v/2n) and the exact values of P[5, < z] from the x* table for z = z4.g0,
T = Zo.99, 7 = O, 10, 25. Herc z4 denotes the gth quantile of the xi distribution.

2

14. Suppose X;,..., X, is a sample from a population with mean u, vanance ¢*, and

third central moment p3. Justify formally

3

172

EIB(X) ~ B(X)P = [ (s + b () [ (0)Po* +0(n™).

Hint: Use (5.3.12).

15. It can be shown (under suitable conditions) that the normal approximation to the distri-
bution of (X ) improves as the coefficient of skewness vy, of A{ X ) diminishes.

(a) Use this fact and Problem 5.3.14 to explain the numerical results of Problem
5.3.13(c).

(b) Let S,, ~ x%. The following approxXimation to the distribution of S,, (due to Wilson
and Hilferty, 1931) 1s found to be excellent

P[Snﬁ_‘:m]x@{[(g)m1+g%} \/?}

Use (5.3.6} to explain why.

16. Normalizing Transformation for the Poisson Distribution. Suppose X,..., X, 1s a
sample from a P(A) distnibution,

(a) Show that the only transformations A that make E[A(X) — E(h(X))]® = 0 to terms
up to order 1/n? for all X > 0 are of the form h{t) = ct?/° 4 d.

(b) Use (a) to justify the approximation

st mo url(52)"" ] 20}
n n 3

17. Suppose Xy, ..., X, are independent, each with Hardy-Weinberg frequency function
f given by
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T { 0 | 1 | 9
flz) | 8% 2001-6) | (1-6)

where 0 < 6 < 1.

(a) Find an approximation to Pf)f < t} in terms of # and .

(b) Find an approximation to P:\/f < t] in terms of @ and t.
(c) What is the approximate distribution of \/n(X - p) + X2, where o = E(X 1)?

18. Variance Stabilizing Transformation for the Binomial Distribution. Let X, ... , X
be the indicators of n binomial trials with probability of success §. Show that the nnly
vanance stabilizing transformation A such that £(0) = 0, A(1) = 1, and A'(t) > 0 for all £,

is given by h(t) = (2/7)sin~! (V7).

19. Justify formally the following expressions for the moments of h(X,Y) where
(X1, Y1), ..., (X ny Yn)isa sample from a bivariate population with F(X) = p;, E(Y) =
{2, Var(X) = g1, Var(Y) = o2, Cov(X,Y) = poi 0.

(a)

[ o ERLC N -
-F.as

E(h(X,¥)) = b, 1)2) + 0(n™")

(b)

Var(h(X,7)) = ~ ([t p2)f?
+2h1 (g1, p2)ha(e1, p2}po102 + [ha(py, p2)°0s} + 0(n=2)

where 3 p
hl(m:y) — ah(miy)m h2(I! y) = @h(mzy)

Hini: h'(-j:*: ?) — h(}”’] 3 .“'2) = h](,u] 3 ﬂZ}(X - .ufl) + hﬂ(”l ) »“‘2)(? — a“‘ﬂ) + 0(”‘_1)'

20. Let By, », have a beta distribution with parameters m and n, which are integers. Show
that if rn and 7 are both tending to oo in such a way that m/(m+n) - a,0<a<l,
then

(B — m/(m +n) _
Flvmtn Va(l — a) B

Hint: Use B, p, = (m-.anY)[l + (mX /Y] where Xy, ..., X, Y:,...,Y, are
independent standard exponentials.

— P(x).

21. Show directly using Problem B.2.5 that under the conditions of the previous problem,
if m/(m + n) — o tends to zero at the rate 1/(m + n)?, then

1 —
m Vaerﬂ-—a( o)

E(Bm’“)=m+n m+n

+ an‘ﬂ

where R,,, ,, tends to zero at the rate 1/(m + n)2.
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22, Let §,, ~ Xi- Use Stirting’s approximation and Problem B.2.4 to give a direct justifi-

cation of
E(+/S.)=+vn+R,

where R, /+/n — ( as in n — oc. Recall Stirling's approximation:
Tp+1)/( 2?re_ppp+%) — las p — oo.

(It may be shown but is not required that |\/nR,,| is bounded.)

23. Suppose that X, ..., X, 1s a sample from a population and that £ 1s a real-valued func-

tion of X whose derivatives of order k are denoted by (%), k > 1. Suppose |h(4}(:1:)| <M

for all z and some constant A/ and suppose that 4 is finite. Show that Eh(X) =

h{p) + 33 (1) + L; + R, where |R,,| < A (u){u3]/6n2 + M(ug + 302)/24n2,
Hint:

h(2) RB3) (4 M
h(z) - () ~ KO ()(z - ) = (@ — - L ol <« Mg s
Therefore,
_ _ A2 7 _
1K) = ) — KO@BE — )~ " B(E —
hi3) _ M _
2 6(‘“’”|E(X —u)’| + S B(X — )
< B ) lusl | M (pa + 30%)
+ :
- 6 n2 24 n?
24. Let X;,..., X, be a sample from a population with mean g and variance 02 < 0.

Suppose & has a second derivative 22} continuous at ;. and that 2(1) () = 0.

(a) Show that \/n[A(X)—=h(u)] — 0 while n[h(X —h(y)] is asymptotically distributed
as $h(®(u)o?V where V ~ x3.

(b) Use part (a) to show that when p = % n[X(1 - X) — p(1 — )] 5 _o?V with

V ~ ﬁ. Give an approximation to the distnibution of X (1 - X } 1n terms of the x%

distribution function when p = 3.

25. Let X1,..., X, be a sample from a population with 0% = Var(X) < oo, u = E(X)
and let T = X2 be an estimate of 32

(a) When p # 0, find the asymptotic distribution of +/7(T — 1:%) using the delta method.

(b) When g = 0, find the asymptotic distriution of nT" using P(nT < t) = P(—/t <
v1X < +/t). Compare your answer to the answer in part (a).

(¢) Find the limiting laws of /n{X — p)? and n(X — p)°.






