
,
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!
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9. Let Xl, ... ,Xn be a sample from a population with density

j,(x) a(O)h(x) if 0, < x < 0,

oothetwise

where h(x) > 0,0= (0,,0,) with -00 < 0, < 0, < 00, and a(O) = [J:" h(X)dXr'

is assumed to exist. Find a two-dimensional sufficient statistic for this problem and apply
your result to the U[()l, ()2] family of distributions.

10. Suppose Xl" .. , X n are U.d. with density I(x, 8) = ~e-lx-61. Show that (X{I),""

X(n», the order statistics, are minimal sufficient.

Hint: t,Lx(O) = - E~ ,sgn(Xi - 0), 0 't {X"" . , X n }, which determines X(I),

. ", X(n)'

11. Let X 1,X2, ... ,Xn be a sample from the unifonn, U(O,B). distribution. Show that
X(n) = max{Xii 1 < i < n} is minimal sufficient for O.

12. Dynkin, Lehmann, Scheffe's Theorem. Let P = {Po : () E e} where Po is discrete
concentrated on X = {x" x," .. }. Let p(x, 0) =p.[X = xl =Lx(O) > °on x, Show

that f:xx(~~) is minimial sufficient.
Hint: Apply the factorization theorem.

13. Suppose that X = (XlI" _, X n ) is a sample from a population with continuous distri­
bution function F(x). If F(x) is N(j1., ,,'), T(X) = (X, ,,'). where,,2 = n- l E(Xi ­

1')2, is sufficient, and S(X) ~ (XCI)"" ,Xin»' where XCi) = (X(i) - 1')/'" is "irrel­

evant" (ancillary) for (IL, a 2 ). However, S(X) is exactly what is needed to estimate the
"shape" of F(x) when F(x) is unknown. The shape of F is represented hy the equivalence
class F = {F((· - a)/b) : b > 0, a E R}. Thus a distribution G has the same shape as F
iff G E F. For instance, one "estimator" of this shape is the scaled empirical distribution
function

~

F,(x) jln, x(j) < x < x(i+1)' j = 1, . .. ,n-l

0, x < XCI)

1, x > x(n)-

I

'I
i,

~

Show that for fixed x, F,((x - x)/,,) converges in prohahility to F(x). Here we are using
F to represent :F because every member of:F can be obtained from F.

14. Kolmogorov's Theorem. We are given a regular model with e finite.

(a) Suppose that a statistic T(X) has the property that for any prior distribution on
9, the posterior distrihution of 9 depends on x only through T(x). Show that T(X) is
sufficient.

(b) Conversely show that if T(X) is sufficient, then, for any prior distribution, the
posterior distribution depends on x only through T(x).

I,
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(iii) p = TJ and p, 0", T are arbitrary.

87Section 1.7 Problems and Complements

4. Which of the following families of distributions are exponential families? (Prove or
disprove.)

(a) The U(O, 0) fumily

3. Let X be the number of failures before the first success in a sequence of Bernoulli trials
with probability nf success O. Then P, IX = k] = (I - 0)'0, k ~ 00 1,2, ... This is called
thc geometric distribution (9 (0».

(a) Show that the family of geometric distributions is a one-parameter exponential fam­
ily with T(x) ~ x.

(b) Deduce from Theorem 1.6.1 that if X lo '" oXn is a sample from 9(0), then the
distributions of L~ 1 Xi fonn a one-parameter exponential family.

(c) Show that E~ 1 Xi in part (b) has a negative binomial distribution with parameters

(noO)definedbyP,[L:71Xi = kJ = (n+~-I ) (1-0)'on,k~0,1,2o'" (The

negative binomial distribution is that of the number of failures before the nth success in a
sequence of Bernoulli trials with probability of success 0.)

Hint: By Theorem 1.6.1, P,[L:7 1Xi = kJ = c.(1 - o)'on. 0 < 0 < 1. If

1. Prove the assertions of Table 1.6.1.

2. Suppose X I, ... , X n is as in Problem 1.5.3. In each of the cases (a), (b) and (c), show
that the distribution of X fonns a one-parameter exponential family. Identify 'TI, B, T, and
h.

= I
'" CkW' = c(;-''--,)::-, 0 < W < I, thenL..J l-w n
k=O

(ii) (J = T and p, TI, (7 are arbitrary.

(i) p, TI, 0", T are arbitrary: -00 < p, TI < 00, a < (J, T.

Hint: Apply the factorization theorem.

15. Let X h .··, Xn be a sample from f(x -- 0), () E R. Show that the order statistics arc
minimal sufficient when / is the density Cauchy Itt) ~ I/Jr(1 + t 2

).

16. Let Xl,"" X rn ; Y1 ,· . " ~l be independently distributed according to N(p, (72) and
N(TI, 7 2 ), respectively. Find minimal sufficient statistics for the following three cases:

17. In Example 1.5.4. express tl as a function of Lx(O, 1) and Lx(l, I).



88 Statistical Models, Goals, and Performance Criteria Chapter 1

(b) p(.", 0) = {exp[-2Iog0+log(2x)]}I[XE (0,0)1

(c)p(x,O) = ~,xE {O.I +0, ... ,0.9+0j

(d) The N(O, 02 ) family, 0 > 0

(e)p(x,O) = 2(x + 0)/(1 + 20), 0 < x < 1,0> 0

(f) p(x,9) is the conditional frequency function of a binomial, B(n,O), variable X,
given that X > O.

5. Show that the following families of distributions are two-parameter exponential families
and identify the functions 1], B, T, and h.

(a) The beta family.

(b) The gamma family.

6. Let X have the Dirichlet distribution, D(a), of Problem 1.2.15.
Show the distribution of X form an r-parameter exponential family and identify fJl B, T,

and h.

7. Let X = ((XI, Y I), ... , (Xno Yn » be a sample from a bIvariate nonnal population.
Show that the distributions of X form a five-parameter exponential family and identify
'TJ, B, T, and h.

8. Show that the family of distributions ofExample 1.5.3 is not a one parameter eX(Xloential
family.

Hint: If it were. there would be a set A such that p(x, 0) > °on A for all O.

9. Prove the analogue of Theorem 1.6.1 for discrete k-parameter exponential families.

10. Suppose that f(x, B) is a positive density on the real line, which is continuous in x
for each 0 and such that if (XI, X 2) is a sample of size 2 from f(·, 0), then XI + X2
is sufficient for B. Show that f(·, B) corresponds to a one-arameter exponential family of
distributions with T(x) = x.

Hint: There exist functions g(t, 0), h(x" X2) such that log f(x" 0) + log f(X2, 0) =
g(xI + X2, 0) + h(XI, X2). Fix 00 and let r(x, 0) = log f(x, 0) - log f(x, 00), q(x, 0) =
g(x,O) - g(x,Oo). Then, q(xI + X2,0) = r(xI,O) +r(x2,0), and hence, [r(x" 0) ­
r(O, 0)1 + [r(x2, 0) - r(O, 0») = r(xi + X2, 0) - r(O, 0).

11. Use Theorems 1.6.2 and 1.6.3 to obtain moment-generating functions for the sufficient
statistics when sampling from the following distributions.

(a) normal, () ~ (ll,a2 )

(b) gamma. r(p, >.), 0 = >., p fixed

(c) binomial

(d) Poisson

(e) negative binomial (see Problem 1.6.3)

(0 gamma. r(p, >'). () = (p, >.).

- - --,- ------




