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where m = max(z1,...,%n), (b, 1) = }_;2,77°17 L b > L.

(b) Suppose that max(zy,...,Z,) = x; = mforall n. Show that 7{m | z1,...,2,) —
1 as n — oo whatever be a. Interpret this result.

5. In Example 1.2.1 suppose n is large and (1/7) 3.0 ; = T is not close to 0 or 1 and
the prior distribution is beta, 3(r, s). Justify the following approximation to the posterior
distribution
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where ® is the standard normal distnnbution function and
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Hint: Let 3(a, b) denote the posterior distribution. If ¢ and b are integers, then 3{a, b)
is the distribution of (aV /BW)[1 + (aV /6W)]|™!, whete V1,..., V,, W,.. ., W, are in-
dependent standard exponential. Next use the central lirnit theorern and Slutsky’s theorem.

6. Show that a conjugate family of distributions for the Poisson family 1s the gamma family.

7. Show rigorously using (1.2.8) that if in Example 1.1.1, D = N§ has a B(.V, my) distri-
bution, then the posterior distribution of D given X = kis thatof k + Z where Z has a
B(N — n,m) distribution.

8. Let (X, ..., X k) be asample from a population with density f(z | 8), 8 € ©. Let &
have prior density 7. Show that the conditional distribution of (8, X, 41, ..., Xp4x) glven
X1 =1x1,...,Xn = xp s thatof (Y,2Z,,...,2Z;) where the marginal distribution of Y
equals the posterior distributtion of @ given X = x,,..., X5 = Z,, and the conditional
distribution of the Z;’s given ¥ = ¢ is that of sample from the population with density

flz|t).

9. Show in Example 1.2.1 that the conditional distribution of & given > .., X; = k agrees
with the posterior distribution of 8 given X, = x1,...,X,, = z,, where > . . x; = k.

10. Suppose X1,..., X, is a sample with X; ~ p(x | ), a regular model and integrable
as a function of 8. Assume that A = {z : p(x | 6) > 0} does not involve 8.

(a) Show that the family of priors

where £; € Aand N € {1,2,...} is a conjugate family of prior distributions for p{(x | §)
and that the posterior distribution of € given X = x is

N
(0 |x) = przlﬁ//enp(&lﬁﬁ

i=1 1=1
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where N' = N+ nand (&,...,6n ) = (€1, . ., EN Z1s . . Tn).
(b) Use the result (a) to give (&) and 7(# | x) when

plx}6) = fexp{-bz}, 2>0,8>0

— () otherwise.

11. Let p(x | 8) = exp{~(x — 0}},0 < 0 < x and let 7(@) = 2exp{—26}, ¢ > 0. Find
the posterior density (6 | ).

12. Suppose p(x | 9) is the density of i.id. X,,..., X,, where X; ~ N (uo, 5}, o is
known, and 8 = o2 is (called) the precision of the distribution of X;.

(a) Show that p(x | §) gan exp (—%tﬂ) where t = 2% (X; — uo)? and  denotes
“proportional to” as a function of 8.

(b) Let 7(8) o 823D exp{ L8}, v > 0, A > 0,8 > 0. Find the posterior distri-
bution 7(# | x) and show that if A is an integer, given X, #(f + ») has a x3 +n, distribution.
Note that, unconditionally, #8 has a x% distribution.

{¢) Find the posterior distribution of .

13. Show that if X,..., X,, are i.i.d. AV(p,0°) and we formally put 7(p,0) = 2, then

the posterior density w(u | Z, s2) of p given (Z, s?) is such that ﬁfﬁ:—‘fl ~ tn—1. Here
52: ﬁZ(Xt—X)E B B

Hint: Given p and o, X and g* are independent with X ~ A(p,0%/n) and (n —
1)s% /0% ~ x2_,. This leads to p(F, 52 | i, 0%). Next use Bayes rule.

14. In a Bayesian model where X, ..., X, X+ arei.id. f(x | 0), @ ~ =, the predictive
distribution is the marginal distribution of X,,__,. The posterior predictive distribution is
the conditional distribution of X,, , ; given X;,..., X,.

(@) If f and 7 are the N (8, 0%) and N (6, 7$) densities, compute the predictive and
posterior predictive distribution.

(b) Discuss the behavior of the two predictive distributions as n — .

15. The Dirichlet distribution is a conjugate prior for the multinomial. The Dirichlet
distribution, D(a), & = (a1, ..., a.)7, @; > 0,1 < j < r, has density

F( ;:laj) T ! 0<u; <1 i 1
7 U.. 5 Uy , 'Hj = 1.
Hj:l F(a.?) =1 g i=1

Let N = (Vy,...,N,) be multinomial

fa(u) =

M(n,8), 8 = (6;,...,0,)7, 0<6; <1, > 6;=1.
j=1

4 ek A = L e = e s
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Show that if the prior #{8)} for 8 is D{a), then the posterior 7{@ | N = n) is D(«x + n),
where n = (n1,...,n,).

Probleins for Section 1.3

1. Suppose the possible states of nature are @, 85, the possible actions are a,, a2, a3, and
the loss function [{8, a) is given by

Na | a | ax | as
g0 112
- 2| 0| 1

Let X be a random variable with frequency function p{x, 8) given by

d\x 1 0 |
¢, p! (l—p)
62 | ¢ | (1-4q)
and let 8y, ..., dg be the decision rules of Table 1.3.3. Compute and plot the risk points
when
@p=g¢g=.1,
b)p=1-¢g=.1.
{c) Find the minimax rule among &, , .. ., dg for the preceding case (a).

(d) Suppose that & has prior 7(8,) = 0.5, 7(62) = 0.5. Find the Bayes rule for case
{a).

2. Suppose that in Example 1.3.5, a new buyer makes a bid and the loss function is changed
o

8\!‘1 a1 s | O3
8, 0t 71 4
g |12 1 [ 6

(a) Compute and plot the risk points in this case for eachrule 41, . .., d9 of Table 1.3.3.
(b) Find the minimax rule among {4, ...,dy}.
(¢} Find the minimax rule among the randomized rules.

(d) Suppose & has prior m(6,) = v, 7(62) = 1 — +. Find the Bayes rule when (i)
v = 0.5and (i) v = 0.1.

3. The problem of selecting the better of two treatments or of deciding whether the effect of
one treatment is beneficial or not often reduces to the problem of deciding whether 8 < 0,
¢ = 0 or @ > 0 for some parameter §. See Example 1.1.3. Let the actions corresponding to
deciding whether 8 < 0, 8 = 0 or 6 > 0 be denoted by —1, 0, 1, respectively and suppose
the loss function is given by (from Lehmann, 1957)
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el -1 10 1
<0 0 c|b+c
=0 b 0 b
>0tb+c|c 0
where b and ¢ are positive. Suppose X is a A/(8, 1) sample and consider the decision rule
6rs(X)= —-1 ifX <r
0 ifr<X<s
1 ifX >s.

(a) Show that the risk function is given by
R(0,6,s) = c®(Vn(r—-20))+b2(Vn(s~8)), <0
=  bd(\/ns) + b®(/nr), =0
= ¢®(/n(s—8))+b®(/n(r—8)), >0
where & = 1 — ®, and ® is the (0, 1) distribution function.
(b) Plot the risk function whenb =c¢=1,n =1 and

: . I
Dr=-s=-1,0)r = —53 = —1.
For what values of 8 does the procedure with r = —s = —1 have smaller risk than the

procedure with r = —%3 = —17

4. Stratified sampling. We want to estimate the mean u = E(X) of a population that
has been divided (stratified) into s mutually exclusive parts (strata) (e.g., geographic loca-
tions or age proups). Within the jth stratum we have a sample of 1.i.d. random variables
Xyj, .-, X534 =1,...,s, and a stratum sample mean X;; j = 1,...,s. We assume
that the s samples from different strata are independent. Suppose that the jth stratum has
100p, % of the population and that the jth stratum population mean and variances are p;
and cr?. Let N = E;Zl n; and consider the two estimators

g Ty 5
iy =N ZZXija Ha = Zf’j‘fj

where we assume that p;, 1 < 3 < s, are known.

(a) Compute the biases, variances, and MSEs of ity and pi2. How shouldn;,0 < 7 < s,
be chosen to make ji; unbiased?

(b) Neyman allocation. Assume that 0 < sz- < oo, 1 € § < s, are known {estimates
will be used in a Iater chapter). Show that the strata sample sizes that minimize M SFE/(ji2)
are given by

DrT% E—1

ng = Nz.ﬁ K
=1 P40

... (1.7.3)
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Hint: You may use a Lagrange mulnplier.
(c) Show that M SE (i) with ny. = pp N minus M 5 E(jz5) with ny given by (1.7.3) is
N1 Z;=1 pj(ﬂ‘j — 5‘)2, where 5 = Z_?:l PiT;.

5. Let X, and X, denote the sarmple mean and the sample median of the sample X; —
b, ..., Xn — b. If the parameters of interest are the population mean and median of X; — b,

respectively, show that M SE(X,) and M SE(X,) are the same for all values of b (the
MSEs of the sample mean and sample median are invarians with respect to shift).

6. Suppose that X;,..., X, are i.i.d. as X ~ F, that X is the median of the sample, and
that n is odd. We want to estimate “the” median v of I, where v is defined as a value
satisfying P(X < v) > 2and P(X > v) > 1.

(a) Find the MSE of X when

(1) Fisdiscrete with P(X = o) =P(X =¢)=p, P(X =b6) =1-2p,0 <p < 1,
a<b<ec.

Hint: Use Problem 1.3.5. The answer is MSE(}?) = [(a=0)2+ (c—b)*]P(S > k)
where k = .5(n + 1)and § ~ B(n, p).

(i1} F is uniform, 4(0, 1).
Hint: See Problem B.2.9,
(iit) F is normal, A'(0,1),n = 1,5,25, 75.

Hint: See Problem B.2.13. Use a numerical integration package.

(b) Compute the relativerisk RR = M .S E(}? )/MSE(X) in question (i) when b = 0,
a=—-ANb=Ap=.20 40,andn =1, 5, 15.

{c) Same as (b) except when n = 15, plot RRforp = .1,.2,.3, 4, .45,

(d) Find E|X — b| for the situation in (i). Also find E|X — b| when n = 1, and 2 and
compare it to E|X — b|.

(e} Compute the relative risks M SE( X } /M SE(X) in questions (ii) and (iii).
7. Let X, ..., X, be a sample from a population with values

0—2A 68— A,00+A0+24; A>0.

Each value has probability .2. Let X and X denote the sample mean and median, Suppose
that 7 is odd.

(a) Find M SE(X) and the relative risk RR = MSE(X)/MSE(X).

(b) Evaluate RR whenn =1, 3, 5.
Hins: By Problem 1.3.5, set § = 0 without loss of generality. Next note that the
distribution of X involves Bernoulli and multinomial trials.
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8. Let X1,..., X, be asample from a population with variance 02, 0 < 0% < oc.

(a) Show that 5% = (n — 1~y (X — X)? is an unbiased estimator of o“.
Hint. Write (X; — X)? = ([X; — u] = [X — u])?, then expand (X; — X)* keeping the
square brackets intact.

(b) Suppose X; ~ N (i, 0%).
(i) Show that MSE(s?) = 2(n — 1) Lo
(i) Let o3 = ¢ i, (Xi — X)*. Show that the value of ¢ that minimizes M SE(57) is
c=(n+1)"N

Hint for question (b): Recall (Theorem B.3.3) that 672 5°7_ (X; — X)? hasa x> _,
distribution. You may use the fact that £{ X; — 1)* = 302,

9. Let 8 denote the proportion of people working in a company who have a certain charac-
teristic {e.g., being left-handed). It 1s known that in the state where the company 1s located,
10% have the characteristic. A person in charge of ordering equipment needs to estimate 6
and uses

0 = (.2)(.10) + (8)F

where p = X /n 1s the proportion with the charactenistic in a sample of size n from the

e,

company. Find M SE(6) and MSE(p). If the true € is 8y, for what 8y is

Pk

MSE(@)/MSE(p) <17
Give the answer for n = 25 and n = 100.

10. In Problem 1.3.3(a) withd = ¢ = 1 and n = 1, suppose @ is discrete with frequency
function 7 (0) = = (—1) = 7 (3) = 3. Compute the Bayes risk of &, ; when
(A)r=—s—=-—1
(b)r= —%s = —1.
Which one of the rules is the beiter one from the Bayes point of view?

11. A decision rule § is said to be unbiased if
Ea(1(8,86(X))) < Eg(l(¢',6(X)))
for all 6,4’ € 6.

(a) Show that if 8 is real and I(#, 2) = (8 — &)?, then this definition coincides with the
definition of an unbiased estimate of 6.

(b) Show that i1f we use the U — 1 loss function in testing, then a test function is unbiased
in this sense if, and only if, the power function, defined by 5(8, §) = E4(8(X)), satisfies

B(6',8) > sup{B(8,8) : € € Sy},
forall @ € ©,.
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12. In Problem 1.3.3, show that if ¢ < b, 2 > 0, and
r o / \/_
- —8 = —Z )
’ b+c T

13. A (behavioral) randomized test of a hypothesis H is defined as any statistic ¢(X) such
that 0 < (X) < 1. The interpretation of  is the following. If X = x and {x) = 0
we decide g, if @(x) = 1, we decide O1; but if 0 < p(x)} < 1, we perform a Bernoulli
trial with probability ¢(Xx) of success and decide @ if we obtain a success and decide ©g

otherwise.
Define the nonrandomized test d,,, 0 < u« < I, by

0(X) = 1 ifp(X)2>u
= 0 if p(X) < .

then 4, ; is unbiased

Suppose that U/ ~ (0, 1) and is independent of X. Consider the following randomized
test 3: Observe U. If U = u, use the test J,,. Show that § agrees with ¢ in the sense that,

Pyl8(X) = 1] = 1 — P[6(X) = 0] = Eg((X)).

14. Convexity of the risk set. Suppose that the set of decision procedures is finite. Show that
if 61 and 42 are two randomized procedures, then, given 0 < « < 1, there 15 a randomized
procedure 3 such that R(8,03) = aR(8,6,) + (1 — a)R(8,62) for all 8.

15. Suppose that P;, (£) = 0 for some event B implies that F3(B) = O forall § € ©.
Further suppose that I(fy, ag) = 0. Show that the procedure 6( X) = g is admissible.

16. In Example 1.3.4, find the set of z where M SE(ji) < MSE(X). Your answer should
depend on n, 0% and & = | — g

17. In Example 1.3.4, consider the estimator
fiy = wpo + (1 — w) X,
Ifn,0? and § = | — po| are known,
(a) find the value of wq that minimizes M SE (i, ),

(b} find the minimum relative risk of Zi,, to X.

18. For Example 1.1.1, consider the loss function (1.3.1) and let 4 be the decision rule
“reject the shipment iff X > k7

(a) Show that the risk is given by {1.3.7).
MIN=10,s=r =16, =.1,and k = 3, plot B(#, 6x) as a function of 6.
(¢) Same as (b) except & = 2. Compare Jo and 83.

19. Consider a decision problem with the possible states of nature 8; and 62, and possible
actions ¢; and a,. Suppose the loss function €(8, a) is






