
where q. is the standard normal distribution function and
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where {i E A and N E {l,2, ... } is a conjugate family of prior distributions for p(x I8)
and that the posterior distribution of () given X = x is

_ n _ T -2 ;;(1-;;)
J.1= n+r+s x + n+r+s' a = n+r+s

wherern = max(xl, ... ,J:n),c(b,f) = [~;"'tF·t',b> 1.

(b) Suppose that max(xl, ... , Xn) = Xl = m for all n. Show that ?T(m IXl, ... , Xn) --+

1 as n --+ 00 whatever be a. Interpret this result.

5. In Example 1.2.1 suppose n is large and (1 In) E~ I Xi = X is not close to 0 or 1 and
the prior distribution is beta, f3(r, s). Justify the following approximation to the posterior
distribution

Hint: Let!3(a, b) denote the posterior distribution. If a and b are integers, then !3(a, b)
is the distribution of (aV loW)[1 + (aVIbW)]-t, where VI,'" , Va' W t , .. . , W. are in­
dependent standard exponential. Next use the central limit theorem and Slutsky's theorem.

6. Show that a conjugate family of distributions for the Poisson family is the gamma family.

7, Show rigorously using (1.2.8) that if in Example 1.1.1, D = NO has a B(N, 11'0) distri­
bution. then the posterior distribution of D given X = k is that of k + Z where Z has a
B(N - n, 11'0) distribution.

S, Let (XI, ... , X n+k ) be a sample from a population with density f(x I0),0 E e. Let 9
have prior density 1r. Show that the conditional distribution of (6, X n+ Il ... I Xn+k) given

. XI = XI,.··, Xn = Xn is that of (Y, ZI,"" Zk) where the marginal distribution of Y
equals the posterior distribution of 6 given Xl = Xl, ...• X n = Xn' and the conditional
distribution of the Zi'S given Y = t is that of sample from the population with density
f(x I f).

9. Show in Example 1.2.1 that the conditional distribution of 6 given E; I Xi = k agrees
with the posterior distribution of 6 given X I = Xl •...• X n = Xn, where E~ 1 Xi = k.

10. Suppose Xl,." ,Xn is a sample with Xi '"'-' p(x I (}), a regular model and integrable
as a function of O. Assume that A = {x : p(x I8) > O} does not involve O.

(a) Show that the family of priors
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I
where N' ~ N + nand ({;, ... , (;.,) ~ ({" ... , (N, Xl ..... x n ).

(b) Use the result (a) to give 7t(0) and 7t(0 I x) when

pix I 0) Oexp{ -Ox}, x> 0, 0> 0

aotherwise.

11. Letp(x I OJ =exp{-(x-O)},O < 0 < x and let7t(O) = 2exp{-20}, 0 > O. Find
the posterior density 7t(0 Ix).

12. Suppose p(x I 0) is the density of i.i,d. X 1, ... 1 X n, where Xi 'V ./If (Ito, i), po is
known, and () = a-2 is (called) the precision of the distribution of Xi.

(a) Show that p(x I0) ()( 04 n exp (-~tO) where t = ~~ l(Xi - 1"0)2 and ()( denotes
"proportional to" as a function of 8,

(b) Let 7t(0) ()( 04 (>-2) exp { - ~vO}, v > 0, ,\ > 0; 0 > O. Find the posterior distri­
bution 7f(() Ix) and show that if>' is an integer, given x, O(t + v) has a X~+n distribution.
Note that, unconditionally, vB has a XX distribution.

(c) Find the posterior distribution of 0".

13. Show that if Xl, ... ,X n are i.i.d. N(I", ,,2) and we formally put 7t(I",") ~ ,;, then

the posterior density ~(J-t I X, 52) of J1. given (x, 8 2) is such that vn(p.~X) '" tn-I. Here
52 = _1_ "'(X _ X)2

n-I I...J t •

HinJ: Given I" and ". X and 5' are independent with X ~ N(I","Z In) and (n­
1)S2/q 2 '" X~-l' This leads to p(x, 82 I fL, (12). Next use Bayes rule.

14. In a Bayesian model whereXl , .. . ,Xn,Xn+l arei.i.d. I(x I (J),6 ""' 1r, the predictive
distribution is the marginal distribution of X n+l . The posterior predictive distribution is
the conditional distribution of X n+l given Xl, ... , X n.

(a) If f and 7t are the N(O, "5) and N(Oo, T6) densities, compute the predictive and
posterior predictive distribution.

(b) Discuss the behavior of the two predictive distributions as n -+ 00.

15. The Dirichlet distribution is a conjugate prior for the multinomial. The Dirichlet
distribution, D(a), a = (a1, ... , Q'r)T, Q'j > 0,1 < j < T, has density

r("" a) • •
L",~l , IT 0-1 '\'

fa(u) ~ n' r(.) u/' 0 < Uj < 1, L..J u; = 1.
)=1 cx) j=l j=1

Let N = (Nl , •• • , N.) be multinomial

•
M(n,9), 9= (OJ, ... ,O.)T, 0<0; < 1, LO; = 1.

j=1

I
I
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and let at, ... ,159 be the decision rules of Table 1.3.3. Compute and plot the risk points
when

(c) Find the minimax rule among bt, ... , 159 for the preceding case (a).

(d) Suppose that 0 has prior 1C(OIl = 0.5, 1C(O,) = 0.5. Find the Bayes rule for case
(a).

(a)p=q= .1,

(b)p=l-q=.1.

2. Suppose that in Example 1.3.5, a new buyer makes a bid and the loss function is changed
to

8\a al a2 a3

01 a 7 4
O2 12 I 6

Problems for Section 1.3

1. Suppose the possible states of nature are (Jl, (J2, the possible actions are al, a2, a3, and
the loss function l((J, a) is given by

Show that if the prior7r(0) for 0 is V(a), then the posteriof7r(0 I N ~ n) is V(a + n),
where n = (nt l ···, n r ).

Let X be a random variable with frequency function p(x, (J) given by

(a) Compute and plot the risk points in this case for each rule 1St, ... , 159 of Table 1.3.3.

(b) Find the minimax rule among {b1 , ... I b"9 }.

(c) Find the minimax rule among the randomized rules.

(d) Suppose 0 has prior 1C(01) ~ 1', 1C(02) = 1-1'. Find the Bayes rule when (i)
l' = 0.5 and (ii) l' = 0.1.

3. The problem of selecting the better of two treatments or of deciding whether the effect of
one treatment is beneficial or not often reduces to the pr9blem of deciding whether 8 < O.
8 = 0 or 8 > 0 for some parameter 8. See Example 1.1.3. Let the actions corresponding to
deciding whether°< 0,°= aor 0 > abe penoted by -I, 0, I, respectively and suppose
the loss function is given by (from Lehmann, 1957)
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O\a -1 0 1
<0 0 c b+c
-0 b 0 b
>0 b+c c 0

R(O, J",)

I
I

I,

,
I

; i
I

I

where b and c are positive. Suppose X is aN(B, 1) sample and consider the decision rule

J",(X) = -1 if X <r

o ifr<X<s

1 if X > s.

(a) Show that the risk function is given by

c<f>(y'n(r - 0)) +b<f>( y'n(s - 0)), 0 < 0

b<f>(y'ns) + b<I>(y'nr), 0 = 0

c<I>(y'n(s-O))+b<I>(y'n(r-O)), 0 >0

where <f> = 1 - <I>, and <I> is the N(O, 1) distribution function.

(b) Plot the risk function when b = c = 1, n = 1 and

. (.. ) 1(l)r=-s=-l, 11 r=-2s=-1.

For what values of Bdoes the procedure with r = -8 = -1 have smaller risk than the
procedure with r = -~s = -I?

4. Stratified sampling. We want to estimate the mean J1. = E(X) of a population that
has been divided (stratified) into s mutually exclusive parts (strata) (e.g., geographic loca­
tions or age groups). Within the jth stratum we have a sample of i.i.d. random variables
Xlj"",Xnjj;j = I, ... ,s,andastratumsamplemeanXj;j = 1, ... ,8. Weassurne
that the s samples from different strata are independent. Suppose that the jth stratum has
lOOpj% of the population and that the jth stratum population mean and variances are f-£j

and 0-;. Let N = E;=l nj and consider the two estimators

s n] s

iii = N- I L LXij, iiz = LpjXj

j=Ii=1 )=1

where we assume that Pj, 1 < j < S, are known.

(a) Compute the biases, variances. and MSEs of iiI and 'j1z. How should nj. 0 < J' < s.
be chosen to make iiI unbiased?

(b) Neyman allocation. Assume that 0 < a; < 00, 1 < j < S, are known (estimates
will be used in a latet chapter). Show that the strata sample sizes that minimize MSE(!i2)
are given by

(1.7.3)



0- 2';,0 - ';,0,0 + ';,0 + 2';; ,; > 0.

~

(a) Find the MSE of X when

- ~

Each value has probability .2. Let X and X denote the sample mean and median. Suppose
that n is odd.
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(i) F is discrete with P(X ~ a) = P(X = c) = P, P(X ~ b) = 1 .- 2p, °< P < 1,
a < b < c.

Hint: Use Problem 1.3.5. The answer is MSE(X) ~ [(a-b)'+(c-b)'JP(S > k)
where k = .5(0 + I) and S ~ B(n,p).

(ii) F is uniform, U(O, I).

Hint: See Problem B.2.9.

(iii) F is normal, N(o, 1), n ~ 1,5,25, 75.

Hint: See Problem B.2.13. Use a numerical integration package.

~ ~-

(a) Find MSE(X) and the relative risk RR = MSE(X)/MSE(X).

(b) Evaluate RR when n = 1,3,5.
Hint: By Problem 1.3.5, set () = 0 without loss of generality. Next note that the

~

distribution of X involves Bernoulli and multinomial trials.

(b) Compute the relative risk RR = M SE(X)/MSE(X) in question (i) when b = 0,
a = -,;, b = ';, p = .20, .40, and ° = 1,5,15.

(c) Same as (b) except when n = 15, plot RR for p = .1, .2, .3, .4, .45.

(d) Find EIX - bl for the situation in (i). Also find EIX - bl when n = 1, and 2 and
~

compare it to EIX - bl.
~ -

(e) Compute the relative risks M SE(X)/MSE(X) in questions (ii) and (iii).

7. Let XI, ... , X n be a sample from a population with values

Hint: You may use a Lagrange multiplier.

(c) Show that MSE(!ill with Ok ~ PkN minus MSE(!i,) with nk given by (1.7.3) is

N- I 2:;=1 Pj(O'j - aV, where a- = 2:;=1 pp7J"
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- ~

5. Let Xb and X b denote the sample mean and the sample median of the sample XI -
b .,. l X n - b. [f the parameters of interest are the population mean and median of Xi - b,, ~

respectively, show that MSE(Xb ) and MSE(Xb ) are the same for all values of b (the
MSEs of the sample mean and sample median are invariant with respect to shift).

~

6. Suppose that X I, ... , X n are i.i.d. ali X '"'-' F, that X is the median of the sample, and
that n is odd. We want to estimate "the" median lJ of F, where lJ is defined as a value
satisfyingP(X < v) > ~lllldP(X >v) >~.



9. Let () denote the proportion of people working in a company who have a certain charac­
teristic (e.g., being left-handed). It is known that in the state where the company is located,
10% have the characteristic. A person in charge of ordering equipment needs to estimate e
and uses

8. Let Xl, ... ,Xn be a sample from a population with variance a 2 , 0 < a 2 < 00.

(a) Show that s:? = (n - 1)-1 E~ 1(Xi - X)2 is an unbiased estimator of u 2 •

Hint: Write (Xi - X)' = ([Xi - 1'] - [X - 1'])2, then expand (Xi - X)2 keeping the
square brackets intact.

(b) Suppose Xi _ N(I', ,,').

(i) Show that MSE(S2) ~ 2(n _ 1)-1,,4.

(ii) Let 0'6 = cL~ 1 (Xi - X)2. Show that the value of c that minimizes M S E(c/;) is
c~ (n+ 1)-1

Hint!or question (bi: Recall (Theorem B.3.3) that ,,-2 ~~ I (Xi - X)2 has a X~-I

distribution. You may use the fact that E(Xi - J.L)4 = 3(12.

, I

I

: !,

I,

, ', ,, ,

I
I,
.,
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II,

I

8~ (.2)(.10) + (.8lP

where p = XIn is the proportion with the characteristic in a sample of size n from the
~

company. Find MSE(6) and MSE(P). If the true 6 is 60 ,for what 60 is

MSE(8)/MSE(P) < 17

Give the answer for n = 25 and n = 100.

10. In Problem 1.3.3(a) with b = c = 1 and n = I, suppose (J is discrete with frequency
function 11"(0) = 11" (-!) = 11" U) = i. Compute the Bayes risk of I5r •s when

(a)r = -8 =-1

(b)r= -~s =-1.

Which one of the rules is the better one from the Bayes point of view?

11. A decision rule 15 is said to be unbiased if

E.(1(6,0(X))) < E.(1(6',0(X)))

for all 6, 6' E e.
(a) Show that if 6 is real and 1(6, a) = (6 - a)2, then this definition coincides with the

definition of an unbiased estimate of e.
(b) Show that if we use the 0 -1 loss function in testing, then a test function is unbiased

in this sense if, and only if, the powerfunction, defined by (J(6, 0) = E.(o(X)), satisfies

(J(6',0) > sup{{J(6,0): 6 E eo},

for all 6' E 8 1, i
1,

-



Po[o(X) ~ 11 ~ 1 - Polo(X) ~ 01 = Eo(<p(X)).
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12. In Problem 1.3.3, show that if c ::; b, z > 0, and

14. Convexity ofthe risk set. Suppose that the set of decision procedures is finite. Show that
if J1 and J2 are two randomized. procedures, then, given 0 < a < 1, there is a randomized
procedure 03 such that R(B, 03) = aR(B, 0,) + (1 - a )R(B, 0,) for all B.

15. Suppose that Po, (B) = 0 for some event B implies that Po (B) = 0 for all B E El.
Furthersuppose that l(Bo,ao) ~ O. Show that the procedure O(X) au is admissible.

16. In Example 1.3.4, find the set of I' where MSE(ji) < MSE(X). Your answer should
depend on n, ,,' and 0 = II' - 1'0 I·
17. In Example 1.3.4, consider the estimator

Mw = WJ10 + (1 - w)x'

If n, ,,' and 0 = II' - 1'0 I are known,

(a) find the value of Wo that minimizes M SE(Mw),

(b) find the minimum relative risk of P,wo to X.

18. For Example 1.1.1, consider the loss function (1.3.1) and let Ok be the decision rule
"reject the shipment iff X > k."

(a) Show that the risk is given by (1.3.7).

(h) If N ~ 10. s = r = I. Bo = .1. and k ~ 3. plot R(O, Ok) as a function of B.

(c) Same as (b) except k = 2. Compare 02 and 03'

19. Consider a decision problem with the possible states of nature 81 and 82, and possible
actions at and a2. Suppose the loss function feB, a) is

then JT,.~ is unbiased

13. A (behavioral) randomized test of a hypothesis H is defined as any statistic rp(X) such
that 0 < <p(X) < 1. The interpretation of <p is the following. If X ~ x and <p(x) = 0
we decide 90. if <p(x) = 1. wc dccide El,; but if 0 < <p(x) < 1. we petiorm a Bernoulli
trial with probability rp(x) of success and decide 8 1 if we obtain a success and decide 8 0

otherwise.
Define the nonrandomized test Ju, 0 < u < 1, by

1 if<p(X) > u

o if <p(X) < u.

Suppose that U - UfO, 1) and is independent of X. Consider the following randomized
test J: Observe U. If U = u. use the test Ju . Show that J agrees with rp in the sense that,




