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Abstract. In 1848, the British physicist/astronomer James Challis showed that smooth solutions to the compressible Euler equations in one spatial dimension can become multi-valued in finite time, thus signifying the onset of a shock singularity. Thanks to the contributions of many mathematicians, notably Peter Lax and Fritz John, it is now widely known that in many hyperbolic systems, these kinds of singularities often develop. However, before Serge Alinhac’s foundational work starting in the late 1990’s, results providing a sharp description of the formation of the shock (and thus going beyond a proof of blow-up by contradiction) were limited to systems in one spatial dimension. Alinhac’s results applied to a class of quasilinear wave equations in two or three spatial dimensions whose nonlinear terms fail to satisfy the well-known null condition. He showed that for small data verifying a non-degeneracy condition, the characteristics intersect in finite time, thus causing a singularity in the solution’s second rectangular derivatives. In 2007, Demetrios Christodoulou developed a new framework that allowed him, in the case of the wave equations of irrotational compressible relativistic fluid mechanics, to sharpen the results of Alinhac to a remarkable extent. Specifically, instead of just following the solution to the first singularity, he provided a detailed description of a portion of the maximal development including the behavior of the solution up to the boundary.

In the present monograph, we extend Christodoulou’s framework and show that shock singularities often develop in small-data solutions to two classes of quasilinear wave equations in three spatial dimensions: a class of geometric (covariant) wave equations and the class studied by Alinhac. We show that if the nonlinear terms fail to satisfy the null condition, then for small data, shocks are the only kinds of singularities that can form. Moreover, we exhibit an open set of small data whose solutions form a shock in finite time and we provide a sharp description of the blow-up. Our results can be viewed as a sharp converse of the fundamental result of Christodoulou and (independently) Klainerman, who showed that small-data solutions are global when the null condition is satisfied.

This monograph will be of interest to students and researchers working in PDEs, fluid mechanics, hyperbolic conservation laws, wave equations, and geometric analysis. The techniques employed lie at the intersection of PDE, analysis, and geometry.
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Preface

A central issue surrounding the study of quasilinear hyperbolic PDEs is that classical solutions, generated by smooth initial conditions, can develop singularities in finite time. In principle, many different kind of singularities are possible. The subject of this monograph is perhaps the most well-known type: shocks. Our work here primarily concerns scalar quasilinear wave equations, the main reasons being 1) they arise in many important mathematical, physical, and geometric contexts; 2) the last few decades have led to the development of advanced machinery tailored to such equations; and 3) their characteristic hypersurfaces are relatively simple and can be analyzed using tools and concepts from the well-developed theory of Lorentzian geometry.

Before the groundbreaking work of S. Alinhac, very little was known about shock formation except in problems that are effectively one (spatial) dimensional. One-dimensional shock-formation results are of course classical. We describe some of the most important such results in Chapter 1. As we describe in detail in Chapter 2, Alinhac proved finite-time shock formation for a class of wave equations in two and three spatial dimensions. Roughly, his proof applied to wave equations of the form

\[(h^{-1})^{\alpha\beta}(\partial\Phi)\partial_\alpha\partial_\beta\Phi = 0\]

whenever the nonlinear terms fail to satisfy the null condition, which was first formulated by S. Klainerman in three spatial dimensions and later in two spatial dimensions by Alinhac. In the above wave equation, \(h = h(\partial\Phi)\) is a Lorentzian metric such that \(h(\partial\Phi) = 0\) = \(m\), where \(m\) is the standard Minkowski metric on \(\mathbb{R}^{1+n}\), \(n \in \{2, 3\}\). Alinhac’s main results concern solutions generated by small initial data that belong to a suitable Sobolev space and that verify a non-degeneracy condition. The foundation of his proof was a new system of geometric coordinates tied to an eikonal function, which by definition is a solution to the eikonal equation, that is, the hyperbolic PDE

\[(h^{-1})^{\alpha\beta}(\partial\Phi)\partial_\alpha u\partial_\beta u = 0,\]

supplemented by appropriate initial conditions. The level sets of \(u\) are true characteristics corresponding to the nonlinear wave equation.

---

1In the study of wave equations, characteristic hypersurfaces are often referred to as “null hypersurfaces” in view of their connection to the Lorentzian notion of a null vectorfield. More generally, they are often referred to as simply “the characteristics.”

2Roughly, in our study of wave equations, the characteristics are a family of “true curved cones” corresponding to the dynamic Lorentzian metric of the wave equation.

3The equation is to be interpreted as an equation given relative to standard rectangular coordinates, which we describe at the beginning of Chapter. Moreover, here and throughout, we use Einstein’s summation convention.
Eikonal functions are perhaps best known for the central role they played in Christodoulou-Klainerman’s celebrated proof \([19]\) of the stability of Minkowski spacetime. That work was the first instance in which eikonal functions were used to prove a global nonlinear result for a hyperbolic PDE. In the study of shock formation, the behavior of \(u\), its properties, and their connection to the behavior of the solution variable lie at the heart of the analysis. This was the case in Alinhac’s work and in Christodoulou’s work (described two paragraphs below), and it remains true in the present monograph as well. As we will see, in the problem of shock formation, the eikonal function plays an even more important role than it does in the proof of stability of Minkowski spacetime; there is an alternate proof \([59]\) of the stability of Minkowski spacetime, due to Lindblad-Rodnianski, that relies on an approximate eikonal function corresponding to the Minkowski metric rather than a true eikonal function. This alternate approach leads to remarkable simplifications in the analysis because the characteristics associated to the Minkowski metric are much simpler. In contrast, in the problem of shock formation, the formation of the shock and the corresponding blow-up of the solution are exactly tied to the blow-up of the first rectangular coordinate partial derivatives of a true eikonal function. Thus, there is little hope of finding an alternate proof that avoids the use of a true eikonal function (and, as we will see, the weighty baggage that accompanies it).

It is well-known that energy estimates are an unavoidable aspect of the study of quasilinear wave equations in more than one spatial dimension. To close the energy estimates in his proof of shock formation, Alinhac relied on a Nash-Moser iteration scheme featuring a free boundary. The presence of the free boundary is connected to the blow-up time of the iterates, which can vary, albeit slightly. A fundamental aspect of his proof, which is also present in Christodoulou’s work and the present monograph, is that the solution remains regular relative to the geometric coordinates mentioned two paragraphs above. In the equations studied by Alinhac, the singularity occurs in the second rectangular coordinate partial derivatives of \(\Phi\) and is tied to the degeneration of the geometric coordinate system relative to the rectangular one. At the same time, the degeneracy is tied to the intersection of the characteristics. In discussing Alinhac’s results and related ones, we often refer to the intersection of the characteristics as “the formation of a shock.”

Our intention in using this terminology is to highlight the following fundamentally important aspect of Alinhac’s work: he proved that \(\Phi\) and its first rectangular coordinate partial derivatives \(\partial_\alpha \Phi\) remain bounded all the way up to the singularity. In particular, the singularity occurs at the level of the first rectangular coordinate partial derivatives of the Lorentzian metric components \(h_{\alpha \beta} \partial \Phi\) and not in the \(h_{\alpha \beta} \partial \Phi\) themselves; this feature is of fundamental importance for closing the proof.

Although Alinhac’s approach is compellingly short, it has some limitations, which we describe in detail in Sect. 2.11.1. In particular, his framework allows

---

4Roughly, \([19]\) is a small-data global existence result for the Einstein-vacuum equations.
5In the present work, the solution variable is the solution to the wave equation.
6In this context, the characteristics associated to the Minkowski metric are the usual flat Minkowski light cones.
7Actually, the solution does not necessarily remain regular at the high derivative levels: a fundamental aspect of the proof is that the high-order energies are allowed to blow-up as the shock forms; see three paragraphs below.
one to follow the solution only to the first singularity \(^8\) and not further. In his 2007 monograph \(^{17}\), Demetrios Christodoulou proved, for a sub-class of Alinhac’s wave equations \(^9\), a breakthrough result that significantly sharpened Alinhac’s results and eliminated the drawbacks of his approach. Specifically, Christodoulou’s work applies to the wave equations that arise in irrotational relativistic \(^{10}\) (compressible) fluid mechanics in three spatial dimensions. In this context, the equations are known as the irrotational relativistic Euler equations. Christodoulou assumed that the data have small \(H^N\) norm, where \(N\) is a sufficiently large (non-explicit) integer. To deduce the shock formation, he also assumed that the data verify a signed integral inequality, distinct from the non-degeneracy condition of Alinhac mentioned above. Christodoulou’s framework allows one to do much more than follow the solution to the first singularity: it provides a complete picture of a portion of the maximal development \(^{11}\) of the data including a description of the behavior of the solution along the boundary \(^{12}\); this is the main advantage of Christodoulou’s framework. One of the key reasons that Christodoulou was able to sharpen Alinhac’s results is that he was able to close the energy estimates without invoking a Nash-Moser iteration scheme. Moreover, his estimates do not involve a free boundary. Instead, Christodoulou developed a forwards approach relative to a set of geometric coordinates that, like Alinhac’s, are tied to a true eikonal function. By forwards approach, we mean that Christodoulou derives traditional global-existence-type estimates for a Cauchy problem in the geometric coordinates, relative to which the solution remains rather smooth (see, however, Footnote \(^7\)). As in Alinhac’s results and those of the present monograph, the blow-up occurs in certain rectangular coordinate partial derivatives of the solution and is tied to the degeneracy of the change of variables map from geometric to rectangular coordinates.

In Christodoulou’s framework, the degeneracy mentioned at the end of the previous paragraph and the corresponding blow-up of the solution are mediated by the vanishing of a quantity known as the inverse foliation density, which we denote by \(\mu\). Roughly, \(\mu\) is the reciprocal of a derivative of the eikonal function \(u\). Geometrically, \(1/\mu\) is a measure of the density of the level sets of \(u\). As we will see starting in Chapter \(^2\), the vanishing of \(\mu\) is equivalent to the intersection of the characteristics and the blow-up of the eikonal function’s first rectangular coordinate partial derivatives, as we mentioned above. Moreover, these degeneracies are exactly tied to the formation of a singularity in the solution to the wave equation, much like in the classic example of Burgers’ equation (see Sect. \(^{1.1.2}\)). The study of \(\mu\) and the prospect of its vanishing are the main themes of \(^{17}\) and the present work. For reasons that we describe two paragraphs below, the most compelling advantage of Christodoulou’s framework is that it allows one to construct the portion of the set

---

\(^8\)Roughly speaking, Alinhac’s proof works when there is such a unique first singularity; his non-degeneracy conditions on the data ensure that this is the case.

\(^9\)One has to take into account some simple differences in normalization, described in Sect. \(^{2.11.2}\) in order to see that Christodoulou’s equations fall under the scope of Alinhac’s work.

\(^10\)In \(^{21}\), Christodoulou-Miao extended the result to the non-relativistic case.

\(^11\)Roughly speaking, the maximal development is the largest classical solution that is uniquely determined by the data.

\(^12\)The boundary can be very complicated and in particular, it is not contained in a constant-time hypersurface.
\{\mu = 0\} \) that corresponds to the part of the boundary\(^{13}\) along which the solution blows up.\(^\text{14}\) Generally, the set \{\mu = 0\} “evolves” into a spacetime region lying to the future of the constant-time hypersurface of first blow-up and thus it lies to the future of the region that Alinhac was able to probe.

It turns out that Christodoulou’s sharp description is accompanied by severe technical difficulties: the high-order energy estimates are allowed to blow-up as \(\mu \to 0\). This difficulty is fundamentally tied to the regularity theory of the eikonal function. As was first shown in \(^{19}\), to control the top derivatives of \(u\), one must invoke a non-trivial procedure based on elliptic estimates and modified quantities, the latter being special combinations of terms that satisfy evolution equations with a good structure. In the problem of shock formation, this procedure introduces, at the top order, a difficult factor of \(1/\mu\) into the energy identities; \textit{this factor is the reason that the high-order energies are allowed to blow up}. A related but distinct difficulty is that \textit{one needs to show that the low-order energies remain bounded all the way up to \{\mu = 0\}}. This latter step is essential for establishing, via Sobolev embedding, the basic uniform \(L^\infty\) estimates that allow one to control error terms and to treat the problem as a traditional one in which one derives global-existence-type estimates (relative to the geometric coordinates). These are the main technical difficulties that one encounters in the problem of shock formation à la Christodoulou and they are a primary reason that the work is technical and lengthy. In Chapter 2 we provide an extended overview of these issues, especially in view of the fact that they do not arise in any other context in the study of nonlinear wave equations.

Christodoulou’s framework is compelling for the geometric insight it provides into the formation of shocks and for the sharp description that it yields. In addition, his approach is fundamentally important for a related problem: it turns out that his sharp description of the solution near the boundary of the maximal development is an essential ingredient in setting up the \textit{shock development problem}, which is the problem of \(1\) continuing the solution to Euler’s equations (in a weak sense, subject to appropriate jump and entropy conditions) beyond the first singularity and \(2\) at the same time, constructing the shock hypersurface\(^{15}\) across which the solution is discontinuous.\(^{16}\) The shock development problem in relativistic fluid mechanics was recently solved in spherical symmetry \(^{20}\). Away from symmetry, the problem remains open and is expected to be exceptionally difficult.

We mention here an important problem related to the shock development problem, which A. Majda solved \[^{62} 64\] in the early 1980’s. Specifically, for hyperbolic systems of conservation laws with suitable structure in more than one spatial dimension, Majda solved the \textit{shock front problem}. That is, in a suitable Sobolev

\(^{13}\)Roughly, a subset of \(\{\mu = 0\}\) corresponds to the singular portion of the maximal development of the data.

\(^{14}\)The boundary of the maximal development also contains another portion, along which the solution remains bounded; see Sect. 2.11.2 and Theorem 2.19 in particular.

\(^{15}\)Part of the set \(\{\mu = 0\}\) turns out to be a hypersurface portion along which, in the classical formulation of the irrotational Euler equations, certain solution derivatives blow up. However, \(\{\mu = 0\}\) does does not correspond to the physically correct hypersurface of discontinuity. The physically correct hypersurface of discontinuity propagates at supersonic speed starting from the first spacetime point where \(\mu\) vanishes and develops “before” the set \(\{\mu = 0\}\) has a chance to form. The physically correct hypersurface can be derived only by imposing the weak formulation of the full compressible Euler equations (without the assumption of irrotationality) starting from the time of first blow-up and by assuming suitable jump and entropy conditions.

\(^{16}\)One expects the solution to be smooth on either side of the shock hypersurface.
framework, he proved a local existence result starting from an initial discontinuity given across a smooth hypersurface subset of the Cauchy hypersurface. We stress that the initial hypersurface of discontinuity is prescribed. In contrast, in the shock development problem mentioned in the previous paragraph, the spacetime hypersurface of discontinuity is fully dynamic, emerging from singularity-free initial data. In the shock front problem, the data must verify suitable jump conditions, entropy conditions, and higher-order compatibility conditions. As in the shock development problem, the shock front problem features a free boundary: the shock hypersurface which is one of the unknowns. Majda’s work also required an additional assumption on the data that seems to be necessary for the stability of the corresponding linearized problem.

We now describe the origin and motivation behind the present monograph. In his work Christodoulou exploited various special structures enjoyed by the wave equations of irrotational relativistic fluid mechanics, structures which Alinhac did not use in his proof of shock formation. In particular, the wave equations in Christodoulou’s work [17] derive from a Lagrangian and are invariant under the Poincaré group; just below equation (2.11), we describe some ways in which Christodoulou used these structures in his proof. In studying Christodoulou’s work [17], the author discovered that it is possible to use his framework to close the proof of shock formation for a larger class of equations and without relying on these special structures. In particular, the his framework can be extended to treat all of the wave equations studied by Alinhac. A somewhat surprising fact, which plays a fundamental role in our analysis, is that that they all have a special null structure, even though they fail to satisfy Klainerman’s null condition. This special structure is not visible relative to the standard formulation of the wave equation, but becomes visible upon reformulating it as a system of geometric wave equations; see Lemmas A.9 and A.16 for the main results in this direction. It is this realization that led to the present work. Our work here also generalizes and unifies earlier work on singularity formation initiated by F. John in the 1970’s and continued by L. Hörmander and many others.

More precisely, in the present monograph, we extend Christodoulou’s framework and use it to prove that shock singularities often develop in initially small, regular solutions to two important classes of quasilinear wave equations in three spatial dimensions. Specifically, we study i) covariant scalar wave equations of the form \( \Box_g(\Psi) = 0 \) and ii) Alinhac’s non-covariant scalar wave equations, that is, wave equations of the form \((h^{-1})^{\alpha\beta}(\partial^2\Phi)\partial_\alpha\partial_\beta\Phi = 0\). Our main result shows that whenever the nonlinear terms fail Klainerman’s (classic) null condition shocks develop in solutions arising from an open set of small data. Hence, within the

---

17This hypersurface is co-dimension two when viewed as a subset of spacetime.
18The shock hypersurface is a co-dimension one subset of spacetime.
19The assumption is automatically verified for the non-relativistic Euler equations under the adiabatic equations of state \( p = A\rho^\gamma \), where \( A > 0 \) and \( \gamma > 1 \) are constants.
20That is, the equations in Christodoulou’s work [17] are Euler-Lagrange equations.
21It turns out that the two classes of equations are more closely related than one might expect; see the discussion below equation (2.9) and Appendix A.
22Readers should take care not to confuse Klainerman’s null condition with the future strong null condition and past strong null condition introduced in Appendix A and mentioned in Remark 2.9.
classes i) and ii), our work can be viewed as a sharp converse to a fundamental result, due separately to Christodoulou [15] and Klainerman [47], which showed that when the null condition is verified in three spatial dimensions, small-data global existence holds. Roughly, we give the same sharp description of the solution that Christodoulou gave in [17]. However, to avoid lengthening the monograph, we did not give a full description of the boundary of the maximal development nor the behavior of the solution along it. For readers interested in those details, we remark that the estimates proved in our main Theorem 22.1 are sufficient for invoking the arguments of [17] Chapter 15, in which Christodoulou reveals properties of the maximal development. That is, with modest additional effort, our results could be extended to give the same sharp description of the maximal development that Christodoulou gave in [17] Chapter 15.

In proving our main results, we have taken substantial steps that go beyond replicating the proofs given by Christodoulou in [17]. This is partly out of necessity, as the general class of equations that we treat leads to new kinds of error terms that are not present in [17]. However, we have also developed alternate strategies that greatly simplify certain aspects of the proof. One big simplification is that we are more selective in our use of geometry. That is, we use sharp, fully geometric decompositions only for treating the most delicate terms. Another simplification is that our bootstrap argument is very straightforward in view of the fact that we have organized the monograph in a linear fashion (see two paragraphs below). We have also developed alternate approaches to deriving some of the difficult top-order estimates by reducing them to other top-order estimates. This spares one a great deal of effort; see, for example the discussion at the beginning of Sect. 15.1 in which we describe a simplified approach for obtaining estimates for the top-order derivatives of $\mu$.

We now overview the content and organization of the monograph. Chapter 1 sets the stage for the rest of monograph but is independent of the remaining chapters. It contains historical background, a discussion of shock formation in solutions to Burgers’ equation, a discussion of singularity formation in 2×2 strictly hyperbolic genuinely nonlinear systems, an overview of wave dispersion in higher dimensions and its connection to global and almost global existence results, an overview of the vectorfield method (including the multiplier and commutator methods) for deriving generalized energy estimates, and a discussion of the null condition. In Chapter 2 we describe the main results of the monograph, place them in context, and provide an extended overview of the most important aspects of the proofs. In the remaining chapters, we develop the machinery and estimates needed to prove the two theorems of the monograph, which are located in Chapters 22 and 23. Roughly, in the first theorem (the main one, which is difficult to prove), we show that the solution must persist unless $\mu$ vanishes and we derive sharp a priori estimates that hold as long as $\mu$ remains positive. In the second theorem, which is a relatively easy consequence of the first one, we exhibit an open set of data such that $\mu$ does in fact vanish in finite time, thus yielding a shock singularity. Our analysis in Chapters 22, 23 applies to covariant wave equations of the form $\Box_{g(\Psi)} \Psi = 0$, while in Appendix A we outline how to extend the results to the class of non-covariant wave equations studied by Alinhac. In Appendix B we summarize the notation and conventions used in Chapters 22, 23.
Chapters 3-23 are interdependent and are designed to be read consecutively. That is, this part of the monograph constitutes one long bootstrap-type proof, presented in chronological order. In Sect. 2.13 we overview the contents of each chapter and provide suggestions on how to read the monograph, both for expert and novice readers.

This monograph is mostly self-contained but relies extensively on basic concepts from Lorentzian and Riemannian geometry such as Levi-Civita connections, fundamental forms, curvature, pullbacks, etc. We anticipate that there are readers with knowledge in fluid mechanics, conservation laws, and/or PDEs but who are unfamiliar with those geometric concepts. Such readers can find introductory geometric material, suitable for reading almost all of the present monograph, in select portions of the books 66, 67, 77. Novice geometers should bear in mind that at the end of the day, one aims to derive estimates, and that the geometry merely provides a framework for organizing calculations and revealing analytic structural features that would otherwise be difficult to detect.

We close by highlighting the following wide-open question:

In more than one spatial dimension, to what extent can the results of this monograph be generalized to quasilinear systems featuring multiple characteristics, such as the equations of elasticity, the equations of magnetohydrodynamics, the equations of crystal optics, the Euler-Einstein equations of cosmology, or even coupled systems of wave equations featuring two or more metrics with strictly separated speeds of propagation?

Jared Speck

\[23\text{Our short proof of geometric Sobolev embedding, presented in Chapter 18, relies on a handful of more advanced results from geometry.} \]

\[24\text{This roughly corresponds to the presence of two or more distinct families of characteristic hypersurfaces.} \]
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CHAPTER 1

Introduction

As we described in the Preface, the purpose of this chapter is to provide some historical background and introductory material. The remaining chapters in the monograph are independent of the present one. Our main goal here is to set the stage for our study of the difficult problem of shock formation in more than one spatial dimension. Readers may also consult the companion survey article \[28\] for additional introductory material.

1.1. Shock formation in one spatial dimension

In Sect. 1.1, we provide a brief overview of shock formation in one spatial dimension. We give some historical background and provide two proofs that shocks often form in solutions to Burgers’ equation. The second proof is sharper and has important philosophical parallels with our later study of shock formation in three spatial dimensions. For illustration, we also provide a proof of blow-up for a model quasilinear wave equation under the assumption of plane symmetry\[1\] To this end, we embed the equation into the theory of $2 \times 2$ strictly hyperbolic genuinely nonlinear systems and provide a standard proof of blow-up for such systems.

1.1.1. A very brief history of shock formation in one spatial dimension.

The development of the modern theory of shock waves in solutions to nonlinear hyperbolic PDEs has a rich history filled with false starts and tantalizing turns. For fascinating descriptions of the events leading to the modern theory, we refer the reader to the introduction of \[22\] as well as the survey article \[71\]. Here we only describe the historical results that are most directly connected to the results of the present monograph.

The earliest known observation of shock formation\[2\] was made by the British physicist/astronomer James Challis \[11\] in his study of the evolution of an ideal gas in one spatial dimension under the isothermal equation of state \(p = c_s^2 \rho\), where \(p\) is the pressure, \(\rho\) is the density, and the constant \(c_s > 0\) is the speed of sound. More precisely, Challis considered the compressible Euler equations for \(\rho\) and the velocity \(v\):

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x}(\rho v) &= 0, \\
\frac{\partial}{\partial t}(\rho v) + \frac{\partial}{\partial x}(\rho v^2) + c_s^2 \frac{\partial \rho}{\partial x} &= 0
\end{align*}
\]

\[1\] By plane symmetry, we mean that the solution depends only on a time variable \(t\) and a single real spatial variable \(x\).

\[2\] In PDE literature, shock formation is also known as wave breaking.
in conjunction with Bernoulli’s equation \( v = \partial_x \Phi \):
\[
\partial_t \Phi + \frac{1}{2} (\partial_x \Phi)^2 + c_s^2 \ln \rho = 0.
\]
(Forty years earlier, Poisson \[69\] had shown that as a consequence of \(1.1a\)-\(1.2\), \( \Phi \) verifies the following \(3\) closed equation:
\[
\partial_t^2 \Phi + 2(\partial_x \Phi)\partial_x \partial_t \Phi + (\partial_x \Phi)^2 \partial_x^2 \Phi - c_s^2 \partial_x^2 \Phi = 0.
\]
Poisson also showed that any function \( \Phi \) verifying an identity of the form
\[
\partial_x \Phi = f(x + (c_s - \partial_x \Phi)t),
\]
where \( f \) is a smooth function, is a solution \(4\) to \(1.3\). Note that \(1.4\) implies that \( f \) is the initial condition of \( \partial_x \Phi \).

Challis’s key observation was that in the case \( f(x) = -\sin \left( \frac{\pi}{2} x \right) \), the solution to \(1.4\) verifies \( \partial_x \Phi = 0 \) along the line \( x = -c_s t \) and \( \partial_x \Phi = 1 \) along the line \( x = -1 - (c_s - 1) t \). Since these lines intersect at the point \((t, x) = (1, -c_s)\), one concludes that the classical solution must break down there.

1.1.2. Shock formation in solutions to Burgers’ equation and the method of characteristics. Results in the spirit of Challis’ blow-up result of Sect. 1.1.1 have been derived for many nonlinear hyperbolic PDEs and initial conditions in one spatial dimension \(5\). Here is a far-from-exhaustive collection of examples: Lax’s work \[55\] on scalar conservation laws, his work \[54\] on \(2 \times 2\) strictly hyperbolic genuinely nonlinear systems (see Sect. 1.1.3), Jeffrey’s work \[31\] on magnetoacoustics, Jeffrey-Korobeinikov’s work \[33\] on nonlinear electromagnetism, Jeffrey-Teymur’s work \[32\] on hyperelastic solids, John’s extension \[35\] of Lax’s work to a larger class of systems and Liu’s further refinement \[60\] of it, John’s work \[37\] on spherically symmetric solutions to the equations of elasticity, Klainerman-Majda’s work \[49\] on nonlinear vibrating string equations, Bloom’s

\[3\]From straightforward computations based on the assumption \( v = \partial_x \Phi \) and equations \(1.1a\)-\(1.1b\), we find that \( \partial_x \left( \partial_t \Phi + \frac{1}{2} (\partial_x \Phi)^2 + c_s^2 \ln \rho \right) = 0 \). Thus, \( \partial_t \Phi + \frac{1}{2} (\partial_x \Phi)^2 + c_s^2 \ln \rho \) is a function of \( t \), which we have set equal to 0 in \(1.2\).

\[4\]Equation \(1.3\) is the Euler-Lagrange equation for \( \Phi \). More precisely, in one spatial dimension, and more generally for irrotational solutions in higher dimensions, the compressible Euler equations are equivalent to a quasilinear wave equation for \( \Phi \) that can be written in Euler-Lagrange form. The Lagrangian is \( L = \rho \), where the pressure \( p \) is viewed as a function of the spacetime gradient of \( \Phi \); see, for example, \[17\] and \[21\] for further details. For the equation of state \( p = c_s^2 \rho \) in one spatial dimension, equation \(1.2\) implies that \( p = c_s^2 \left( -c_s^2 \left( \partial_t \Phi + \frac{1}{2} (\partial_x \Phi)^2 \right) \right) \). The Euler-Lagrange equation is \( \partial_t \left( \frac{\partial L}{\partial(\partial_t \Phi)} \right) + \partial_x \left( \frac{\partial L}{\partial(\partial_x \Phi)} \right) = 0 \), and when \( p = c_s^2 \rho \), it can be written in the form \(1.3\).

\[5\]To derive the family of solutions \(1.4\), one can first compute that the function \( v + c_s \ln \rho \) is a Riemann invariant (see Sect. 1.1.3) for the system \(1.1a\)-\(1.1b\). A special class of solutions is such that this Riemann invariant is constant, which implies that \( \partial_t (v + c_s \ln \rho) = 0 \). Using this identity and equations \(1.1a\)-\(1.1b\), we deduce that these special solutions verify the equation \( \partial_t v + (v - c_s) \partial_x v = 0 \). This equation, when supplemented with the initial condition \( v |_{t=0} = f \), has the solution \( v = f(x + (c_s - v)t) \). Recalling that \( v = \partial_x \Phi \), we arrive at Poisson’s solutions \(1.4\).

\[6\]Under the umbrella of “one spatial dimension,” we include problems that are effectively one dimensional, such as the study of spherically symmetric solutions in higher dimensions.

In the present section, we use the model case of Burgers’ equation to illustrate the essential features of modern proofs of blow-up. We provide two proofs. The first is standard and is effectively a proof by contradiction showing that nontrivial compactly supported (in the spatial variable) smooth solutions cannot be continued indefinitely. The second is much more refined, shows that the singularity is a shock, and is more closely aligned with our later proof of shock formation for solutions to wave equations in three spatial dimensions.

In the following discussion, \((t,x)\) are standard rectangular coordinates on \(\mathbb{R}^2\) and \(\partial_t, \partial_x\) are the corresponding coordinate partial derivatives. The Cauchy problem for Burgers’ equation in one spatial dimension with unknown \(\Psi(t,x)\) and initial data \(\Psi(0,x)\) is:

\[
\begin{align*}
\partial_t \Psi + \Psi \partial_x \Psi &= 0, \quad (1.5a) \\
\Psi(0,x) &= \Psi(x). \quad (1.5b)
\end{align*}
\]

We first present the standard crude analysis, which shows that the solution blows up in finite time but provides limited information about the true nature of the singularity. The argument is based on the method of characteristics, which by definition are the solutions \(\gamma(t;x) := (\gamma^0(t;x), \gamma^1(t;x))\) of the following ODE initial value problem:

\[
\begin{align*}
\frac{d}{dt} \gamma^0(t;x) &= 1, \quad \frac{d}{dt} \gamma^1(t;x) = \Psi \circ \gamma(t;x), \quad (1.6a) \\
\gamma^0(0;x) &= 0, \quad \gamma^1(0;x) = x. \quad (1.6b)
\end{align*}
\]

Note that \(\{\gamma(\cdot;x)\}_{x \in \mathbb{R}}\) is a set of curves in the plane parametrized by \(x\). To exhibit the blow-up of smooth solutions, we first differentiate \((1.5a)\) with \(\partial_x\) and use equation \((1.6a)\) to deduce that along the characteristics, we have

\[
\frac{d}{dt} \left\{ (\partial_x \Psi) \circ \gamma(t;x) \right\} = - \left\{ (\partial_x \Psi) \circ \gamma(t;x) \right\}^2. \quad (1.7)
\]

Note that for each fixed \(x\), \((1.7)\) is a Riccati-type ODE for \((\partial_x \Psi) \circ \gamma(\cdot;x)\). In fact, \((1.7)\) is equivalent to \(\frac{d}{dt} \left\{ \frac{1}{(\partial_x \Psi) \circ \gamma(t;x)} \right\} = 1\). In view of the initial conditions \((1.6b)\), it follows that if \((\partial_x \Psi)(x_0) < 0\), then \((\partial_x \Psi) \circ \gamma(t;x_0)\) must blow up by the time \(t = -1/(\partial_x \Psi)(x_0)\). Note that all nontrivial compactly supported data must lead to blow-up because such data always have at least one point \(x_0\) with \(\partial_x \Psi(x_0) < 0\).

One criticism of the above argument is that in its present form, it is actually a proof by contradiction showing that smooth solutions do not persist for all time. That is, additional arguments must be given in order to guarantee that \(\partial_x \Psi\) is the true quantity that blows up first and that no other kind of singularity occurs before that. Of course, in the case of Burgers’ equation, the additional arguments are simple; we leave the details to the reader. A major difficulty that we must overcome in the present monograph is that the crude proof of blow-up by contradiction presented above does not seem to generalize to quasilinear wave equations in more than one spatial dimension. The main reason is that in two or more spatial dimensions,
one needs to supplement the method of characteristics with energy estimates (see Sect. 1.2.1). In order to close the energy estimates in the shock-formation problem, we must obtain a detailed description of the dynamics near the shock going far beyond a crude description; see Sect. 2.10.4 for an outline of the argument, which is quite involved, even at the heuristic level.

In view of the limitations of the above crude proof of blow-up for solutions to Burgers’ equation, we now give a sharper proof that serves as a slightly more realistic caricature of the way in which we prove the main shock-formation results of the monograph. Our argument here is based on a version of Christodoulou’s geometric framework [17], which applies in three spatial dimensions and is the framework that we use throughout most of the monograph. More precisely, because our analysis here involves only one spatial dimension, we use only a small portion of Christodoulou’s framework in the present section, a portion that is essentially equivalent to Majda’s geometric approach [61] to proving shock formation in one spatial dimension. We remark that Majda’s work has its roots in the geometric approach of Keller-Ting [43]. Our argument here is also similar to the one given by Alinhac in [3].

We begin by constructing the key ingredient, which is a new dynamic coordinate $u = u(t, x)$ obtained by solving the following Cauchy problem for a transport equation:

\begin{align}
(1.8a) \quad \frac{d}{dt} \{ u \circ \gamma(t; x) \} &= \partial_t u + \Psi \partial_x u = 0, \\
(1.8b) \quad u(0, x) &= u \circ \gamma(0; x) = x.
\end{align}

In (1.8a)-(1.8b), the characteristics $\gamma$ are the solutions to (1.6a)-(1.6b). The variable $u$, which we call an eikonal function, is an analog of the well-known Lagrangian coordinates that are often used in fluid mechanics. The main idea of the analysis is to study Burgers’ equation relative to the coordinate system $(t, u)$, which will reveal important structural features that are not visible relative to the coordinates $(t, x)$. Note that $^8$

\begin{equation}
(1.9) \quad \frac{\partial}{\partial t} \big|_u = \partial_t + \Psi \partial_x
\end{equation}

and that $\frac{\partial}{\partial t} \big|_u$ corresponds to differentiation along the characteristics. The most important property of the coordinates $(t, u)$ is that relative to them, Burgers’ equation (1.5a) becomes a linear PDE:

\begin{equation}
(1.10) \quad \frac{\partial}{\partial t} \big|_u \Psi = 0.
\end{equation}

It follows from (1.10) that when the data are smooth, $\Psi$ and its derivatives of all orders with respect to $\frac{\partial}{\partial t} \big|_u$ and $\frac{\partial}{\partial u} \big|_t$ remain finite for all time. In fact, all of these quantities are constant in $t$ at fixed $u$. Thus, a singularity can develop in $\Psi$ relative to the $(t, x)$ coordinates only if the change of variables map from $(t, u)$ coordinates to $(t, x)$ coordinates becomes degenerate.

$^8$Throughout this section, $\frac{\partial}{\partial t} \big|_u$ denotes the partial derivative with respect to $t$ at fixed $u$, and $\frac{\partial}{\partial u} \big|_t$ has the analogous meaning.
To expand upon the ideas from the previous paragraph, we introduce the inverse foliation density \( \mu \), which we define to be

\[
\mu := \frac{1}{\partial_x u}.
\]

(1.11)

The function \( 1/\mu \) measures the density of the level sets of \( u \) relative to the lines \( \{x = \text{const}\} \). By \( (1.8a) \), \( \mu \) is initially 1, and shock formation (that is, the intersection of the characteristics) exactly corresponds to infinite density of the level sets, or equivalently, \( \mu \to 0 \). It is not immediately clear that there should be a connection between \( \mu \to 0 \) and the blow-up of \( \partial_x \Psi \). There is in fact a strong connection, and to illustrate it, we need only to use the chain rule, \( (1.10) \), and \( (1.11) \) to deduce that

\[
\partial_x \Psi = \frac{1}{\mu} \frac{\partial}{\partial u} |_t \Psi.
\]

(1.12)

Thus, as long as \( \frac{\partial}{\partial u} |_t \Psi \neq 0 \), we see that \( \partial_x \Psi \) blows up \( \iff \mu \to 0 \). Moreover, as we show in the next paragraph, the vanishing of \( \mu \) is exactly tied to having a solution with \( \frac{\partial}{\partial u} |_t \Psi < 0 \).

To show that shocks indeed form, we first use \( (1.8a) \), \( (1.9) \), \( (1.11) \), and \( (1.12) \) to compute that \( \mu \) verifies the following evolution equation, where \( [\partial_x, \frac{\partial}{\partial t} |_u] \) denotes the commutator of \( \partial_x \) and \( \frac{\partial}{\partial t} |_u \):

\[
\frac{\partial}{\partial t} |_u \mu = -\mu^2 \frac{\partial}{\partial t} |_u \partial_x u = \mu^2 [\partial_x, \frac{\partial}{\partial t} |_u] u = \mu \partial_x \Psi = \frac{\partial}{\partial u} |_t \Psi.
\]

(1.13)

To obtain information about the source term \( \frac{\partial}{\partial u} |_t \Psi \) on the right-hand side of \( (1.13) \), we simply recall that \( \frac{\partial}{\partial u} |_t \Psi \) is constant in \( t \) at fixed \( u \). Thus, if \( \frac{\partial}{\partial u} |_t \Psi \) is initially negative, we conclude from \( (1.13) \) that \( \mu \) will necessarily vanish in finite time along the corresponding characteristic, and by \( (1.12) \), \( \partial_x \Psi \) will blow-up like \( 1/\mu \). In summary, our second proof of blow-up is sharper than the first because we have identified that the vanishing of the geometric quantity \( \mu \) is the precise condition causing blow-up and because the solution remains regular in \( (t,u) \) coordinates.

**Remark 1.1** (\( \mu \) plays a key role in the monograph). To show that shocks form in the wave equations of interest in the present monograph, the main object of study is a quantity that is analogous to the one defined in \( (1.11) \) (see \( (2.27) \)). In fact, this monograph is primarily about the extension of the above argument to two classes of quasilinear wave equations in three spatial dimensions and the many additional complications that arise in the presence of angular derivatives and dispersion.

We end this section by highlighting another way to think about the dynamics of solutions \( \Psi \) to Burgers’ equation: \( \Psi \) remains regular along the directions tangent to the characteristics but become singular in the transversal directions. As we will see, these basic features are also partially present in the shock-forming wave equation solutions that we study later in the monograph. In fact, these features play a critically important role in the analysis.
1.1.3. Two by two strictly hyperbolic genuinely nonlinear systems and their connection to plane symmetric quasilinear wave equations.

As we described in the Preface, the main result of this monograph is that shock formation often occurs in small-data solutions to two classes of quasilinear wave equations in three spatial dimensions. A simple example of an equation on $\mathbb{R}^{1+3}$ to which our main result applies is

$$-\partial_t^2 \Phi + c^2 \Delta \Phi = 0,$$

(1.14)

where the factor $c = c(\partial_t \Phi) > 0$ is a smooth function of $\partial_t \Phi$ verifying the following structural assumptions:

$$c(0) = 1, \quad c'(0) \neq 0.$$  

(1.15)

In (1.14), $\Delta$ denotes the standard Laplacian on $\mathbb{R}^3$, and in (1.15), $c'(p) = \frac{d}{dp} c(p)$.

The proof of shock formation for solutions to (1.14) is incredibly more complicated than the proofs of blow-up for Burgers’ equation solutions given in Sect. 1.1.2. Not surprisingly, under the assumption of plane symmetry (that is, that the solution depends only on $(t, x) \in \mathbb{R}^{1+1}$), the proof drastically simplifies because we do not need to derive energy estimates and because plane symmetric solutions do not exhibit dispersion. However, the proof still has some new features not found in either of the proofs of blow-up that we gave for Burgers’ equation. For this reason, we provide a proof of plane-symmetric blow-up in this section. Our proof is a standard adaptation of the first (crude) proof (by contradiction) of blow-up for Burgers’ equation given in Sect. 1.1.2. We note that it is possible to give a sharper proof of plane-symmetric shock formation in the spirit of our second proof of blow-up for Burgers’ equation; one could proceed by making straightforward modifications to the sharp proof of shock formation for spherically symmetric solutions to quasilinear wave equations in three spatial dimensions given in the companion survey article [28].

A simple way to prove blow-up for plane symmetric solutions to (1.14) is to show that under the assumptions (1.15), if $\partial_t \Phi$ is sufficiently small, then (1.14) is equivalent to a member of an important class of PDEs known as $2 \times 2$ strictly hyperbolic genuinely nonlinear systems; we will verify the equivalence below. In [54], Lax proved the first general blow-up results for such systems by extending the method of characteristics that we used in Sect. 1.1.2 in our crude proof of blow-up for solutions to Burgers’ equation. Lax’s results were later extended to a larger class of systems in one spatial dimension by John [35]. Moreover, in the case of the nonlinear vibrating string equations in one spatial dimension, Klainerman and Majda showed [49] that the genuine nonlinearity condition is not necessary.

We now provide a proof of Lax’s blow-up results [54] and show that it implies blow-up for plane symmetric solutions to (1.14). In the remainder of this section, lowercase Latin indices take on the values 1 and 2, lowercase Greek indices take on the values 0 and 1, and we use Einstein’s summation convention. Moreover, we use the notation $(x^0, x^1) = (t, x)$, $\partial_0 = \partial_t$, and $\partial_1 = \partial_x$.

We will study the following Cauchy problem for a $2 \times 2$ nonlinear hyperbolic system:

\begin{align*}
\partial_t U_j + M^a_j(U) \partial_x U_a &= 0, \quad (j = 1, 2), \\
U_j|_{t=0} &= \hat{U}_j.
\end{align*}

(1.16a)

(1.16b)
We say that \((1.16a)\) is a strictly hyperbolic system on the domain \(U \subset \mathbb{R}^2\) if for every \(U \in \mathcal{U}\), the \(2 \times 2\) matrix \(M^j_i(U)\) has two distinct eigenvalues \(\lambda_1(U) < \lambda_2(U)\).

Under the assumption of strict hyperbolicity, for \(i = 1, 2\), we let \(r^{(i)}\) and \(l^{(i)}\) respectively denote the Euclidean-unit length right eigenvector and the Euclidean-unit length left eigenvector (which are unique up to an overall sign) corresponding to \(\lambda_i\). In particular, these quantities verify the following systems of equations (with no summation over \(i\)):

\[
\begin{align*}
(1.17a) & \quad M^a_b r^{(i)}_a = \lambda_i r^{(i)}_b, \quad (b, i = 1, 2), \\
(1.17b) & \quad M^b_a l^{(i)}_a = \lambda_i l^{(i)}_b, \quad (b, i = 1, 2).
\end{align*}
\]

We use the following critically important identity in our subsequent analysis:

\[
(1.18) \quad r^{(i)}_a l^{(j)}_a = 0, \quad (i \neq j).
\]

To derive \((1.18)\), we contract equation \((1.17a)\) against \(l^{(j)}_a\) and use equation \((1.17b)\) to deduce the identity \(\lambda_j r^{(i)}_a l^{(j)}_a = \lambda_i r^{(i)}_a l^{(j)}_a\) (with no summation over \(i\) or \(j\)). The desired result \((1.18)\) follows from this identity and the strict hyperbolicity assumption.

We say that the strictly hyperbolic system \((1.16a)\) is genuinely nonlinear system on the domain \(U \subset \mathbb{R}^2\) if for every \(U \in \mathcal{U}\) and \(i = 1, 2\), we have (with no summation over \(i\)):

\[
(1.19) \quad r^{(i)} \cdot D_U \lambda_i \neq 0.
\]

In \((1.19)\) and in the remainder of this section, \(D_U f = \left(\frac{\partial f}{\partial U_1}, \frac{\partial f}{\partial U_2}\right)\) denotes the gradient of \(f\) viewed as a function of \(U\) and \(\cdot\) denotes the Euclidean dot product. Thus, in component form, equation \((1.19)\) reads \(r^{(i)}_a \frac{\partial \lambda_i}{\partial U_a} \neq 0\) (with summation over \(a\) but not over \(i\)).

We now show that under the assumption of plane symmetry and under the assumptions \((1.15)\), when \(\partial_t \Phi\) is sufficiently small, equation \((1.14)\) is equivalent to a \(2 \times 2\) genuinely nonlinear strictly hyperbolic system. In plane symmetry, equation \((1.14)\) reduces to

\[
(1.20) \quad -\partial^2_t \Phi + c^2 (\partial_t \Phi) \partial_x^2 \Phi = 0.
\]

To derive the equivalent \(2 \times 2\) genuinely nonlinear strictly hyperbolic system, we introduce the variables

\[
(1.21) \quad U_1 := \partial_t \Phi, \quad U_2 := \partial_x \Phi.
\]

It is straightforward to see that for \(C^2\) solutions, equation \((1.20)\) is equivalent to equation \((1.16a)\), where the matrix \(M = M(U)\) has the components

\[
(1.22) \quad \begin{pmatrix} M^1_1 & M^1_2 \\ M^2_1 & M^2_2 \end{pmatrix} = \begin{pmatrix} 0 & -c^2 \\ -1 & 0 \end{pmatrix}.
\]

To verify the genuine nonlinearity and strict hyperbolicity conditions for the matrix \((1.22)\) when \(\partial_t \Phi\) is sufficiently small, we simply recall that \(c = c(\partial_t \Phi) = c(U_1)\) and
compute that

\begin{align}
\lambda_1 &= -c, & \lambda_2 &= c, \\
r^{(1)} &= \frac{1}{\sqrt{1 + c^2}}(1, c^{-1}), & r^{(2)} &= \frac{1}{\sqrt{1 + c^2}}(1, -c^{-1}), \\
l^{(1)} &= \frac{1}{\sqrt{1 + c^2}}(1, c), & l^{(2)} &= \frac{1}{\sqrt{1 + c^2}}(1, -c), \\
r^{(1)}_a \frac{\partial \lambda_1}{U_a} &= -\frac{1}{\sqrt{1 + c^2}} c', & r^{(2)}_a \frac{\partial \lambda_2}{U_a} &= \frac{1}{\sqrt{1 + c^2}} c'.
\end{align}

As is well known, to analyze genuinely nonlinear strictly hyperbolic systems, it is convenient to use Riemann invariants. Given such a system, for \( i = 1, 2 \), we define a Riemann invariant \( w_i = w_i(U_1, U_2) \) to be any function that is constant along the integral curves\(^9\) of \( r^{(i)} \). Equivalently, \( w_i \) verifies the following equation (with no summation over \( i \)):

\begin{equation}
(1.24) \quad r^{(i)} \cdot D_U w_i = 0.
\end{equation}

Under the assumption that \( D_U w_i \neq 0 \) for \( i = 1, 2 \), \( w_1 \) and \( w_2 \) form a system of state space coordinates that can be used in place of \( U_1 \) and \( U_2 \). The main advantage is that relative to a coordinate system of Riemann invariants, the Cauchy problem \((1.16a)-(1.16b)\) takes the following simple form:\(^8\)

\begin{align}
(1.25a) \quad & L^{(2)} w_1 = 0, & L^{(1)} w_2 = 0, \\
(1.25b) \quad & w_1|_{t=0} = \bar{w}_1, & w_2|_{t=0} = \bar{w}_2,
\end{align}

where the two characteristic vectorfields \( L^{(i)} \) are defined as follows:

\begin{equation}
(1.26) \quad L^{(i)} := \partial_t + \lambda_i \partial_x.
\end{equation}

We now verify the equivalence of the systems \((1.16a)-(1.16b)\) when \( w_1 \) and \( w_2 \) form a coordinate system of Riemann invariants. To this end, we first claim that the genuine nonlinearity condition \((1.19)\) is equivalent to

\begin{equation}
(1.27) \quad \frac{\partial \lambda_i}{\partial w_j} = \frac{\partial \lambda_i}{\partial U_a} \frac{\partial U_a}{\partial w_j} \neq 0, \quad (i \neq j).
\end{equation}

The equality in \((1.27)\) follows from the chain rule. To verify the \( \neq 0 \) aspect of the claim, we note that \((1.19)\) and \((1.24)\) imply that \( D_U \lambda_i \) and \( D_U w_i \) are not parallel or anti-parallel. Moreover, by the chain rule, when \( i \neq j \), we have \( \frac{\partial w_i}{\partial U_a} \frac{\partial U_a}{\partial w_j} = 0 \).

Thus, when \( i \neq j \), the one-form with components \( \left( \frac{\partial U_1}{\partial w_j}, \frac{\partial U_2}{\partial w_j} \right) \) is perpendicular to \( D_U w_i \) and hence, by the previous observation, not perpendicular to \( D_U \lambda_i \). Clearly this is equivalent to the desired \( \neq 0 \) statement in \((1.27)\).

We now give the proof that the first equation in \((1.25a)\) is a consequence of the system \((1.16a)\). The proofs that the second equation in \((1.25a)\) also follows

\(^9\)More precisely, \( w_i \) is constant along the integral curves of the dual of the covector \( r^{(i)} \) with respect to the standard Euclidean metric on the state space \( \mathbb{R}^2 \).

\(^8\)Throughout the monograph, if \( X \) is a vectorfield and \( f \) is a scalar-valued function, then \( Xf := X^a \partial_a f \) denotes the derivative of \( f \) in the direction \( X \). The \( X^a \) are the components of \( X \) relative to the spacetime coordinate partial derivative vectorfield frame \( \{ \partial_a \} \). In particular, the first equation in \((1.25a)\) is \( L^{(2)} \partial_0 w_1 + L^{(1)} \partial_1 w_1 = \partial_t w_1 + \lambda_0 \partial_x w_1 = 0 \).
from (1.16a) and that the reverse implication holds are similar, and we omit those details. To proceed, we first use the chain rule and equation (1.16a) to deduce that

$$\partial_t w_1 + \lambda_2 \partial_x w_1 = \frac{\partial w_1}{\partial U_a} \partial_t U_a + \lambda_2 \frac{\partial w_1}{\partial U_a} \partial_x U_a$$

$$= - \frac{\partial w_1}{\partial U_a} M^b_a \partial_x U_b + \lambda_2 \frac{\partial w_1}{\partial U_a} \partial_x U_a$$

$$= \frac{\partial w_1}{\partial U_a} \left\{ -M^b_a + \lambda_2 \delta_a^b \right\} \partial_x U_b,$$

where $\delta_a^b$ is the standard Kronecker delta. We now claim that

$$\frac{\partial w_1}{\partial U_a} \left\{ -M^b_a + \lambda_2 \delta_a^b \right\} \partial_x U_b = 0,$$

which implies the desired first equation in (1.25a). This claim follows from the orthogonality condition (1.18) and the definition (1.24) of a Riemann invariant, which together guarantee that $D_U w_1$ is proportional to $l(2)$, and from equation (1.17b).

In the remainder of this section, we assume that the solution remains inside of a compact subset of the region of state space in which the system is strictly hyperbolic and genuinely nonlinear. Under this assumption, we will show that when the data $(\tilde{w}_1, \tilde{w}_2)$ (given in (1.25b)) are compactly supported and nontrivial, the solution to (1.25a) blows up in finite time. This shows in particular that the plane symmetric wave equation (1.20) exhibits finite-time blow-up. For definiteness, in view of the $\neq 0$ statement in (1.27), we assume that there is a constant $C > 0$ and a point $x_0$ such that

$$\frac{\partial \lambda_2}{\partial w_1} > C,$$

$$\partial_x \tilde{w}_1(x_0) < 0.$$

We will show that (1.29)-(1.30) imply finite-time blow-up for $w_1$. Moreover, by making straightforward modifications to our proof, we could deduce that related blow-up results hold for $w_2$ if the signs in (1.29)-(1.30) are altered in a compatible fashion, and that $w_2$ blows up if (1.29) is replaced with a signed condition on $\frac{\partial \lambda_1}{\partial w_2}$ and (1.30) is replaced with a compatible signed condition on $\partial_x \tilde{w}_2$. It is straightforward to check that for nontrivial compactly supported data, at least one of these conditions leading to blow-up must occur.

Our proof of the blow-up of $w_1$ is an adaption of our first (crude) proof of blow-up for Burgers’ equation given in Sect. 1.1.2. In the remaining discussion in this section, we view the characteristic speeds $\lambda_i$ as functions of the Riemann invariants $(w_1, w_2)$ but we often suppress this functional dependence. Moreover, we view $w_1$ and $w_2$ as functions of the standard coordinates $(t, x)$. As in our first proof of blow-up for Burgers’ equation, the main idea is to exploit the fact that $\partial_x w_1$ verifies a Riccati-type equation. The new complication is that the equation is coupled to $w_2$. Specifically, we differentiate the first equation in (1.25a) with $\partial_x$ and use the chain rule, definition (1.26), and the identity $\partial_x w_2 = \frac{1}{\lambda_2 - \lambda_1} L(2) w_2$ (valid when $w_2$ verifies the second equation in (1.25a)) to deduce that

$$L(2) \partial_x w_1 + \frac{\partial \lambda_2}{\partial w_1} (\partial_x w_1)^2 + \left\{ \frac{1}{\lambda_2 - \lambda_1} \frac{\partial \lambda_2}{\partial w_2} L(2) w_2 \right\} \partial_x w_1 = 0.$$
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To derive the desired blow-up result for $\partial_x w_1$, we control the term in braces on the left-hand side of (1.31) and show that it remains bounded. To this end, we define, much as in (1.8a)-(1.8b), the family of characteristic curves $\gamma_0(t; x), \gamma_1(t; x)$ corresponding to the vectorfield $L(2)$ to be the solutions to the following ODE initial value problems:

\begin{align}
(1.32a) & \quad \frac{d}{dt} \gamma_0^0(t; x) = 1, \quad \frac{d}{dt} \gamma_1^0(t; x) = \lambda_2 \circ \gamma_2(t; x), \\
(1.32b) & \quad \gamma_0^0(0; x) = 0, \quad \gamma_1^0(0; x) = x.
\end{align}

As a first quantitative step in our proof of blow-up, we now derive simple uniform bounds from above and below for $w_1$ and $w_2$. To this end, we note that by the chain rule and (1.32a), the first equation in (1.25a) can be expressed as

\[ \frac{d}{dt} \{ w_1 \circ \gamma_0(t; x) \} = 0. \]  

Integrating (1.33) starting from $t = 0$, we find that at any time $t$ of classical existence, we have

\[ \min_{x \in \mathbb{R}} w_1 \circ \gamma_0(t; x) = \min_{x \in \mathbb{R}} \hat{w}_1(x), \quad \max_{x \in \mathbb{R}} w_1 \circ \gamma_0(t; x) = \max_{x \in \mathbb{R}} \hat{w}_1. \]  

Similarly, by integrating along characteristic curves corresponding to the vectorfield $L(1)$, we find that (1.34) also holds with $w_1$ everywhere replaced with $w_2$. Thus, we deduce that there exists a constant $C > 0$ depending on the data such that in any region of classical existence, we have

\[ -C \leq w_i \leq C. \]  

Our proof of blow-up relies on using an integrating factor $\iota(t; x)$ to simplify the structure of equation (1.31). Specifically, we define

\[ \iota(t; x) := \exp \left( \int_{x = \hat{w}_1(x)}^{w_1 \circ \gamma_0(t; x)} \left\{ \frac{1}{\lambda_2 - \lambda_1} \frac{\partial \lambda_2}{\partial w_2} \right\} (\hat{w}_1(x), w) \, dw \right). \]  

Note that by (1.32b), we have $\iota(0; x) = 1$. Note also that $\lambda_1 < \lambda_2$ and the strict hyperbolicity assumption $\lambda_1 < \lambda_2$ imply that there exists a constant $c > 1$ (depending on the data) such that in any region of classical existence, we have

\[ \frac{1}{c} < \iota(t; x) < c. \]  

The main step in the proof of blow-up for solutions $\partial_x w_1$ to equation (1.31) is to derive the following equation:

\[ (\partial_x w_1) \circ \gamma_2(t; x) = (\partial_x \hat{w}_1)(x) \iota^{-1}(t; x) \times \left\{ 1 + (\partial_x \hat{w}_1)(x) \int_{s=0}^{t} \iota^{-1}(s; x) \frac{\partial \lambda_2}{\partial \hat{w}_1} \circ \gamma_2(s; x) \, ds \right\}^{-1}. \]  

Once we have obtained (1.38), the desired finite-time blow-up of $\partial_x w_1$ easily follows from (1.29)-(1.30) and (1.37).

It remains for us to derive equation (1.38). To this end, we use equations (1.33) and (1.32b) to deduce that

\[ w_1 \circ \gamma_0(t; x) = \hat{w}_1(x). \]
Hence, from definition (1.26), equations (1.32a) and (1.39), and the chain rule, we deduce the following identity involving the term in braces on the left-hand side of (1.31):

\[
\frac{d}{dt} \int_{w=w_2(x)} w_2 \left( \frac{1}{\lambda_2 - \lambda_1} \frac{\partial \lambda_2}{\partial w_2} \right) \left( \dot{w}_1(x), w \right) dw = \left\{ \frac{1}{\lambda_2 - \lambda_1} \frac{\partial \lambda_2}{\partial w_2} L_2(w_2) \right\} \circ \gamma_2(t; x).
\]

Using (1.32a), (1.36), (1.40), and the chain rule, we can rewrite the Riccati-type equation (1.31) as

\[
\frac{d}{dt} \left( \frac{1}{i(t; x) \partial_x w_1} \circ \gamma_2(t; x) \right) = \frac{1}{i(t; x) \partial_x w_1} \circ \gamma_2(t; x).
\]

Finally, integrating equation (1.41) with respect to time from 0 to \( t \), using the initial conditions (1.32b), and carrying out straightforward computations, we arrive at the desired equation (1.38). This concludes our proof of blow-up of solutions to (1.25a)-(1.25b).

1.2. New aspects in more than one spatial dimension

In Sect. 1.2, we discuss some fundamental issues that distinguish the study of quasilinear hyperbolic PDEs in two or more spatial dimensions from the case of one spatial dimension. In particular, we discuss the need for energy estimates and the possible presence of dispersion. Both of these features play a key role in our derivation of the main shock-formation results of this monograph. Next, for nonlinear wave equations, we discuss the role that dispersion plays in modern proofs of small-data global existence. Moreover, in the case of three spatial dimensions, we discuss Klainerman’s (classic) null condition and outline why nonlinearities verifying it allow for small-data global existence. The wave equations that we study in Chapters 2-23 have nonlinearities that fail the null condition, which ultimately leads to small-data shock formation.

1.2.1. The energy method and local well-posedness. For quasilinear hyperbolic equations, a fundamental difference between one and more than one spatial dimension is that in the latter case, one cannot rely exclusively on the method of characteristics. Even basic local well-posedness results are based on the availability of a priori \( L^2 \)–based energy estimates; there are no known approaches that avoid them. The use of the energy method to prove local well-posedness has a long history with a huge number of contributors. In Sect. 1.2.1, we review basic local well-posedness theory for the well-known class of symmetric hyperbolic systems, with an emphasis on the role of the energy method. As we describe in Sect. 1.2.2, wave equations can be viewed as a special case of symmetric hyperbolic systems for which a much larger class of energy estimates is available. Although in the present section we discuss only symmetric hyperbolic systems in detail, we briefly mention several notable classes of equations (with some overlap) to which the energy method has been applied.

\[\text{By “well-posedness”, we mean existence, uniqueness, and continuous dependence on the initial conditions.}\]
• In the case of quasilinear wave equations, relevant for the present monograph, Schauder [72] applied energy methods to linearized versions of the equations and employed a fixed point argument to prove local well-posedness. This is the earliest known example of this kind of argument, which is now standard.

• For strictly hyperbolic first-order systems, which by definition have characteristic speeds that are strictly separated, Petrovskii [68] discovered a coercive energy identity based on the Fourier transform and used it to prove local well-posedness. Gårding [24,25], using ideas from Leray’s work [56] (see the next item), extended the well-posedness result to higher-order strictly hyperbolic scalar equations.

• Leray developed the theory of Leray hyperbolicity [56], which allows for operators having principal parts of different orders within the same system.

• As we have mentioned, there is a well-posedness theory for the well-known symmetric hyperbolic systems, which are not generally strictly hyperbolic. The general theory for such systems was developed by Friedrichs [23]. We review this theory later in this section.

• Christodoulou introduced regularly hyperbolic PDEs, which are a class of well-posed Euler-Lagrange equations for maps between a domain manifold $\mathcal{M}$ and a target manifold $\mathcal{N}$. He developed a geometric energy method framework for such PDEs that extends the multiplier method described in Sect. 1.2.2 and leads to a large family of energy estimates. The full theory takes into account the structure of both $\mathcal{M}$ and $\mathcal{N}$.

We now review the basic theory of local well-posedness for symmetric hyperbolic systems. We start by providing their definition.

**Definition 1.2 (Symmetric hyperbolic systems).** A PDE system

\[ A^I_J(U) \partial^{\alpha} U_J = F_I(U), \quad (I = 1, 2, \cdots, m) \tag{1.42} \]

on the domain $\mathbb{R}^{1+n}$ in the unknowns $U = (U_1, \cdots, U_m)$ is said to be symmetric hyperbolic in an open subset $\mathcal{U} \subset \mathbb{R}^m$ if for each fixed $U \in \mathcal{U}$, we have the symmetry property

\[ A^I_J(U) = A^J_I(U), \quad (I, J = 1, 2, \cdots, m), (\alpha = 0, 1, \cdots, n), \tag{1.43} \]

and furthermore, there exists a one-form $\xi = (\xi_0, \xi_1, \cdots, \xi_n)$ on $\mathbb{R}^{1+n}$ (generally varying from point to point) such that

\[ \xi_\alpha A^I_J(U), (I, J = 1, \cdots, m), \text{ are positive definite}. \tag{1.44} \]

**Remark 1.3 (Symmetrizable systems).** The theory of symmetric hyperbolic systems can also be extended to apply to symmetrizable systems, which are systems that can be transformed into symmetric hyperbolic form; see, for example,
In many cases, the transformation procedure involves a nonlinear state-space change of variables of the form \( U \rightarrow f(U) \), where \( f: \mathbb{R}^m \rightarrow \mathbb{R}^m \).

The main step in proving well-posedness for the system (1.42) is to obtain Sobolev estimates for solutions to the following linearized version of (1.42):

\[
A^I J^I(U) \partial_\alpha U_J = F_I(U), \quad (I = 1, 2, \cdots, m). 
\]

In (1.45), \( \tilde{U}: \mathbb{R}^{1+n} \rightarrow U \subset \mathbb{R}^m \) is a background function\(^{14}\) and \( U \) is the unknown. The Sobolev estimates follow from an energy identity for solutions to (1.45), which we now explain. In the ensuing discussion, we abbreviate

\[
|U|_E := \sqrt{(E^{-1})^{IK} U_J U_K},
\]

and

\[
\langle A^\alpha (\tilde{U}) U, U \rangle_E := (E^{-1})^{IK} A_I^J (\tilde{U}) U_J U_K,
\]

where \( E_{IJ} = \text{diag}(1, 1, \cdots, 1) \) is the standard Euclidean metric on \( \mathbb{R}^m \). To derive the energy identities, we use a framework that is related to a robust, more powerful geometric framework for deriving generalized energy estimates for wave equations. The geometric framework plays a critical role in this monograph, and we provide an overview of it in Sect. 1.2.2. The main idea behind deriving the energy identities is to apply the divergence theorem in a suitable spacetime region with the help of the compatible energy current vectorfield \( J_{\text{Energy}}^\alpha(U) \) on \( \mathbb{R}^{1+n} \) defined by

\[
J_{\text{Energy}}^\alpha(U) := \langle A^\alpha (\tilde{U}) U, U \rangle_E, \quad (\alpha = 0, 1, \cdots, n).
\]

To proceed, we use (1.43) and (1.45) to compute that

\[
\partial_\alpha J_{\text{Energy}}^\alpha(U) = \left\langle \left\{ \partial_\alpha A^\alpha (\tilde{U}) \right\} U, U \right\rangle_E + 2 \langle U, F(\tilde{U}) \rangle_E.
\]

We can obtain coercive energy identities in spacetime regions whose boundary is the union of “spacelike” hypersurfaces, which are hypersurfaces with co-normals \( \xi \) that verify the analog of (1.44) for the linear system (1.45). We now explain a particular case, sufficient for deducing local well-posedness on a small spacetime patch. We consider spacetime subsets foliated by the level sets of a scalar-valued \textit{time function} \( \tau \). That is, we assume that there is a \( C^1 \) scalar-valued function \( \tau \) defined on a subset of \( \mathbb{R}^{1+n} \) such that the level sets

\[
H_\lambda := \{ p \in \mathbb{R}^{1+n} \mid \tau(p) = \lambda \}
\]

have the property that \( \xi_\alpha A^\alpha (\tilde{U}) \) is positive definite at every point in \( H_\lambda \), where \( \xi \) is the one-form that is (Euclidean) metric-dual\(^{15}\) to the future-directed\(^{16}\) Euclidean-unit normal vectorfield along \( H_\lambda \). Here, by Euclidean metric, we mean the standard one on \( \mathbb{R}^{1+n} \) defined by \( e_{\alpha\beta} = \text{diag}(1, 1, \cdots, 1) \). For convenience, we assume here that the \( H_\lambda \) are compact and have a common \( C^1 \) boundary, denoted by \( \partial H \) (see\(^{14}\))

\(^{14}\) In a proof of well-posedness via an iteration scheme, the role of the background function is played by a known iterate, and the role of \( U \) is played by the next iterate, which is to be solved for; see just below Prop. 1.5.

\(^{15}\) That is, \( \xi_\alpha = e_{\alpha\beta} N^\beta \), where \( N \) is the future-directed Euclidean unit normal vectorfield to \( H_\lambda \).

\(^{16}\) Throughout the monograph, future-directed vectors \( V \) are such that \( V^0 > 0 \), where, relative to the rectangular coordinates, \( V = V^\alpha \partial_\alpha \).
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1. We now derive energy estimates on regions $\mathcal{M}_\lambda \subset \mathbb{R}^{1+n}$ defined by (see Figure 1)

\[ \mathcal{M}_\lambda := \cup_{\lambda' \in [0, \lambda]} H_{\lambda'}. \]

The most geometric way of formulating the divergence theorem in the present context involves the well-known co-area formula (see, for example, [53]), which states that for functions $f$, we have the following integral identity on the region (1.49):

\[ \int_{\mathcal{M}_\lambda} f \, d\varpi_e = \int_{\mathcal{N}=0}^{\lambda'} \int_{H_{\lambda'}} f |d\tau|_{e}^{-1} \, d\sigma_{\lambda'} \, d\lambda'. \]

In (1.50), $d\varpi_e$ is the spacetime volume form\(^{17}\) corresponding to the Euclidean metric $e_{\alpha\beta}$ and $d\sigma_{\lambda'}$ is the volume form corresponding to the Riemannian metric $(h_{\lambda})_{\alpha\beta}$ induced on $H_{\lambda'}$ by $e_{\alpha\beta}$. Moreover, $d\tau = (\partial_1 \tau, \partial_2 \tau, \ldots, \partial_n \tau)$ is the spacetime gradient one-form of $\tau$ and $|d\tau|_{e} = \sqrt{(e^{-1})_{\alpha\beta} \partial_\alpha \tau \partial_\beta \tau}$ is its Euclidean norm.

![Figure 1. Foliation of the spacetime region $\mathcal{M}_\lambda$ by $H_{\lambda'}$, $\lambda' \in [0, \lambda]$. $N$ denotes the Euclidean-unit normal to $H_{\lambda'}$, which is dual to $\xi$ via the Euclidean metric.](image)

The fundamental energy corresponding to the linear system (1.45) and the hypersurface $H_\lambda$ is

\[ E(\lambda) := \int_{H_\lambda} \langle \xi_\alpha A_\alpha (\tilde{U}) U, U \rangle_E \, d\sigma_\lambda = \int_{H_\lambda} \xi_\alpha J^\alpha_0 [\text{Energy}] [U] \, d\sigma_\lambda, \]

where $J^\alpha_0 [\text{Energy}] [U]$ is defined in (1.46). In view of our above assumptions on $H_\lambda$, we see that there exists a constant $C > 1$ depending on $\tilde{U}$ such that

\[ C^{-1} \int_{H_\lambda} |U|_E^2 |d\tau|_{e}^{-1} \, d\sigma_\lambda \leq E(\lambda) \leq C \int_{H_\lambda} |U|_E^2 |d\tau|_{e}^{-1} \, d\sigma_\lambda. \]

\(^{17}\)Relative to the standard rectangular coordinates on $\mathbb{R}^{1+n}$, we have $d\varpi_e = dx^0 \cdots dx^n$.

\(^{18}\)We have $(h_{\lambda})_{\alpha\beta} = e_{\alpha\beta} - \xi_\alpha \xi_\beta$. Furthermore, relative to rectangular coordinates on $\mathbb{R}^{1+n}$, we have $\xi_\alpha = \frac{\partial_\alpha \tau}{|d\tau|_{e}}$. 

Applying the divergence theorem with the current (1.46) over the region $M_\lambda$ and using the identity (1.47), we obtain the following energy identity:

\[(1.53)\]
\[E(\lambda) = E(0) + \int_{N=0}^{\lambda} \int_{H_{\lambda'}} \left\{ \left( \partial_\alpha A(\bar{U}) \right) U, U \right\}_E + 2\langle U, F(\bar{U}) \rangle_E \|d\tau\|^{-1} d\sigma_N \, d\lambda'.\]

We remark that in our proof of shock formation for solutions to wave equations, we rely on intricate geometric energy identities in the spirit of (1.53); see Prop. 10.13.

Using (1.52), (1.53), and the elementary inequality $ab \leq \frac{1}{2}(a^2 + b^2)$, we see that there exists a constant $C > 1$ depending on $\bar{U}$ and its $C^1$ norm such that

\[(1.54)\]
\[E(\lambda) \leq E(0) + C \int_{N=0}^{\lambda} E(\lambda') \, d\lambda' + C \int_{N=0}^{\lambda} \int_{H_{\lambda'}} F^2(\bar{U}) \|d\tau\|^{-1} d\sigma_N \, d\lambda'.\]

From (1.54) and Gronwall’s inequality, we deduce the fundamentally important a priori estimate

\[(1.55)\]
\[E(\lambda) \leq \left\{ E(0) + C \int_{N=0}^{\lambda} \int_{H_{\lambda'}} F^2(\bar{U}) \|d\tau\|^{-1} d\sigma_N \, d\lambda' \right\} \exp(CL).\]

As we describe below, the estimate (1.55) is the main ingredient in the proof of local well-posedness for symmetric hyperbolic systems. In the next proposition, we provide a basic local well-posedness result. For convenience, we restrict our attention to the case in which the one-form $\xi$ from Def. 1.2 has the simple form $\xi = (1, 0_{1 \times n})$ relative to rectangular coordinates and hence $H_\lambda = \Sigma_\lambda$, where in the remaining discussion,

\[(1.56)\]
\[
\Sigma_t := \{(s, x^1, x^2, \ldots, x^n) \in \mathbb{R}^{1+n} \mid s = t\} \simeq \mathbb{R}^n
\]
denotes the flat hypersurface in $\mathbb{R}^{1+n}$ of constant time $t$.

**Remark 1.4 (The spaces $H^s_\mu(\Sigma_t)$ and $L^2_{\mu}(\Sigma_t)$).** Throughout the monograph, we use the notation $H^s_\mu(\Sigma_t)$ to denote the standard Sobolev space of order $s$ corresponding to rectangular spatial coordinate partial derivatives along $\Sigma_t$, where the volume form inherent in the corresponding norm $\| \cdot \|_{H^s_\mu(\Sigma_t)}$ is the one induced by the standard Euclidean metric $e$ on $\Sigma_t$. A similar remark applies to the Lebesgue space $L^2(\Sigma_t)$ and the corresponding norm $\| \cdot \|_{L^2(\Sigma_t)}$. This distinction is important because later in the monograph (see Sect. 3.19), we define another norm, denoted by $\| \cdot \|_{L^2(\Sigma_t)}$, where the volume form that we use in defining it is, near a shock singularity, drastically different than the one induced by $e$.

**Proposition 1.5 (Local well-posedness and continuation criteria for symmetric hyperbolic systems).** Assume that the system (1.42) is symmetric hyperbolic on the open set $U \subset \mathbb{R}^m$ and has vanishing inhomogeneous term.\(^{19}\) Let $F(U) \equiv 0$. Let $s > n/2 + 1$ and let $U \in H^s_\mu(\Sigma_0)$ be initial data. Assume that $U(\Sigma_0)$ is contained in a compact subset $\mathcal{R}$ of interior($U$) such that for $U \in \mathcal{R}$, the $m \times m$ matrix $A^{ij}(U)$, $(I, J = 1, \ldots, m)$, is positive definite. Then there exists a $T > 0$.

\(^{19}\)The proposition can easily be adapted so as to apply when $F_t(U) \neq 0$, under suitable assumptions on $F_t(U)$. 
depending only on $\|\hat{U}\|_{H^2(\Sigma_0)}$ and $\mathfrak{R}$, such that these data launch a unique classical solution $U$ existing on the slab $[0, T) \times \mathbb{R}^n$ which has the regularity property
\begin{equation}
U \in C([0, T), H^s_\mathcal{E}(\Sigma_t)).
\end{equation}
The solution depends continuously on the data. Moreover, there is a compact set $\mathfrak{R}' \subset \text{interior}(\mathcal{U})$ with $\mathfrak{R} \subset \text{interior}(\mathfrak{R}')$ such that $U([0, T) \times \mathbb{R}^n) \subset \mathfrak{R}'$. Furthermore, $U$ verifies the following estimate for $t \in [0, T)$:
\begin{equation}
\|U\|_{H^s_\mathcal{E}(\Sigma_t)} \leq f \left( \|\hat{U}\|_{H^2(\Sigma_0)}; \mathfrak{R}', s \right) \times \exp \left( C_{\mathfrak{R}', s} \int_0^t \sum_{\alpha=0}^n \|\partial_\alpha U\|_{L^\infty(\Sigma, t')} dt' \right),
\end{equation}
where $f$ is a function that is continuous and increasing in its first argument and that vanishes when $\hat{U} = 0$. Moreover, there exists a maximal slab $[0, T(\text{Lifespan})) \times \mathbb{R}^n$ on which the above properties, including the regularity property (1.57), hold.
Finally, if $T(\text{Lifespan}) < \infty$, then either
\begin{equation}
\sum_{\alpha=0}^n \int_0^{T(\text{Lifespan})} \|\partial_\alpha U\|_{L^\infty(\Sigma, t')} dt' = \infty \quad \text{or} \quad U([0, T) \times \mathbb{R}^n) \text{ escapes every compact subset of } \text{interior}(\mathcal{U}) \text{ as } T \uparrow T(\text{Lifespan}).
\end{equation}

The proof of the proposition is standard and most of the details can be found, for example, in [30, Chapter VI]. The main idea is to define iterates \begin{equation}
\{U^{(k)}\}_{k=0}^\infty
\end{equation}
where $U^{(0)} := \hat{U}$ and $U^{(k+1)}$ is determined in terms of $U^{(k)}$ by solving the linearized system $A_j^{\alpha\beta}(U^{(k)}) \partial_\beta (U^{(k+1)} - U) = -A_j^{\alpha\beta}(U^{(k)}) \partial_\beta \hat{U}$ with initial data $U_j^{(k+1)}|_{\Sigma_0} - \hat{U} = 0$. One then derives energy estimates along the lines of (1.55) to deduce, with the help of the standard Sobolev calculus, uniform estimates for $\{\|U\|_{H^s_\mathcal{E}(\Sigma_t)}\}_{k=0}^\infty$ whenever $T$ is sufficiently small. In particular, standard Sobolev embedding implies that $\sum_{\alpha=0}^n \|\partial_\alpha U\|_{L^\infty(\Sigma, t')} \leq C \|U\|_{H^s_\mathcal{E}(\Sigma_t)}$, which provides control over the argument of $\exp$ on the right-hand side of (1.58). Next, one can derive similar uniform estimates based on the previous estimates and use them to show that the sum $\sum_{k=0}^{\infty} \sup_{t \in [0, T]} \|U^{(k+1)} - U^{(k)}\|_{L^2(\Sigma_t)}$ is finite, which implies the convergence of the iterates in $L^2$. One can then show that the limit $U$ is a classical solution and obtain additional information, including estimates on its derivatives up to order $s$. The proofs are based on similar arguments and standard results from functional analysis.

1.2.2. Square integral-type dispersion for wave equations based on generalized energy estimates. A major aspect permeating the study of quasi-linear hyperbolic PDEs in higher dimensions is that dispersion is sometimes present, and it can cause the solution to decay (at least initially) and thus delay or prevent the formation of singularities. In the opposite direction, depending on the structure of the equations, it is possible that other kinds of singularities besides shocks might develop. For example, a major open problem is whether or not vorticity blow-up
occurs in the compressible Euler equations. Although Sideris gave, in the case of three spatial dimensions, a proof by contradiction that an open set of initial data generate solutions that blow-up \[73\], we have reason to suspect that his result is detecting shocks rather than vorticity blow-up; below we elaborate on this suspicion. Specifically, Sideris showed that under suitable convexity assumptions on the fluid equation of state, small-data blow-up occurs; see also \[26\] for related large-data blow-up results for the relativistic Euler equations. Sideris’ proof was based on using virial identity arguments to indirectly rule out the possibility of global smooth solutions. That is, he constructed spatially averaged quantities that, on the one hand are smooth when the solution is smooth, and on the other hand, must blow up in finite time as a consequence of some differential inequalities verified by solutions. In particular, Sideris’ proof did not reveal the blow-up mechanism. It is important to note that Sideris’ condition for blow-up involves an integral condition on the data that resembles the one given by Christodoulou in \[17\] for the full vorticity-containing relativistic Euler equations in the small-data regime. The key point is that Christodoulou showed \[17\], Chapter 14\] that his condition leads to the development a large irrotational region in which a shock singularity forms; for these reasons, we speculate that Siderian blow-up is caused by the same mechanism.

Dispersive estimates play an especially important role in the study of solutions to nonlinear wave equations in \[22\] two or more spatial dimensions. In particular, the issue of global existence versus finite-time blow-up for solutions is often decided by a competition between the dispersive nature of the corresponding linear problem and the strength of the nonlinearities.\[23\] In the shock-forming wave equation solutions (in three spatial dimensions) that we study later in this monograph, the dispersion just barely fails to suppress the singularity formation. However, an important and perhaps surprising fact is that dispersion, both \(L^2\)-type and pointwise, plays a key role in our proof of the shock formation. In fact, relative to a dynamic system of coordinates related to the eikonal function \(u\) (see (1.8a)) used in our study of Burgers’ equation, the shock-forming solutions exhibit dispersive behavior at the lower derivative levels, all the up to and including the shock; see Sect. 2.6 for an overview. Because the dispersive behavior is so important, we dedicate Sects. 1.2.2 and 1.2.3 to providing some general background information on wave dispersion.

In this section, we focus on \(L^2\)-type dispersion.

We begin by motivating some of the quasilinear wave equations that we study in detail starting in Chapter 2. To avoid the difficult problem, mentioned above, of analyzing vorticity in the Euler equations, one can study irrotational solutions. As we mentioned in Footnote 4 on pg. 2, for such solutions, the Euler equations reduce to single quasilinear wave equation of Euler-Lagrange type for the scalar-valued fluid potential. In Sect. 2.11.2 we provide additional details on the structure of the wave equation in the case of the relativistic Euler equations. In the present section, rather than studying the equations of irrotational fluid mechanics, we instead study a closely related (as described in Appendix A) but seemingly more geometric family of covariant quasilinear wave equations of the form

\[
\Box_g(\Psi) = \mathcal{N}(\Psi, \partial_\Psi)
\]

\[22\] In one spatial dimension, the linear wave equation \(-\partial_t^2 \Phi + \partial_x^2 \Phi = 0\) is effectively a transport equation whose solutions do not disperse.

\[23\] That is, often the nonlinear terms do not enhance the decay rates corresponding to the linear problem.
The solution depends continuously on the data. Moreover, there is a compact set \( K \) has the regularity property
\[
\| \Psi(\Sigma_0) \|_{H^{n+1}(\Sigma_0)}
\]
these data launch a unique classical solution existing on the slab \( T > a \) for equation \( (1.59) \). One can prove a basic well-posedness result for equation \( (1.59) \) by introducing the “new” independent variables \( \partial_t \Psi := U_t, (\nu = 0, 1, \ldots, n) \), and then reformulating the equation as a (first-order) symmetric hyperbolic system in \( \Psi \) and \( U \); one can then apply Prop. 1.5 which leads to the following proposition; see also Prop. 21.1 which provides a detailed version of local well-posedness that is relevant for the main results of the monograph.

Proposition 1.6 (Local well-posedness and continuation criterion for quasilinear wave equations of type \( (1.59) \)). Let \( s > n/2 + 1 \) and let \( \mathcal{H} \subset \mathbb{R} \) be the set mentioned just below equation \( (1.59) \). Let \( (\Psi, \Psi_0) = (\Psi|_{\Sigma_0}, \partial_t \Psi|_{\Sigma_0}) \in H^{n+1}_x(\Sigma_0) \times H^s_x(\Sigma_0) \) be initial data for the wave equation \( (1.59) \) and assume that there is a compact subset \( \mathcal{R} \subset \text{interior} (\mathcal{H}) \) such that \( \Psi(\Sigma_0) \subset \mathcal{R} \). Then there exists a \( T > 0 \), depending only on \( \sum_{\alpha=1}^n \| \partial_\alpha \Psi_0 \|_{H^s_x(\Sigma_0)} + \| \partial_t \Psi_0 \|_{H^{n+1}_x(\Sigma_0)} \) and \( \mathcal{R} \), such that these data launch a unique classical solution existing on the slab \( [0, T) \times \mathbb{R}^n \) which has the regularity property
\[
\Psi \in C([0, T), H^{n+1}_x(\Sigma_t)), \quad \partial_t \Psi \in C([0, T), H^s_x(\Sigma_t)).
\]
The solution depends continuously on the data. Moreover, there is a compact set \( \mathcal{R}' \subset \text{interior} (\mathcal{H}) \) with \( \mathcal{R} \subset \text{interior} (\mathcal{R}') \) such that \( \Psi([0, T) \times \mathbb{R}^n) \subset \mathcal{R}' \). Furthermore, \( \Psi \) verifies the following estimate for \( \mathbb{E} t \in [0, T) \):
\[
\sum_{\alpha=0}^n \| \partial_\alpha \Psi \|_{H^s_x(\Sigma_t)} \leq f \left( \sum_{\alpha=1}^n \left\| \partial_\alpha \Psi \right\|_{H^s_x(\Sigma_0)} + \left\| \partial_t \Psi_0 \right\|_{H^{n+1}_x(\Sigma_0)}; \mathcal{R}', s \right) \times \exp \left( C_{\mathcal{R}', s} \int_{t'=0}^t \sum_{\alpha=0}^n \| \partial_\alpha \Psi \|_{L^\infty(\Sigma_{t''})} \, dt'' \right),
\]
where \( f \) is a function that is continuous and increasing in its first argument and that vanishes when the data are trivial. Moreover, there exists a maximal slab

\footnote{Relative to an arbitrary coordinate system, \( \Box_g \Psi = \frac{1}{\sqrt{|\det g|}} \partial_\alpha (\sqrt{|\det g|}(g^{-1})^{\alpha\beta} \partial_\beta \Psi) \).}

\footnote{By Lorentzian, we mean that relative to arbitrary coordinates, \( g_{\alpha\beta} \) is an \((1+n) \times (1+n)\) matrix of signature \((-++, +++, \ldots, ++)\).}

\footnote{The inequality \( g_{00}(\Psi) < 0 \) is equivalent to the timelike character of the vectorfield \( \partial_t = \partial/\partial x^0 \).}

\footnote{An estimate for \( \| \Psi \|_{L^2_x(\Sigma_t)} \) can be obtained by integrating the estimate \( (1.61) \) for \( \| \partial_t \Psi \|_{L^2_x(\Sigma_t)} \) with respect to time.}
equations of the form (\(g\) is a major extension of earlier work [10, 11].)

\[ \sum_{\alpha=0}^{n} \int_{t'=0}^{T_{\text{Lifespan}}} \| \partial_{\alpha} \Psi \|_{L^\infty(\Sigma_{t'})} \, dt' = \infty \]

or \( \Psi([0, T) \times \mathbb{R}^n) \) escapes every compact subset of \( \text{interior}(\mathcal{H}) \) as \( T \uparrow T_{\text{Lifespan}} \).

As we described below Prop. 1.5, the standard proof of Prop. 1.6 relies on using Sobolev embedding to estimate the norm in the argument of \( \exp \) in equation (1.61) as follows:

\[ \sum_{\alpha=0}^{n} \| \partial_{\alpha} \Psi \|_{L^\infty(\Sigma_{t'})} \leq C \sum_{\alpha=0}^{n} \| \partial_{\alpha} \Psi \|_{H^\infty_{\epsilon}(\Sigma_{t'})} \, . \]

It is important to note that in some cases, the Sobolev exponent \( s \) from Prop. 1.6 has been markedly improved by using refined tools such as Strichartz and bilinear estimates to replace the above crude Sobolev estimate. The most advanced result along these lines is the recent proof of the bounded \( L^2 \) curvature conjecture [52], which for the Einstein-vacuum equations of general relativity with \( n = 3 \) essentially leads to local well-posedness for \( (\Psi, \tilde{\Psi}_0) \in H^2_{\epsilon}(\Sigma_0) \times H^1_{\epsilon}(\Sigma_0) \). This remarkable work is a major extension of earlier work [51] of Klainerman-Rodnianski, which proved local well-posedness for the Einstein-vacuum equations with \( n = 3 \) relative to wave coordinates for data verifying, for any \( \epsilon > 0 \), \( (\Psi, \tilde{\Psi}_0) \in H^{2+\epsilon}_{\epsilon}(\Sigma_0) \times H^{1+\epsilon}_{\epsilon}(\Sigma_0) \). Their work was extended by Smith-Tataru [74], who showed that when \( n \in \{3, 4, 5\} \), quasilinear wave equations of the form

\[ (g^{-1})^{\alpha\beta}(\Psi) \partial_{\alpha} \partial_{\beta} \Psi = N^{\alpha\beta}(\Psi) \partial_{\alpha} \Psi \partial_{\beta} \Psi \]

are locally well-posed for data verifying, for any \( \epsilon > 0 \), \( (\Psi, \tilde{\Psi}_0) \in H^{(n+1)/2+\epsilon}_{\epsilon}(\Sigma_0) \times H^{(n-1)/2+\epsilon}_{\epsilon}(\Sigma_0) \); see also [78] for an alternate proof in the case \( n = 3 \). It is also important to note that Lindblad showed [57] that when \( n = 3 \), it is not possible to further lower the Sobolev exponent without additional structure on the nonlinearities (such as the structure present in the case of the Einstein-vacuum equations).

The symmetric hyperbolic framework, which we outlined in Sect. 1.2.1, is generally not well-suited for proving results going beyond local well-posedness. For wave equations, one can derive significantly more sophisticated \( L^2 \)-type estimates based on the vectorfield multiplier and vectorfield commutator methods, which are collectively known as the vectorfield method. The family of generalized energy estimates afforded by these methods is much larger than the family of energy estimates afforded by the symmetric hyperbolic framework in the sense that one has great freedom in the choice of multipliers, differential operator commutators, and surfaces of integration. Both methods are important for deriving the dispersive properties of waves and play a key role in our proofs of the main results of this monograph. In the present section, we focus on the multiplier method. We first review the basic framework, which is applicable to general nonlinear wave equations. For illustration, we then show how the multiplier method can be used to derive \( L^2 \)-type dispersive estimates for solutions to the linear wave equation. In Sect. 1.2.3, we focus on the commutator method which, when combined with the multiplier method,
can be used to derive refined pointwise decay estimates exhibiting the directionally dependent dispersive properties of linear waves.

We now outline the main ideas behind the multiplier method. We consider the nonlinear wave equation (1.59) because of its relevance for the main results of this monograph; see Chapter 10 for a detailed version of the method for this equation in the context of the problem of shock formation. At the heart of the approach lies the energy-momentum tensor field $Q[\Psi]$, a type $(0,2)$ tensor field on $\mathbb{R}^{1+n}$ defined by (see Footnote 12 on pg. 12 regarding our index conventions)

$$Q_{\mu\nu}[\Psi] := \mathcal{D}_\mu \mathcal{D}_\nu \Psi - \frac{1}{2} g_{\mu\nu} (g^{-1})^{\alpha\beta} \mathcal{D}_\alpha \mathcal{D}_\beta \Psi. \quad (1.62)$$

The quantity $Q[\Psi]$ has the following well-known key properties (the first is easy to prove while for the second, readers may consult [18] for the main ideas behind the proof):

1. For solutions to (1.59), we have

$$\mathcal{D}_\alpha Q^\alpha_{\nu}[\Psi] = N(\Psi, \partial \Psi) \mathcal{D}_\nu \Psi. \quad (1.63)$$

2. For future-directed (see Footnote 16 on pg. 13), causal vectors $V$ and $W$, we have the dominant energy condition

$$Q_{\alpha\beta}[\Psi] V^\alpha W^\beta \geq 0. \quad (1.64)$$

As we will now explain, the properties (1.63) and (1.64), when combined with the divergence theorem, allow one to derive a large family of coercive $L^2$-type energy estimates. This is the multiplier method in action.

For bookkeeping purposes in the divergence theorem, it is convenient to introduce the following compatible current vector field $J^\nu[\Psi]$, which depends on an auxiliary multiplier vector field $V$:

$$J^\nu[\Psi] := Q^\nu_{\alpha}[\Psi] V^\alpha. \quad (1.65)$$

Using (1.63) and the symmetry of $Q[\Psi]$, we compute that for solutions to (1.59), we have the following identity:

$$\mathcal{D}_\alpha (V) J^\alpha[\Psi] = \frac{1}{2} Q^{\alpha\beta}[\Psi] (V) \pi_{\alpha\beta} + N(\Psi, \partial \Psi) V \Psi. \quad (1.66)$$

In (1.66), $V \Psi = V^\alpha \partial_\alpha \Psi$ denotes the $V$ directional derivative of $\Psi$ (see Footnote 10 on pg. 8),

$$\pi_{\mu\nu} := \mathcal{L}_V g_{\mu\nu} = \mathcal{D}_\mu V_\nu + \mathcal{D}_\nu V_\mu \quad (1.67)$$

denotes the deformation tensor of $V$, and $\mathcal{L}_V$ denotes Lie differentiation with respect to $V$ (see Def. [3,54]).

---

29 Here and throughout the remainder of the monograph, we lower and raise indices with $g$ and $g^{-1}$.

30 By definition, causal vectors $V$ are such that $g(V, V) := g_{\alpha\beta} V^\alpha V^\beta \leq 0$.

31 The second equality in (1.67) is a consequence of the torsion-free property of the connection $\mathcal{D}$.
By integrating the identity (1.66) over a suitable spacetime region \( \mathcal{M} \subset \mathbb{R}^{1+n} \) bounded by spacelike\(^{32}\) and/or null\(^{33}\) hypersurfaces and applying the divergence theorem, we obtain an energy identity, in analogy with (1.53). By (1.65), the corresponding integrals along the bounding hypersurfaces appearing in the divergence theorem feature the integrands \( Q_{\alpha\beta} [\Psi] V^\alpha N^\beta \), where \( N \) is the unit normal\(^{34}\) vectorfield \( N \) along the bounding hypersurface. Hence, by (1.64) and the fact that \( Q[\Psi] \) is quadratic in the derivatives of \( \Psi \), we infer that the integrals along the bounding hypersurfaces are coercive in the derivatives of \( \Psi \) whenever \( V \) and \( N \) are both future-directed and causal. It is because the integrals are coercive that we refer such identities as generalized energy identities and the resulting estimates as generalized energy estimates. In contrast, the theory of symmetric hyperbolic systems provides (up to scalar function multiples) only one compatible current that leads to a coercive energy identity, namely the compatible energy current (1.46).

Remark 1.7 (Connection between \((V)\pi\) and Noether’s theorem). Note that by the identity (1.66) and the divergence theorem argument described above, the tensorfield \((V)\pi_{\mu\nu}\) is connected to the availability (or not) of conservation laws for solutions to the wave equation. In particular, if the right-hand side of (1.59) vanishes and if \( V \) is a Killing field\(^{35}\) of \( g \), then (1.66) implies that \( \mathcal{D}_\alpha (V) J^\alpha [\Psi] = 0 \). In particular, there is a conserved quantity associated to the current (1.65); see below for some simple but important examples. This phenomenon may be viewed as a geometric version of Noether’s theorem, tailored to wave equations. We note that most metrics \( g \) do not admit any Killing fields. Thus, generally speaking, in order to prove a global result for a nonlinear problem, one must construct vectorfields \( V \) that not only yield coercive energies (upon integrating the corresponding compatible current over a suitable domain), but that also are such that one can control the error integral generated by the first term\(^{36}\) on the right-hand side of (1.66).

For the purpose of illustration, we now derive some coercive energy identities for solutions to the standard linear wave equation\(^{37}\)

\[(1.68) \quad \square_m \Psi = 0,\]

where \( m \) is the Minkowski metric on \( \mathbb{R}^{1+n} \). The simplest nontrivial example occurs when \( V = \partial_t \) (relative to standard rectangular coordinates) and \( \mathcal{M} = \bigcup_{t=0}^T \Sigma_t \) (see (1.56) for the definition of \( \Sigma_t \)). It is straightforward to compute that \((\partial_t)^\pi = 0\), \(N = \partial_t\), and \((\partial_t) J^\alpha [\Psi] N_\alpha = \frac{1}{2} \sum_{\alpha=0}^n (\partial_t \Psi)^2\). The resulting energy identity yields the

---

\(^{32}\)A spacelike hypersurface \( \Sigma \) is such that at each point, the future-directed unit normal \( N \) is timelike (that is, it has a negative length as measured by \( g \)). In particular, we have \( g(N,N) = -1 \).

\(^{33}\)A null hypersurface has normal vectors that are tangent to the hypersurface and that have length 0 as measured by \( g \). A particular kind of null hypersurface, namely null cones, form the lateral boundaries of the integration region that we use in our proof of shock formation for wave equations in three spatial dimensions; see Prop. 10.13.

\(^{34}\)The phrase “unit normal” is not accurate if the bounding hypersurface is null, since in this case any normal is null (that is, it has length 0 as measured by \( g \)).

\(^{35}\)By definition, Killing fields of \( g \) are vectorfields such that \((V)\pi = 0\).

\(^{36}\)In some cases, this first term contains a piece with a favorable sign that can be used to control other error terms. This is the case in the shock-formation problem that we study later in the monograph; see the discussion surrounding equation (2.53).

\(^{37}\)Relative to standard rectangular coordinates \( \{x^\alpha\}_{\alpha=0,1,\ldots,n} \) on \( \mathbb{R}^{1+n} \), \( \square_m = (m^{-1})^{\alpha\beta} \partial_\alpha \partial_\beta \), where \((m^{-1})^{\alpha\beta} = \text{diag}(-1,1,1\cdots,1)\) is the inverse Minkowski metric.
well-known conservation of the $L^2$ norm of the gradient:

\begin{equation}
\sum_{\alpha=0}^{n} \int_{\Sigma_t} (\partial_{\alpha} \Psi)^2 \, d^n x = \sum_{\alpha=0}^{n} \int_{\Sigma_0} (\partial_{\alpha} \Psi)^2 \, d^n x,
\end{equation}

where $d^n x := dx^1 \cdots dx^n$.

Although it is of fundamental importance, the energy identity (1.69) does not contain any information about the dispersive behavior of linear waves. A much more refined $L^2$-type estimate, exhibiting some aspects of wave dispersion, can be obtained by replacing the multiplier $\partial_t$ with the Minkowskian Morawetz multiplier $K$, defined by

\begin{equation}
\begin{aligned}
K := (t^2 + r^2) \partial_t + 2tr \partial_r &= \frac{1}{2} (t + r)^2 L_{(Flat)} + \frac{1}{2} (t - r)^2 L_{(Flat)}' \quad \text{in (1.70)},
\end{aligned}
\end{equation}

In (1.70), $L_{(Flat)} := \partial_t + \partial_r$, $L_{(Flat)}' := \partial_t - \partial_r$ are the standard (future) outgoing/ingoing radial Minkowski-null vectorfields. Above and throughout,

\begin{equation}
r = \sqrt{\sum_{a=1}^{n} (x^a)^2}
\end{equation}

is the standard Euclidean radial coordinate on $\mathbb{R}^n$ and

\begin{equation}
\partial_r = \frac{x^a}{r} \partial_a
\end{equation}

is the standard Euclidean radial vectorfield. The vectorfield $K$ is a conformal Killing field of $m$, which means that its deformation tensor is a scalar function multiple of $m$. More precisely, simple calculations yield (see (1.67)) that

\begin{equation}
(K)_{\pi \mu \nu} = 4tm_{\mu \nu}.
\end{equation}

As a consequence of (1.66) and (1.74), we have that $\mathcal{D}_\alpha (K)^a [\Psi] \neq 0$, which, in light of Remark 1.7, means that $(K)J$ does not directly lead to a conservation law. However, as is described in [48], we can modify $(K)J[\Psi]$ by adding correction terms to create a divergence-free vectorfield. Specifically, we define (see Footnote 29 on pg. 20 regarding the notation)

\begin{equation}
(K+\text{Correction})^\nu [\Psi] := (K)^\nu [\Psi] + (n - 1)t \Psi \partial^\nu \Psi - \frac{n - 1}{2} \Psi^2 \partial^\nu t,
\end{equation}

and straightforward calculations based on (1.66) and (1.74) yield that for solutions to (1.68), we have

\begin{equation}
\mathcal{D}_\alpha (K+\text{Correction})^a [\Psi] = 0.
\end{equation}

---

38By Minkowski-null, we mean that $m(L_{(Flat)}) = m(L_{(Flat)}) = 0$, where $m(V; W) := m_{\alpha \beta} V^\alpha W^\beta$.

39Note that when the metric is equal to the Minkowski metric $m$, the operator $\mathcal{D}_\alpha$ agrees with the standard partial derivative operator $\partial_\alpha$ relative to rectangular coordinates.
As in [1.69], we can integrate the identity (1.76) over the spacetime domain \([0, t] \times \mathbb{R}^n\) and invoke the divergence theorem to obtain the following conservation law (again with \(N = \partial_t\)):

\[
\int_{\Sigma_t} (K + \text{Correction})J^{\alpha}[\Psi]N_\alpha \, d^n x = \int_{\Sigma_0} (K + \text{Correction})J^{\alpha}[\Psi]N_\alpha \, d^n x.
\]

(1.77)

The identity (1.77) is useful only if the integrals \(\int_{\Sigma_t} \cdots\) are coercive. As we now describe, they are in fact coercive in a rather strong sense when \(n \geq 3\) due to the weights inherent in the definition (1.70) of \(K\). The main estimate of interest to us is that when \(n \geq 3\), there is a constant \(C > 0\) depending on \(n\) such that

\[
\int_{\Sigma_t} (K + \text{Correction})J^{\alpha}[\Psi]N_\alpha \, d^n x \geq \frac{1}{C} \int_{\Sigma_t} (t + r)^2 (L_{\text{Flat}} \Psi)^2 \, d^n x + \frac{1}{C} \int_{\Sigma_t} (t - r)^2 (L_{\text{Flat}} \Psi)^2 \, d^n x
\]

\[
+ \frac{1}{2} \int_{\Sigma_t} (t^2 + r^2)|\nabla_x \Psi|^2 \, d^n x + \frac{1}{C} \int_{\Sigma_t} \frac{t^2 + r^2}{r^2} \Psi^2 \, d^n x.
\]

(1.78)

In (1.78), \(\nabla_x\) is the Levi-Civita connection of \(\eta_t\), the Riemannian metric on the Euclidean spheres of constant \(t\) and \(r\) induced by the Minkowski metric \(m\). Thus, \(|\nabla_x \Psi|\) is the size of the angular derivatives of \(\Psi\). The proof of (1.78) is more involved than the proof of (1.69) and requires some new ingredients. Below we will provide a proof using arguments given in [48]. Equation (1.77) and inequality (1.78) together exhibit some important \(L^2\)-type dispersive properties of linear waves showing that, for example, the gradient of \(\Psi\) cannot remain concentrated (in the \(L^2(\mathbb{R}^n)\) sense) in any compact set of \(\mathbb{R}^n\) as \(t \to \infty\). It also shows that \(L_{\text{Flat}} \Psi\) and \(\nabla_x \Psi\) enjoy stronger decay properties than \(L_{\text{Flat}} \Psi\). Estimates in this vein play an important role in many nonlinear problems, including our analysis of shock-forming waves.

To prove (1.78), we first use (1.62), (1.65), (1.75), and the fact that \(N = \partial_t\) along \(\Sigma_t\) to compute that (see the proof of Lemma 10.7 for inspiration on how to carry out the computations)

\[
(\text{K+Correction})J^{\alpha}[\Psi]N_\alpha
\]

\[
= \frac{1}{4} (t + r)^2 (L_{\text{Flat}} \Psi)^2 + \frac{1}{4} (t - r)^2 (L_{\text{Flat}} \Psi)^2 + \frac{1}{2} (t^2 + r^2)|\nabla_x \Psi|^2
\]

\[
+ (n - 1) t \Psi \partial_t \Psi - \frac{n - 1}{2} \Psi^2.
\]

(1.79)

40The implicit metric in the norm \(|\nabla_x \Psi|\) is \(\eta_t\).

41Our analysis in the shock-formation problem for wave equations takes place in a region trapped in between two outgoing null cones. Because the width of the region is not too large, it turns out that in order to close our estimates, we can rely on a simplified Morawetz multiplier that does not involve an analog of the term \(\frac{1}{2} (t - r)^2 L_{\text{Flat}} \Psi\) from the definition (1.70), see (10.11b). However, our analog of the identity (1.77) also involves square integrals along the outgoing cones that provide new coercive information going beyond that provided by the \(\Sigma_t\) integrals; see Prop. 10.13 and Lemma 14.1. These additional “cone fluxes” play a critical role in closing the energy estimates in the shock-formation problem.
It is not immediately apparent from (1.79) that
\[ \int_{\Sigma_t} (K + \text{Correction}) J^a \Psi N_{\alpha} d^n x \]
is coercive in the sense of (1.78). Our proof of (1.78) relies on the following two identities for the product \( t \Psi \partial_t \Psi \), which are easy to verify (see Footnote 12 on pg. 12 regarding our summation convention):

(1.80a) \[ t \Psi \partial_t \Psi = \Psi (t \partial_t \Psi + r \partial_r \Psi) + \frac{n}{2} \Psi^2 - \frac{1}{2} \partial_\alpha \left\{ x^a \Psi^2 \right\}, \]

(1.80b) \[ t \Psi \partial_t \Psi = \frac{t}{r} \Psi (r \partial_t \Psi + t \partial_r \Psi) + \frac{n - 2}{2} \frac{t^2}{r^2} \Psi^2 - \frac{1}{2} \partial_\alpha \left\{ \frac{t^2 x^a}{r^2} \Psi^2 \right\}, \]
as well as the identity

(1.81) \[ \frac{1}{4} (t + r)^2 (L_{(\text{Flat})} \Psi)^2 + \frac{1}{4} (t - r)^2 (L_{(\text{Flat})} \Psi)^2 = \frac{1}{2} (t \partial_t \Psi + r \partial_r \Psi)^2 + \frac{1}{2} (r \partial_r \Psi + t \partial_t \Psi)^2. \]

To proceed, we decompose the factor \( n - 1 \) from (1.79) as

\[ n - 1 = \alpha + \beta, \]

where we will choose the positive constants \( \alpha \) and \( \beta \) below. We then rewrite the product \( (n - 1) t \Psi \partial_t \Psi \) from (1.79) as \( \alpha t \Psi \partial_t \Psi + \beta t \Psi \partial_t \Psi \), and we express \( \alpha t \Psi \partial_t \Psi \) as \( \alpha \) times the right-hand side of (1.80a) and \( \beta t \Psi \partial_t \Psi \) as \( \beta \) times the right-hand side of (1.80a). Next, integrating by parts over \( \Sigma_t \) on the terms \( \alpha t \Psi \partial_t \Psi \) and \( \beta t \Psi \partial_t \Psi \) and using (1.80a), (1.80b), and (1.81), we derive the following identity:

(1.82) \[ \int_{\Sigma_t} (K + \text{Correction}) J^a \Psi N_{\alpha} d^n x \]
\[ = \frac{1}{2} \int_{\Sigma_t} (t \partial_t \Psi + r \partial_r \Psi)^2 + 2 \alpha \Psi (t \partial_t \Psi + r \partial_r \Psi) + \{ \alpha n - (n - 1) \} \Psi^2 d^n x \]
\[ + \frac{1}{2} \int_{\Sigma_t} (r \partial_r \Psi + t \partial_t \Psi)^2 + 2 \beta \frac{t}{r} \Psi (r \partial_r \Psi + t \partial_t \Psi) + \beta (n - 2) \frac{t^2}{r^2} \Psi^2 d^n x \]
\[ + \frac{1}{2} \int_{\Sigma_t} (t^2 + r^2) |\nabla_{\alpha} \Psi^2| d^n x. \]

We now choose

(1.83) \[ \alpha := \frac{n}{2}, \quad \beta := \frac{n - 2}{2} \]
in (1.82). It is straightforward to check that under this choice, when \( n \geq 3 \), the cross terms \( 2 \alpha \cdots \) and \( 2 \beta \cdots \) in the first two integrands on the right-hand side of (1.82) are dominated by the positive definite terms \( (t \partial_t \Psi + r \partial_r \Psi)^2 \), \( (r \partial_r \Psi + t \partial_t \Psi)^2 \), and \( \Psi^2 \). In view of the identity (1.81), it follows that when \( n \geq 3 \), there exists a \( C > 0 \) such that the desired estimate (1.78) holds.

1.2.3. Pointwise dispersion in solutions to wave equations. In this section, we complement the \( L^2 \)-type dispersive estimates derived in Sect. 1.2.2 which were based on the multiplier method, with pointwise dispersive (decay) estimates that rely on the multiplier and commutator methods. As is well known \[48\], solutions to the linear wave equation \( \Box_m \Psi = 0 \) in \( \mathbb{R}^{1+n} \) with initial data having
Fourier support contained in the dyadic shell \( \{ \xi \in \mathbb{R}^n \mid \frac{1}{2} \leq |\xi| \leq 2 \} \) verify the basic dispersive estimate

\[
(1.84) \quad |\Psi(t, x)| \leq C(1 + t)^{\frac{1}{2}-\epsilon} \sum_{\alpha=0}^{n} \|\partial_{\alpha} \Psi\|_{W^{\frac{n}{n-1}+1}_{x} (\Sigma_t)} , \quad (t, x) \in [0, \infty) \times \mathbb{R}^n .
\]

The standard proof of (1.84) is based on the method of stationary phase applied to the Fourier representation of the solution. Although the estimate (1.84) is useful in linear theory, there are two ways in which it is inadequate for studying the kinds of quasilinear equations of interest to us in this monograph. The first is that \( L^1 \)-type norms are not suitable, for in quasilinear problems, the only kinds of regularity propagated at top-order are \( L^2 \)-based. The second is that (1.84) fails to capture more refined, directionally-dependent dispersive behavior, which often plays a critical role in the study of solutions to nonlinear equations. In particular, as we describe in Sect. 2.6, the refined behavior plays an important role in our proof of shock formation.

Fortunately, Klainerman developed the commutator method, a robust \( L^2 \)-type vectorfield approach to deriving refined pointwise dispersive estimates. To explain his approach, which is connected to the one that we use throughout this monograph, we first introduce a Minkowskian null (vectorfield) frame

\[
(1.85) \quad \{ L(\text{Flat}) := \partial_t + \partial_r , \ L(\text{Flat}) := \partial_t - \partial_r , \ X_1(\text{Flat}), \ldots , X_{n-1}(\text{Flat}) \},
\]

where \( \cup_{\alpha=0}^{n-1} \{ X_\alpha(\text{Flat}) \} \) is a locally defined vectorfield frame spanning the tangent space of the \( n - 1 \)-dimensional Euclidean spheres \( \{ t = \text{const} \} \cap \{ r = \text{const} \} \) whenever \( r > 0 \). In its most basic form, the commutator method is based on commuting the wave equation with a subset of Killing and conformal Killing fields of the Minkowski metric. A convenient set of commutators is the \( \mathcal{Z}(\text{Flat}) \), whose elements can be expressed relative to rectangular coordinates as follows:

\[
(1.86) \quad \mathcal{Z}(\text{Flat}) := \cup_{\alpha=0}^{n-1} \{ \partial_\alpha \} \cup \bigcup_{1 \leq i < j \leq n} \{ x^i \partial_j - x^j \partial_i \} \cup \bigcup_{i=1}^{n} \{ x^i \partial_t + t \partial_i \} \cup \{ x^\alpha \partial_\alpha \} .
\]

In (1.86), the \( \partial_\alpha \) are the translations, the \( x^i \partial_j - x^j \partial_i \) are the Euclidean rotations, the \( x^i \partial_t + t \partial_i \) are the Lorentz boosts, and \( x^\alpha \partial_\alpha \) is the scaling vectorfield. All vectorfields in \( \mathcal{Z}(\text{Flat}) \) are Killing except for the scaling vectorfield, which is conformal Killing and verifies \( L_{x^\alpha \partial_\alpha} m = (x^\alpha \partial_\alpha) \pi = 2m \).

---

42 The restriction on the Fourier support of the data can be removed by replacing the Euclidean Sobolev norm \( \| \cdot \|_{W^{\frac{n}{n-1}+1}_{x} (\Sigma_t)} \) on the right-hand side of (1.84) with an appropriate \( L^1(\mathbb{R}^n) \)-type Besov norm of the data.

43 We note that \( \| f \|_{W^{\frac{n}{n-1}+1}_{x} (\Sigma_t)} := \sum_{|\vec{\alpha}| \leq \frac{n}{n-1}+1} \| \partial^{\vec{\alpha}} f \|_{L^2(\Sigma_t)} \), where \( \partial^{\vec{\alpha}} \) denotes a multi-index corresponding to repeated differentiation with respect to the rectangular spatial coordinate vectorfields \( \partial_\alpha \).

44 We recall that Killing fields are vectorfields whose deformation tensors (1.67) vanish while conformal Killing fields have deformation tensors that are a scalar-valued function times the Minkowski metric.
A simple calculation reveals that a general vectorfield $V$ has the following commutation property with the Minkowskian wave operator $\Box_m$:

$$[\Box_m, V] \Psi = (\partial_\alpha (V) \pi^{\alpha\beta}) \partial_\beta \Psi - \frac{1}{2} (\partial^\alpha \text{tr}_m (V) \pi) \partial_\alpha \Psi + (V) \pi^{\alpha\beta} \partial_{\alpha\beta} \Psi,$$

(1.87)

where $[P, Q]$ denotes the commutator of $P$ and $Q$ and $\text{tr}_m (V) \pi = (m^{-1})^{\alpha\beta} \pi_{\alpha\beta}$ is the trace of $(V) \pi$ (see (1.67) for the definition of $(V) \pi$). An important consequence of (1.87) is that the vectorfields in $\mathcal{Z}_{(Flat)}$ enjoy the following good commutation properties with $\Box_m$:

(1.88a) 
$$[\Box_m, Z_{(Flat)}] = 0, \quad \text{if } Z_{(Flat)} \in \mathcal{D}_{(Flat)} \setminus \{x^\alpha \partial_\alpha\},$$

(1.88b) 
$$[\Box_m, x^\alpha \partial_\alpha] = 2 \Box_m.$$

In particular, if

(1.89) 
$$\Box_m \Psi = 0,$$

then $\Box_m \mathcal{D}_{(Flat)} \Psi = 0$ for any multi-index $\mathcal{D}_{(Flat)}$ of vectorfield operators constructed out of the elements of $\mathcal{D}_{(Flat)}$. Thus, for any integer $N \geq 0$, we deduce from (1.69) that solutions to (1.89) verify (see Remark 1.4 regarding the notation for the norms)

$$\sum_{|\vec{I}| \leq N} \sum_{\alpha=0}^n \left\| \partial_\alpha \mathcal{D}_{(Flat)} \right\|_{L^2(\Sigma_t)} = \sum_{|\vec{I}| \leq N} \sum_{\alpha=0}^n \left\| \partial_\alpha \mathcal{D}_{(Flat)} \right\|_{L^2(\Sigma_0)},$$

(1.90)

where the right-hand side of (1.90) is determined by the data $(\Psi|_{\Sigma_0}, \partial_t \Psi|_{\Sigma_0})$.

Some important pointwise dispersive properties of linear waves now follow immediately from (1.90) and the well-known Klainerman-Sobolev inequality\footnote{Inequality (1.91) is also known as the global Sobolev inequality.}, the first version of which was proved in \[46\], while the version (1.91) is found in \[75\]:

(1.91) 
$$(1 + |t + r|)^{n-1} (1 + |t - r|)^{1/2} \sum_{\alpha=0}^n |\partial_\alpha \Psi(t, x)| \leq C \sum_{\vec{I} \leq n+2} \sum_{\alpha=0}^n \left\| \partial_\alpha \mathcal{D}_{(Flat)} \right\|_{L^2(\Sigma_t)}.$$

Moreover, the estimate \[45\] also holds with $\partial_\alpha \Psi$ replaced by $\Psi$ on the left and $\partial_\alpha \mathcal{D}_{(Flat)} \Psi$ replaced by $\mathcal{D}_{(Flat)} \Psi$ on the right. The proof of (1.91) is based on modifying the standard proof of Sobolev embedding to take advantage of the weights inherent in the definitions of the Euclidean rotations, Lorentz boosts, and the scaling vectorfield. Moreover, as a corollary, in the region $\{t \geq 0\}$, we have the following decay estimates for the derivatives of $\partial_\alpha \Psi$ with respect to the null frame vectorfields.
We assume that relative to rectangular coordinates \((1.94b)\) Cauchy problems of the form \((1.93a)\) case of three spatial dimensions. For convenience, we restrict our attention to properties of linear waves. In the present section, we discuss the effect that dispersion \((1.95)\) In Sects. 1.2.2 and 1.2.3, we studied some of the dispersive prop-

\[ L_{\text{Flat}} \] (see \([75]\) for a proof): \[ (1.92a) \quad (1 + |t + r|)^{\frac{n+1}{2}} (1 + |t - r|)^{\frac{1}{2}} \sum_{\alpha=0}^{n} L_{\text{Flat}} \partial_\alpha \Psi(t, x) \]

\[ \leq C \sum_{|j| \leq \frac{n+1}{2}} \sum_{\alpha=0}^{n} \left\| \partial_\alpha \mathcal{F}_{\text{Flat}} \Psi \right\|_{L^2(\Sigma)} , \]

\[ (1.92b) \quad (1 + |t + r|)^{\frac{n+1}{2}} (1 + |t - r|)^{\frac{1}{2}} \sum_{\alpha=0}^{n} \max_{\alpha=1}^{n} L_{\text{Flat}} \partial_\alpha \Psi(t, x) \]

\[ \leq C \sum_{|j| \leq \frac{n+1}{2}} \sum_{\alpha=0}^{n} \left\| \partial_\alpha \mathcal{F}_{\text{Flat}} \Psi \right\|_{L^2(\Sigma)} , \]

\[ (1.92c) \quad (1 + |t + r|)^{\frac{n-1}{2}} (1 + |t - r|)^{\frac{3}{2}} \sum_{\alpha=0}^{n} L_{\text{Flat}} \partial_\alpha \Psi(t, x) \]

\[ \leq C \sum_{|j| \leq \frac{n+1}{2}} \sum_{\alpha=0}^{n} \left\| \partial_\alpha \mathcal{F}_{\text{Flat}} \Psi \right\|_{L^2(\Sigma)} . \]

Note that \((1.92a)\) and \((1.92b)\) imply that the derivatives of \(\partial_\alpha \Psi\) with respect to the vectorfields \(\{L_{\text{Flat}}, X_1(\text{Flat}), \ldots, X_{n-1}(\text{Flat})\}\), which span the tangent space of the outgoing Minkowski null cones \(\{t - r = \text{const}\}\) when \(r > 0\), enjoy the extra decay rate factor of \((1 + t + r)^{-1}\) relative to the Klainerman-Sobolev inequality \((1.91)\). In contrast, \(L_{\text{Flat}}\) is transversal to the outgoing Minkowski null cones, and \(L_{\text{Flat}} \partial_\alpha \Psi\) gains only the decay rate factor \((1 + |t - r|)^{-1}\) relative to the Klainerman-Sobolev inequality. The proofs of \((1.92a)\) and \((1.92c)\) are based on the Klainerman-Sobolev inequality \((1.91)\) together with algebraic identities involving weighted combinations of the vectorfields in \(\mathcal{F}_{\text{Flat}}\). For example, the derivations of \((1.92a)\) and \((1.92c)\) rely in part on the identities \[ (1.93a) \quad (t + r)L_{\text{Flat}} = x^\alpha \partial_\alpha + \frac{x^\alpha}{r} \{x^\alpha \partial_t + t \partial_\alpha\} ,\]

\[ (1.93b) \quad (t - r)L_{\text{Flat}} = x^\alpha \partial_\alpha - \frac{x^\alpha}{r} \{x^\alpha \partial_t + t \partial_\alpha\} .\]

1.2.4. Almost global existence and global existence via the classic null condition. In Sects. 1.2.2 and 1.2.3 we studied some of the dispersive properties of linear waves. In the present section, we discuss the effect that dispersion has on small-data solutions to nonlinear wave equations, with an emphasis on the case of three spatial dimensions. For convenience, we restrict our attention to Cauchy problems of the form \[ (g^{-1})^{\alpha\beta}(\Phi, \partial \Phi) \partial_\alpha \partial_\beta \Phi = N(\Phi, \partial \Phi) ,\]

\[ (\Phi|_{t=0}, \partial_\Phi|_{t=0}) = (\Phi_0, \partial_\Phi_0) .\]

We assume that relative to rectangular coordinates \((x^0, x^1, \ldots, x^n)\) on \(\mathbb{R}^{1+n}\), \[ g_{\alpha\beta}(0, 0) = m_{\alpha\beta} ,\]

\[ N(0, 0) = \frac{\partial N}{\partial \Phi}(0, 0) = \frac{\partial N}{\partial (\partial \Phi)}(0, 0) = 0 .\]
where $m_{\alpha\beta} = \text{diag}(-1, 1, 1, \cdots, 1)$ is the Minkowski metric. Note that (1.95)-(1.96) imply that equation (1.94a) is a quadratic perturbation of the linear wave equation. We also note that the local well-posedness proposition (Prop. 1.4) can be extended to apply to equation (1.94a) with one notable change: the Sobolev exponent must be increased to $s > n/2 + 2$ because of the dependence of $g$ on the first derivatives of $\Phi$ in (1.94a).

A primary feature of the solution to the nonlinear problem (1.94a)-(1.94b) is that when the data are small, the linear dispersive effects described in Sects. 1.2.2 and 1.2.3 initially dominate the dynamics. Consequently, the solution decays for a long time, even if a singularity eventually forms. The first results capturing the effect of dispersion on the solution’s lifespan in three spatial dimensions were proved by John and Klainerman [34, 44]. Under some mild assumptions on the structure of the nonlinearities, they used dispersive estimates to show that if the data and a certain number their derivatives are of small size $\hat{\epsilon}$ relative to a suitable weighted Sobolev norm, then the classical lifespan of the solution is at least $O(\exp(c\hat{\epsilon}^{-1}))$. This kind of long-time existence result is often referred to as almost global existence.

In four spatial dimensions, the pointwise dispersive decay provided by the Klainerman-Sobolev inequality (1.91) suggests that the factor (1.97) is uniformly bounded, which in turn suggests small-data global existence. In fact, (1.91) is strong enough to yield small-data global existence for all quadratic nonlinearities except those of the form $\Phi^2$. In five or more spatial dimensions, the inequality (1.91) is strong enough to yield small-data global existence for all quadratic nonlinearities.

In three spatial dimensions, the question of which quadratic nonlinearities allow for small-data global existence is much more delicate. Klainerman identified an important class of nonlinearities with a now-famous structural property allowing for small-data global existence. He called this property the (classic) null condition.

---

46 Roughly, the norms are equivalent to the right-hand side of (1.91) at $t = 0$.
47 The main obstacle in handling nonlinearities of the form $\Phi^2$ is that energy estimates in the spirit of (1.69) for the nonlinear equation do not directly provide bounds for the quantities $\|2F_{(\text{Flat})}^T\Phi\|_{L^2(\Sigma_t)}$, which are needed to control solutions to the $2F_{(\text{Flat})}^T$-commuted equation. One can derive estimates for these terms by integrating estimates for $\|\partial_t 2F_{(\text{Flat})}^T\Phi\|_{L^2(\Sigma_t)}$ in time, but in four spatial dimensions, the time integration results in a $t-$dependent factor that is large enough to spoil the proof of global existence.
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(see Footnote 22 on pg. 22 regarding the terminology). Distinct proofs of small-data global existence for nonlinearities verifying the null condition were given by Klainerman 47 and Christodoulou 15. There are several equivalent ways to describe it. Our description here is different than Klainerman’s original one and is instead closely tied to the decay rates for linear waves outlined in Sect. 1.2.2. We remark that although the null condition can be formulated for systems of equations (see 47), we restrict our attention here to the scalar wave equation (1.94a).

Specifically, the null condition is verified by the nonlinearities in equation (1.94a) if one Taylor expands them around 0 to quadratic order, decomposes all derivatives relative to the null frame (1.85), and finds that the following terms are absent: i) \((L_{\text{Flat}} \Phi)^2\), \((L_{\text{Flat}} \Phi)^2\); ii) \(\Phi L_{\text{Flat}} L_{\text{Flat}} \Phi\), \(\Phi L_{\text{Flat}} L_{\text{Flat}} \Phi\). The canonical example of a quadratic term verifying Klainerman’s null condition is \((m^{-1})^{\alpha \beta} \partial_{\alpha} \Phi \partial_{\beta} \Phi\), where \(m\) is the Minkowski metric; see Sect. 2.4 for a proof of this fact. The main point is that when these terms are absent, the only kinds of quadratic terms that are present have at least one factor that, thanks to the estimates (1.92a)-(1.92c) and their higher-order analogs, are expected to decay faster than \((1 + t)^{-1}\). For clarity, we note that the products \((L_{\text{Flat}} \Phi)^2\) and \(\Phi L_{\text{Flat}} L_{\text{Flat}} \Phi\) are possible obstructions to global existence in the region \(\{t \geq 0\}\), while the products \(L_{\text{Flat}} \Phi\) and \(\Phi L_{\text{Flat}} L_{\text{Flat}} \Phi\) are possible obstructions to global existence in the region \(\{t \leq 0\}\).

In three spatial dimensions, a glaring question is: what is the global behavior of small-data solutions to equation (1.94a) when the null condition fails? Note that the Klainerman-Sobolev inequality (1.91) suggests that when \(n = 3\) and the data are small, the factor

\[
\sum_{\alpha=0}^{n} \int_{t' = 0}^{t} \| \partial_{\alpha} \Psi \|_{L^\infty(\Sigma_{t'})} dt'
\]

from (1.61) is logarithmically divergent as \(t \to \infty\). One suspects that in the absence of special structure such as the null condition, this divergence can lead to the formation of a singularity. This suspicion is in fact borne out in many cases: for many scalar wave equations failing the null condition, including the ones that we study in this monograph, singularities eventually form. At the beginning of Chapter 2 we survey the blow-up results that are known when the classic null condition fails and place the sharp small-data shock-formation results of the present monograph in context.
CHAPTER 2

Overview of the Two Main Theorems

In [17], Christodoulou proved a breakthrough result giving a detailed description of the formation of shocks in small-data solutions to the relativistic Euler equations in three spatial dimensions. As we describe in Sect. 2.11.2 his main results concerned irrotational regions, where the relativistic Euler equations are equivalent to a scalar quasilinear wave equation that fails the classic null condition; see Sects. 1.2.4 and 2.4 for an overview of this material. In this monograph, we develop an extended version of Christodoulou’s framework that yields sharp information about the global behavior of solutions to two important classes of quasilinear wave equations (described just below) in three spatial dimensions. In particular, we recover the most important aspects of Christodoulou’s results as a special case. In this chapter, we overview our results and provide sketches of the most important parts of the proofs; the detailed proofs occupy the rest of the monograph. Our results apply to data belonging to \( H^N \) (we describe this function space in Remark 1.4) for a sufficiently large integer \( N \) and they show that for equations belonging to the two classes, initially small, regular solutions often develop shock singularities in finite time.

We assume that the equations are quadratic perturbations of the standard linear wave equation \( \Box m \Psi = 0 \) on Minkowski spacetime \( \mathbb{R}^{1+3} \), where \( m \) is the Minkowski metric and the linear wave operator \( \Box m \) is given by \( \Box m = -\partial^2_t + \Delta = -\partial^2_t + \sum_{a=1}^3 \partial_a^2 \) relative to standard Minkowski rectangular coordinates \( (x^0 := t, x^1, x^2, x^3) \) on \( \mathbb{R}^{1+3} \). The two classes of wave equations that we treat are: i) covariant wave equations of the form

\[
\Box_{g(\Psi)} \Psi = 0,
\]

where \( \Box_{g(\Psi)} \) is the covariant wave operator of the Lorentzian metric \( g(\Psi) \) (see Footnote 24 on pg. 18 for an explicit expression valid relative to arbitrary coordinates), and ii) non-covariant wave equations (see Footnote 12 on pg. 12 regarding our summation convention) of the form

\[
(h^{-1})^{\alpha\beta}(\partial^2 \Phi) \partial_\alpha \partial_\beta \Phi = 0,
\]

where \( h(\partial\Phi) \) is a Lorentzian metric and \( \partial_\alpha := \frac{\partial}{\partial x^\alpha} \) denotes a rectangular coordinate partial derivative. We show below that these two classes of equations are much more intimately related than first appearances suggest. We restrict our attention to initial data that are compactly supported in the Euclidean unit ball centered at the origin in \( \Sigma_0 := \{(t, x^1, x^2, x^3) \in \mathbb{R}^4 \mid t = 0\} \approx \mathbb{R}^3 \), and we study the

---

1 As is shown by (2.7), \( N = 25 \) suffices for the class of covariant wave equations that we treat.
2 In Remark 2.4 we flesh out the meaning of “often.”
3 We must make suitable assumptions on the nonlinear terms to ensure that shocks form.
solution only in the region determined by the portion of the data lying in the exterior of the Euclidean sphere $S_{0,U_0}$ of radius $1 - U_0$ centered at the origin in $\Sigma_0$ (see Figure 1 on pg. 37), where $0 < U_0 < 1$ is a parameter. We expect that our work could be extended to apply to non-compactly supported data and to a larger solution region\footnote{In particular, we expect that our results could be extended to yield sharp information about the behavior of the solution in the interior of the cone $C_{U_0}$ depicted in Figure 1}. An extensive account of related work as well as an overview of our proofs are provided in the companion survey article\footnote{For some nonlinearities, John’s results yield blow-up for all nontrivial, smooth, compactly supported data.}. Hence, in the present introduction, we provide a relatively sparse account of the relevant literature and a briefer overview our proofs.

F. John gave a non-constructive proof\footnote{Despite the title, Alinhac’s article\cite{2} addresses both the cases of two and three spatial dimensions.} showing the existence of a large class of equations that are quadratic perturbations of the standard linear wave equation on $\mathbb{R}^{1+3}$ and that exhibit finite-time blow-up for a large set of smooth data. Interestingly, the data were not constrained by a size assumption. His proof applied to some semilinear equations including (relative to rectangular coordinates)

$$\square_m \Phi = - (\partial_t \Phi)^2,$$

to some quasilinear equations including

$$\square_m \Phi = - (\partial_t \Phi) \partial_t^2 \Phi,$$

and to related equations with nonlinearities verifying a signed technical condition. Later work by Alinhac\cite{2} and Christodoulou\cite{17} (see also the follow-up work Christodoulou-Miao\cite{21}) revealed that for some related classes of quasilinear wave equations having a nontrivial intersection with John’s class, for solutions launched by a set of small data, the singularity is caused by the intersection of characteristic hypersurfaces. That is, the singularity is a shock. In Sect. 2.11 we discuss the precise classes of equations and data covered by Alinhac and Christodoulou and the differences in their approaches. Although John’s proof\footnote{In particular, we expect that our results could be extended to yield sharp information about the behavior of the solution in the interior of the cone $C_{U_0}$ depicted in Figure 1} relied on assumptions regarding the positive definiteness of the nonlinearity, no such assumptions were needed in the proofs of Alinhac or Christodoulou, nor are they needed in the present work. It is interesting to note that as of the present, the nature of the breakdown of solutions to the semilinear equations covered by John’s work\footnote{In particular, we expect that our results could be extended to yield sharp information about the behavior of the solution in the interior of the cone $C_{U_0}$ depicted in Figure 1} remains poorly understood. Our main objectives in the monograph are the following.

(I) We identify criteria for the structure of the equations and stable criteria on small initial data that guarantee that the solution develops a shock singularity in finite time. In particular, our results recover, as special cases, the most important aspects of the shock-formation results of Christodoulou and Alinhac. Specifically, for the equations we study, the global behavior of small-data solutions is determined by the presence or absence of certain tensorial components in the wave equations. If the tensorial components are absent, then the nonlinearities verify Klainerman’s (classic) null condition\footnote{In particular, we expect that our results could be extended to yield sharp information about the behavior of the solution in the interior of the cone $C_{U_0}$ depicted in Figure 1}, and the methods of\cite{47} and\cite{15} yield small-data global existence. If they are present, then the null condition fails, and our work yields shock formation for solutions launched by an open set of small data (see Remark 2.4). Moreover, we show that for general small data,
2.1. First description of the two theorems

Our work is divided into two main theorems.

(1) **Main Theorem of the Monograph: A Sharp Classical Lifespan Theorem.** In Theorem 22.1, we show that for small-data solutions to covariant wave equations of the form \( \Box_g \Psi = 0 \), there is a scalar function \( \mu \) that dictates the global behavior of the solution in the region of interest. The function \( \mu \), which we discuss in great detail below, has a simple geometric interpretation: \( 1/\mu \) measures the foliation density of a family of outgoing null cones (which are characteristic hypersurfaces of the dynamic metric). It is an analog of the quantity (1.11) that we used in our sharp analysis of shock formation for solutions to Burgers’ equation (see Sect. 1.1.2). In short, \( \mu \) starts out near 1 and either it goes to 0 in finite time and a shock forms due to the intersection of characteristic hypersurfaces (that is, due to the blow-up of the foliation density), or it remains positive and, because of dispersive effects, no singularity forms.

shocks are the only kind of singularities that can develop in the region of interest.

(II) For the shock-forming solutions, we provide a detailed description of the dynamics from \( t = 0 \) all the way up to and including the constant-time hypersurface subset \( \Sigma_{t_0}^{U_0 \cap L} \) (see definition (3.6b) and (22.1)) where the first shock singularity point lies. To provide this description, we extend the groundbreaking framework developed by Christodoulou [17], which he used to prove sharp shock formation results for irrotational regions of relativistic fluids. We have also significantly simplified some aspects of his approach, in part by being more selective in our use of geometry. That is, we perform fully geometric decompositions only when deriving the most delicate estimates. In deriving many of the less delicate estimates, we use a simpler, less geometric approach, which has spared us a great deal of analysis.

As does [17], our results provide, in particular, a sharp description of the quantities that remain regular up to and including the time of first shock formation. An important virtue of our estimates is that as in [17] Chapter 15, they could be extended to give a detailed description of the maximal future development of the portion of the data in the exterior of \( S_0, U_0 \subset \Sigma_0 \); see Figure 4 on pg. 72. This is one key advantage of Christodoulou’s approach over Alinhac’s, which is tailored only to see the first singularity point. One would need a precise description of the solution up to the boundary of the maximal development, not just information near the first singularity point, if one wanted to try to weakly continue the solution under suitable extension criteria.

---

7Hence, Alinhac’s results only apply to data for which there is a unique first singularity point.
8An important aspect of the weak continuation problem (which, in the Preface, we referred to as the shock development problem) is that one must dynamically construct the hypersurface across which the solution is discontinuous (the solution is expected to be smooth on either side of the hypersurface). That is, the hypersurface of (jump-type) discontinuity is an unknown in the problem.
in the region. Furthermore, the theorem provides many quantitative estimates that are verified up to and including the constant-time hypersurface subset $\Sigma_{U_0}^{L_{0}}$ (see definition (3.6b) and (22.1)) where the first shock singularity point lies. The proof of Theorem 22.1 is based on a long bootstrap argument that occupies the majority of the monograph. Our proof is based on Christodoulou’s framework [17], but we develop some alternate strategies that significantly shorten and simplify some aspects of the analysis and allow us to treat a larger class of equations. In Appendix [A], we outline how to extend Theorem 22.1 so that it applies to non-covariant wave equations of the form $(h^{-1})^\alpha\beta(\partial\Phi)\partial_{\alpha}\partial_{\beta}\Phi = 0$.

Remark 2.1 ($\mu^{-1}$ degeneracy is responsible for the length). The main reasons that the present work and the work [17] are so long are (i) the high-order $L^2$ estimates of Theorem 22.1 are rather degenerate with respect to powers of $1/\mu$ (see Sect. 2.10.3 for an overview) and (ii) an intimately related difficulty: the top-order $L^2$ estimates are very difficult to derive without “losing derivatives” (see Sect. 2.10.2 for an overview). The degeneracy of the high-order $L^2$ estimates with respect to powers of $1/\mu$ is the main new feature that distinguishes the problem of small-data shock formation from other global results for nonlinear wave equations that are found in the literature.

Remark 2.2 (Key innovations of Christodoulou’s framework). The most important innovations of the framework of [17] are that it provides a means to establish the degenerate high-order $L^2$ estimates as well as a means to show that the degeneracy does not propagate down to the lower derivative levels.

Remark 2.3 (Strong null condition). Our work can easily be extended to allow for the presence of additional “harmless” quadratic semilinear terms in the wave equations. For example, a sufficient condition in the region $\{t \geq 0\}$ is that the terms verify the future strong null condition of Def. A.11. Such terms remain small throughout the future evolution and do not interfere with the shock-formation processes. In contrast, the results of our theorems are not stable under the addition of general cubic semilinear terms. Roughly, the reason is that our framework is tailored to precisely control the dangerous quadratic interactions, whereas for solutions that blow-up, general cubic terms would dominate the dynamics near the singularity.

(2) Second Theorem: Shock-Formation for Nearly Spherically Symmetric Small Data. We state this theorem as Theorem 23.9. It is relatively easy to prove thanks to the difficult estimates of Theorem 22.1. Theorem 23.9 shows that for equations of the form $\Box_{\gamma^{(\psi)}}\Psi = 0$ with non-linearities that fail the classic null condition, there exists an open set of small data that launch solutions such that $\mu$ vanishes in finite time, thus yielding the onset of a shock. Specifically, the theorem shows that shocks form in solutions corresponding to small, nontrivial, compactly supported, nearly spherically symmetric data. For technical reasons, the theorem applies to data specified at time $-1/2$ and supported in a Euclidean ball.
of radius $\frac{1}{2}$. Moreover, with some additional effort, we could extend Theorem 23.9 to show shock formation in solutions corresponding to a significantly larger class of data; see Remark 2.4.

**Remark 2.4 (Shock formation for small compactly supported data).** In Sect. 2.11.3, we outline how to extend Theorem 23.9 to show finite-time shock formation in solutions corresponding to all sufficiently small compactly supported nontrivial data. More precisely, the discussion in Sect. 2.11.3 leaves open the possibility that the small size of the data that is sufficient for proving the sharp classical lifespan theorem (Theorem 22.1) might not be sufficient for proving shock formation. That is, our proof of shock formation depends on the profile of the data, which we might need to multiply by a small rescaling factor in order to ensure the blow-up.

### 2.2. The basic structure of the equations

As we mentioned at the beginning, the first class of problems that we study is Cauchy problems for covariant scalar wave equations of the form

\begin{align}
\Box_g \Psi &= 0, \\
(\Psi|_{t=0}, \partial_t \Psi|_{t=0}) &= (\hat{\Psi}, \hat{\Psi}_0).
\end{align}

Above, $g = g(\Psi)$ is a Lorentzian metric,

\begin{equation}
\Box_g := (g^{-1})^{\alpha \beta} D^2_{\alpha \beta}
\end{equation}

is the covariant wave operator corresponding to $g$ (see Footnote 24 on pg. 18), and $D$ is the Levi-Civita connection corresponding to $g$. In order to make more precise statements, we now formally introduce one of the two coordinate systems that we use in our analysis. Specifically, throughout the remainder of the monograph, $\{x^\mu\}_{\mu=0,1,2,3}$ denotes a fixed rectangular coordinate system on Minkowski spacetime $(\mathbb{R}^{1+3}, m)$ relative to which $m_{\mu \nu} = \text{diag}(-1, 1, 1, 1)$. $x^0$ is the time coordinate and $(x^1, x^2, x^3)$ are the spatial coordinates. Greek “spacetime” indices vary from 0 to 3 and lowercase Latin “spatial” indices vary from 1 to 3. Repeated indices are summed over their respective ranges. The symbol $\partial_\nu$ denotes the rectangular coordinate vectorfield $\frac{\partial}{\partial x^\nu}$. We often use the alternate notation $t := x^0$, $\partial_t := \frac{\partial}{\partial x^0}$.

Upon rescaling the metric, we may assume\(^9\) that

\begin{equation}
(g_{00}^{-1} \Psi) = -1,
\end{equation}

which simplifies some of our calculations.

We assume that relative to standard Minkowski-rectangular coordinates, $g$ is a linearly small perturbation of the Minkowski metric $m$, $(\mu, \nu = 0, 1, 2, 3)$:

\begin{equation}
g_{\mu \nu} = g_{\mu \nu}(\Psi) := m_{\mu \nu} + g_{\mu \nu}^{(\text{Small})}(\Psi),
\end{equation}

\(^9\)By making straightforward modifications throughout the monograph, this result can be extended to allow for an arbitrary finite radius of support.

\(^{10}\)Actually, rescaling the metric leads to the presence of an additional semilinear term on the right-hand side of equation (2.1a). However, this additional term has a very good null structure, in the sense of Lemma A.16. In particular, this term satisfies the “future strong null condition” (see Def. A.11), which is relevant for the region $\{t \geq 0\}$ treated in detail in this monograph. As will become clear, such a good term makes only a tiny contribution to the future dynamics of small-data solutions (even those solutions that form shocks) and hence we ignore it.
where

\[ m_{\mu\nu} := \text{diag}(-1, 1, 1), \]

and the \( g_{\mu\nu}^{(\text{Small})} \) are smooth functions of \( \Psi \) (at least when \( \Psi \) is sufficiently small) verifying

\[ g_{\mu\nu}^{(\text{Small})}(0) = 0. \]

We prove our main theorems under the assumption that the size \( \hat{\epsilon} \) of the data is sufficiently small, where

\[ \hat{\epsilon} = \hat{\epsilon}[(\bar{\Psi}, \Psi_0)] := \|\bar{\Psi}\|_{H^M(\Sigma_1^0)} + \|\Psi_0\|_{H^M(\Sigma_1^0)}. \]

In (2.7), \( \|\cdot\|_{H^M(\Sigma_1^0)} \) denotes the standard Euclidean Sobolev norm corresponding to order \( \leq M \) rectangular spatial coordinate partial derivatives on the Euclidean unit ball \( \Sigma_1^0 \subset \mathbb{R}^3 \). The number of derivatives in (2.7), 25, could be modestly reduced with some additional effort. We were motivated to explicitly keep track of the number of derivatives that we use in proving our results because, as we will see, the number is connected to certain crucially important structural features of our equations and our estimates.

Remark 2.5 (\( N_{\text{(Christodoulou)}} \)). In [17], Christodoulou did not provide an explicit estimate for the number of derivatives \( N_{\text{(Christodoulou)}} \) on the data needed for his main results. In his bootstrap argument, \( N_{\text{(Christodoulou)}} - 1 \) was a parameter that he chose to be sufficiently small to counter other large, non-explicit constants.

For simplicity, we do not study the solution along complete constant-time hypersurfaces. Rather, we fix the parameter \( U_0 \in (0, 1) \) and study the future-behavior of the solution in the region evolutionarily determined by the portion of the data lying in the exterior of the sphere \( S_0,U_0 \) of Euclidean radius \( 1 - U_0 \) centered at the origin in \( \Sigma_0 := \{(t, x^1, x^2, x^3) \in \mathbb{R}^4 \mid t = 0\} \simeq \mathbb{R}^3 \). In the exterior of \( S_0,U_0 \), the data are nontrivial in the following annular region: \( \Sigma^{U_0}_U := \{(0, x^1, x^2, x^3) \in \mathbb{R}^4 \mid 1 - U_0 \leq r \leq 1\} \), where

\[ r = \sqrt{\sum_{a=1}^{3} (x^a)^2} \]

is the standard Euclidean radial coordinate. In particular, we avoid the origin, where we would encounter mild technical difficulties associated to the vanishing of \( r \). Standard domain of dependence considerations imply that the solution \( \Psi \) completely vanishes in the exterior of the flat cone \( C_0 := \{(t, x^1, x^2, x^3) \mid 1 - r + t = 0\} \). We are interested in the nontrivial portion of the solution, which is trapped between the two outgoing null cones \( C_{U_0} \) and \( C_0 \) (see Figure 1); we explain this region in much greater detail below.

In brief, our main goal in this monograph is to show that if the nonlinearities in (2.1a) fail Klainerman’s (classic) null condition [45] (which we discuss in Sect. 2.4), then nontrivial data of arbitrarily small size verifying an open condition launch a solution that forms a shock in finite time. Furthermore, we give a detailed description of the various phases of the dynamics of all small-data solutions, up to and including the time of first shock formation (for those that form shocks). We stress that the covariant wave equation (2.1a) features both quasilinear terms and semilinear terms when it is written relative to rectangular coordinates; see equation
However, for equation (2.1a), failure of the classic null condition for both the quasilinear terms and the semilinear terms is determined by a single factor, a function \( \Phi^{(+)N} \) that we define below in (2.22).

We now briefly discuss the second class of equations that we study, that is, non-covariant equations of the form

\[
(h^{-1})^{\alpha\beta}(\partial\Phi)\partial_\alpha\partial_\beta\Phi = 0.
\]

In analogy with the case of equation (2.1a), we assume that

\[
h_{\mu\nu} := m_{\mu\nu} + h^{(\text{Small})}_{\mu\nu}(\partial\Phi),
\]

where the \( h^{(\text{Small})}_{\mu\nu} \) are smooth functions of \( \partial\Phi \) (at least when \( \partial\Phi \) is sufficiently small) verifying

\[
h^{(\text{Small})}_{\mu\nu}(0) = 0.
\]

It turns out that the study of solutions to (2.10) can be effectively reduced to the study of equation (2.1a). We provide an outline of the reduction in Appendix A.

In short, by differentiating (2.9) with rectangular coordinate derivatives \( \partial_\nu \), the question of the long-time behavior of solutions to (2.9) can be transformed into an equivalent question of the long-time behavior of solutions to a coupled system of equations in the unknowns \( \Psi_\nu := \partial_\nu\Phi \). The main point is that the system comprises scalar equations that are closely related to equation (2.1a). Furthermore, in the small-data regime, the system turns out to be rather weakly coupled except in a few key aspects. This structure was first observed by Christodoulou in [17] for a class of wave equations that derive from a Lagrangian. In this monograph, we show that the structure survives for general wave equations of the form (2.9)-(2.10). This fact is based on the availability of some good (null) structure present in certain semilinear terms (see Lemma A.16), which completely vanished\(^{12}\) in Christodoulou’s work [17].

In total, except for a handful of key aspects, the difference between the coupled system and the scalar equation (2.1a) is minimal. Hence, in this monograph, we provide detailed proofs only in the case of the scalar equation (2.1a). We remark that one needs an additional important ingredient to understand the long-time behavior of the coupled system.\(^{11}\)

\(^{11}\)Throughout, \( \partial\Phi \) denotes the gradient of \( \Phi \) with respect to the rectangular spacetime coordinates.

\(^{12}\)More precisely, in [17], Christodoulou rescaled the physical metric by a scalar function multiple in order to eliminate the semilinear terms.
behavior of solutions to (2.9). We flesh out this remark in Sect. A.2 and provide the additional ingredient in Prop. A.20.

**Remark 2.6 (The number of derivatives needed to treat equation (2.9)).** In view of the discussion below equation (2.7), one might believe that to treat equation (2.9), it suffices to consider small data with one more derivative compared to equation (2.1a), that is, data such that \((\Phi|_{t=0}, \partial_t \Phi|_{t=0}) \in H^6_e(\Sigma_0^1) \times H^5_e(\Sigma_0^1)\). However the argument that we sketch in Appendix A might be slightly non-optimal in that it might require some additional differentiability on the data due to increased degeneracy of the top-order energy estimates; see Remark A.17.

### 2.3. The structure of the equation relative to rectangular coordinates

Relative to the rectangular coordinates introduced in Sect. 2.2, equation (2.1a) can be expressed as

\[
(g^{-1})^{\alpha\beta}\partial_\alpha \partial_\beta \Psi - (g^{-1})^{\alpha\beta}(g^{-1})^{\kappa\lambda}\Gamma_{\alpha\kappa\beta}\partial_\lambda \Psi = 0,
\]

where (recall the decomposition (2.4))

\[
\Gamma_{\alpha\kappa\beta} = \Gamma_{\alpha\kappa\beta}(\Psi, \partial_\psi) := \frac{1}{2} \left\{ \partial_\alpha g_{\kappa\beta}^{(Small)} + \partial_\beta g_{\alpha\kappa}^{(Small)} - \partial_\kappa g_{\alpha\beta}^{(Small)} \right\}
\]

are the lowered Christoffel symbols of \(g\) relative to the rectangular coordinates. In order to fully clarify the structure of the nonlinearities, we introduce the following smooth functions of \(\Psi\), which play a fundamental role in our analysis.

**Definition 2.7 (Derivatives of the metric component functions with respect to \(\Psi\)).** Relative to the rectangular coordinates, we define the smooth functions \(G_{\mu\nu}(\cdot)\) as follows:

\[
G_{\mu\nu} = G_{\mu\nu}(\Psi) := \frac{d}{d\Psi} g_{\mu\nu}^{(Small)}(\Psi).
\]

We also define the following smooth functions \(G'_{\mu\nu}(\cdot)\), which play a supporting role in our analysis:

\[
G'_{\mu\nu} = G'_{\mu\nu}(\Psi) := \frac{d}{d\Psi} G_{\mu\nu}(\Psi).
\]

Using (2.14), we can express

\[
2\Gamma_{\alpha\kappa\beta} = G_{\kappa\beta}\partial_\alpha \Psi + G_{\alpha\kappa}\partial_\beta \Psi - G_{\alpha\beta}\partial_\kappa \Psi
\]

and hence equation (2.12) can be rewritten as

\[
(g^{-1})^{\alpha\beta}\partial_\alpha \partial_\beta \Psi - \frac{1}{2}(g^{-1})^{\alpha\beta}(g^{-1})^{\kappa\lambda}\{2G_{\alpha\kappa}\partial_\beta \Psi - G_{\alpha\beta}\partial_\kappa \Psi\} \partial_\lambda \Psi = 0.
\]

### 2.4. The (classic) null condition

We now explain the connection between the wave equations under study and Klainerman’s (classic) null condition \(^{13}\) which we first introduced in Sect. 1.2.4. As we described, he used the vectorfield method \(^{47}\) to show that (2.17) has global small-data solutions if the nonlinearities verify the null condition \(^{45}\); see also \(^{15}\) for Christodoulou’s alternate proof, which is based on the conformal method.

---

\(^{13}\)Klainerman’s condition is most often referred to as simply the “null condition.” We sometimes refer to it as the “classic null condition” in order to avoid confusing it with the future strong null condition and past strong null condition introduced in Appendix A.
Klainerman’s definition \[\text{Eq. (2.22)}\] of the null condition involves Taylor expanding the nonlinearities around \((\Psi, \partial\Psi, \partial^2\Psi) = 0\) and keeping only the quadratic part. In the case of equation \((2.17)\), we compute that the quadratic terms are, up to constant factors, as follows:

\begin{align*}
(2.18a) & \quad G_{\alpha\lambda}(\Psi = 0)(m^{-1})^{\alpha\lambda}(m^{-1})^{\beta\lambda}\partial_\alpha\partial_\beta\Psi, \\
(2.18b) & \quad G_{\alpha\lambda}(\Psi = 0)(m^{-1})^{\kappa\lambda}(m^{-1})^{\alpha\beta}\partial_\alpha\partial_\beta\Psi, \\
(2.18c) & \quad G_{\alpha\lambda}(\Psi = 0)(m^{-1})^{\alpha\kappa}(m^{-1})^{\beta\lambda}\partial_\alpha\partial_\beta\Psi. 
\end{align*}

By definition, the quasilinear terms \((2.18a)\) are said to verify the (classic) null condition if and only if for every Minkowski-null covector \(\xi\), we have \(G_{\alpha\lambda}(\Psi = 0)(m^{-1})^{\alpha\kappa}(m^{-1})^{\beta\lambda}\xi_\alpha\xi_\beta = 0\). For the semilinear terms \((2.18b)\), the defining condition is \(G_{\alpha\lambda}(\Psi = 0)(m^{-1})^{\kappa\lambda}(m^{-1})^{\alpha\beta}\xi_\kappa\xi_\beta = 0\), while for \((2.18c)\) the defining condition is \(G_{\alpha\beta}(\Psi = 0)(m^{-1})^{\alpha\kappa}(m^{-1})^{\beta\lambda}\xi_\alpha\xi_\beta = 0\). It follows that \((2.18b)\) always verifies the null condition, while \((2.18a)\) and \((2.18c)\) verify it if and only if \(G_{\alpha\beta}(\Psi = 0)\ell^{\alpha}\ell^{\beta} = 0\) for every Minkowski-null vector \(\ell\), that is, for every vector \(\ell\) verifying \(m_{\alpha\beta}\ell^{\alpha}\ell^{\beta} = 0\).

We now examine the (classic) null condition from a different perspective, one that is related to the perspective of Sect. 1.2.4 and that is closely connected to our analysis of shock-forming solutions in the region \(\{t \geq 0\}\). To proceed, we consider, for the purpose of illustration, the vectorfield frame

\[L_{(\text{Flat})} := \partial_t + \partial_r, R_{(\text{Flat})} := -\partial_r, X_{(\text{Flat});1}, X_{(\text{Flat});2}\],

where \(X_{(\text{Flat});1}\) and \(X_{(\text{Flat});2}\) are a local frame on the Euclidean spheres of constant \(t\) and \(r\) and

\[\partial_t := \frac{a^\alpha}{r}\partial_\alpha\]

is the standard Euclidean radial vectorfield. Note that relative to the frame \((2.19)\), we can decompose the inverse Minkowski metric as follows:

\[\text{Eq. (2.21)}\]

\[\text{Eq. (2.21)}\]

where the \(2 \times 2\) matrix \((\eta^{-1})^{AB}\) is the inverse of the \(2 \times 2\) matrix \(\eta_{AB} := m_{\alpha\beta}X_{(\text{Flat});A}^\alpha X_{(\text{Flat});B}^\beta\).

With the help of \((2.21)\) and \((2.18a)\)–\((2.18c)\), it is straightforward to see that for equation \((2.17)\), the null condition is verified if and only if the quadratic part of the nonlinearities, when expressed in terms of the frame derivatives, does not contain any quasilinear terms proportional to \(\Psi\), \(R_{(\text{Flat})}\) or \(R_{(\text{Flat})}\Psi\) or semilinear terms proportional to \((R_{(\text{Flat})}\Psi)^2\). Simple calculations yield that up to constant factors, both of these terms have the same coefficient, namely the future null condition failure factor \((+)^{N}\) defined by

\[\text{Eq. (2.22)}\]

Note that \((+)^{N}\) can be viewed as a function depending only on \(\theta = (\theta^1, \theta^2)\), where \(\theta^1\) and \(\theta^2\) are local angular coordinates corresponding to spherical coordinates \((t, r, \theta)\)

---

By definition, \(\xi\) is Minkowski-null if and only if \((m^{-1})^{\alpha\kappa}(m^{-1})^{\beta\lambda}\xi_\alpha\xi_\beta = 0\).

See Footnote 10 on pg. 8 regarding the notation.
on Minkowski spacetime. The following important result follows from the methods of [47] and [15]: if the terms \( \Psi R_{\text{Flat}} R_{\text{Flat}} \Psi \) and \((R_{\text{Flat}} \Psi)^2\) are absent from equation (2.17) when it is expanded relative to the frame (2.19), then small-data future-global existence holds. Hence, up to constant factors, \( (+)^N \) is the coefficient of the terms in equation (2.17) that are possible obstructions to future-global existence. The relevant point, which essentially follows from the techniques outlined in Sect. 1.2.3, is that in the region \( \{ t \geq 0 \} \), \( \Psi R_{\text{Flat}} R_{\text{Flat}} \Psi \) and \((R_{\text{Flat}} \Psi)^2\) decay more slowly than the other quadratic nonlinear terms and hence have the potential to eventually cause singularities to form (see however, Remark 2.9 concerning the product \( \Psi R_{\text{Flat}} R_{\text{Flat}} \Psi \)). All other quadratic terms decay sufficiently fast as \( t \to \infty \) to allow for small-data future-global solutions. Moreover, from the discussion in the previous paragraph, we conclude that the null condition is verified by the nonlinear terms in equation (2.17) if and only if \( (+)^N \equiv 0 \). Our main shock-formation theorem, Theorem 23.9, provides a converse to the results of [47] and [15] for the equations under consideration: if \( (+)^N \not\equiv 0 \), then equation (2.17) exhibits small-data future shock formation caused by the presence of both of the quadratic terms \( \Psi R_{\text{Flat}} R_{\text{Flat}} \Psi \) and \((R_{\text{Flat}} \Psi)^2\), which appear in the correct proportions due to the geometric structure of the equation.

**Remark 2.8** (Most equations of type (2.17) have \( (+)^N \not\equiv 0 \)). It follows from the above discussion that for equation (2.17), \( (+)^N \) completely vanishes if and only if, relative to the rectangular coordinates, \( g_{\alpha \beta} = (1 + f(\Psi)) m_{\alpha \beta} + O(\Psi^2) \) for some smooth function \( f(\Psi) \) verifying \( f(0) = 0 \). Hence, for equations of type (2.17), the null condition is restrictive and holds only in very special cases.

**Remark 2.9** (The quasilinear terms by themselves do not cause small-data singularities). The results of Alinhac [7] and Lindblad [58] show that if we modify equation (2.12) by deleting the semilinear terms that fail the (classic) null condition, then the modified equation admits small-data global solutions [17]. Their result holds even though the modified equation can contain a quasilinear term proportional to \( \Psi R_{\text{Flat}} R_{\text{Flat}} \Psi \), which fails the null condition. In the presence of such a term, the global solutions can have distorted asymptotics. In particular, the true characteristics can significantly deviate from the Minkowskian characteristics as \( t \to \infty \). Roughly, the analog of \( \mu \) in [7] and [58] can become arbitrarily small as \( t \to \infty \), but it never vanishes in finite time. On the other hand, if we delete the quasilinear terms from equation (2.12) but retain the semilinear terms, then the results of John [36] imply that under certain structural assumptions on the semilinear terms, all nontrivial solutions must break down in finite time. However, the singularity formation mechanism is not well-understood.

We stress that the results of Alinhac [7] and Lindblad [58] do not extend to equation (2.9). More precisely, even though there are no semilinear terms present in this equation, it exhibits small-data shock formation when its nonlinearities fail the null condition; see Remark 2.10.

**Remark 2.10** (Shock formation for \( \{ t \leq 0 \} \)). We could also study past shock formation. In this case, the function \( (+)^N \) from (2.22) needs to be modified

---

[16] The key point is that all possible future-directed Minkowski-null vectors \( \ell \) from the previous paragraph are achieved by the vectorfield \( L_{\ell(\text{Flat})} \) in (2.22) as it varies over the region \( \{ t \geq 0 \} \).

[17] More precisely, Lindblad’s work [58] treats the general case, while Alinhac’s work [7] addresses the specific equation \( -\partial_t^2 \Psi + (1 + \Psi)^2 \Delta \Psi = 0 \).
to account for the fact that \( L_{(\text{Flat})} \) is not tangent to the outgoing Minkowski null cones as we head towards the past; see Remark 3.34.

2.5. Basic geometric constructions

In deriving our main results, we adopt the framework of [17] and perform the vast majority of our analysis relative to a new system of geometric coordinates:

\[
(t, u, \vartheta^1, \vartheta^2).
\]

The coordinate \( t \) is the Minkowski time coordinate from Sect. 2.2 while the “dynamic coordinate” \( u \) is an outgoing eikonal function, an analog of the coordinate (1.8a) that we used in analyzing Burgers’ equation. Specifically, \( u \) a solution to the eikonal equation

\[
(g^{-1})^{\alpha\beta}(\Psi)\partial_\alpha u \partial_\beta u = 0
\]

with level sets that are outgoing to the future (see Figure 2). We define the initial value of \( u \) by

\[
u|_{t=0} = 1 - r,
\]

where \( r = \sqrt{\sum_{a=1}^{3}(x^a)^2} \) is the standard Euclidean radial coordinate. The solution to (2.24) is a perturbation of the flat eikonal function \( u_{(\text{Flat})} = 1 + t - r \). The level sets of \( u \), which we denote by \( C_u \), are null (characteristic) hypersurfaces of the Lorentzian metric \( g \). The \( C_u \) intersect the constant Minkowski-time hypersurfaces \( \Sigma_t \) in spheres \( S_{t,u} \). We denote the Riemannian metric that \( g \) induces on \( S_{t,u} \) by \( g/\tilde{g} \). We denote the annular region in \( \Sigma_t \) that is trapped between the inner sphere \( S_{t,u} \) and the outer sphere \( S_{t,0} \) by \( \Sigma_u^t \). We denote the portion of \( C_u \) in between \( \Sigma_0 \) and \( \Sigma_t \) by \( C_t^u \). We denote the solid spacetime region in between \( \Sigma_0, \Sigma_t, C_t^u, \) and \( C_0^t \) by \( M_{t,u} \) (see Figure 2). More precisely, we define \( M_{t,u} \) to be “open at the top.” That is, \( \Sigma_u^t \) is not part of \( M_{t,u} \). In contrast, we define \( C_t^u \) to be “closed at the top.”

The functions \( \vartheta^1, \vartheta^2 \) from (2.23) are local coordinates on the \( S_{t,u} \) that are easy to construct; see below.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig2.png}
\caption{Surfaces and regions}
\end{figure}

We stress the following important point: the eikonal equation (2.24) is a hyperbolic evolution equation for \( u \) that must be solved in conjunction with the wave equation (2.1a). That is, we are studying the wave equation (2.1a) coupled to
Clearly, in rectangular coordinates, the wave equation completely decouples. However, as we describe below, it is extremely useful to study the wave equation relative to a dynamic vectorfield frame constructed with the help of $u$. Relative to this frame, (2.1a) and (2.24) and their higher-order versions become highly coupled.

Intuitively, one might expect that the intersection of the level sets of $u$ should correspond to a shock singularity, as is the case for solutions to Burgers’ equation (see Sect. 1.1.2). Recall that in our study of Burgers’ equation, the analysis was based entirely on transport equations, that is, on deriving estimates along the characteristics. In contrast, in more than one spatial dimension, wave equations do not reduce to transport equations along the characteristics. Nonetheless, it is well-established that for certain nonlinear wave-like equations in more than one spatial dimension, there are solution regimes such that eikonal functions can be used to derive sharp estimates. For example, for small-data solutions to wave equations in three spatial dimensions with nonlinearities that verify the (classic) null condition, the solution’s lower-order derivatives verify a transport equation with sources that decay at an integrable-in-time rate along the null generator of the characteristic hypersurfaces, and this structure allows one to derive sharp pointwise decay estimates at the lower derivative levels. The first instance of the use of an eikonal function to solve a global nonlinear problem is found in the celebrated proof of Christodoulou-Klainerman of the global stability of Minkowski spacetime as a solution to Einstein’s equations. Eikonal functions also played a central role in the Klainerman-Rodnianski proof of low regularity local well-posedness for a class of quasilinear wave equations and the Klainerman-Rodnianski-Szeftel proof of the bounded $L^2$ curvature conjecture. They also played a fundamental role in both Alinhac’s and Christodoulou’s proofs of small-data shock formation. Moreover, in the shock-formation proofs, the eikonal function played a more essential role than it did in the proof of the stability of Minkowski spacetime. Specifically, Lindblad-Rodnianski gave a second proof of the stability of Minkowski spacetime, relative to wave coordinates, that did not rely on a true eikonal function. Instead, they closed their small-data global existence proof by deriving estimates relative to the background Minkowskian geometry, with the help of a Minkowski eikonal function $u_{(\text{Flat})} = t - r$. In contrast, as we will see, for the solutions studied in this monograph, small-data shock formation exactly corresponds to the intersection of the level sets of a true eikonal function verifying (2.24), as in the case of Burgers’ equation; see Sects. 2.8 and 2.9 for an outline of the argument. Recall that in the case of Burgers’ equation, we were able to provide a crude proof of blow-up without introducing an eikonal function. In contrast, it is difficult to imagine an analogous crude proof of small-data blow-up for quasilinear wave equations in more than one spatial dimension; as we describe below in great detail, in order to close the energy estimates, it seems that one needs at least a very close approximation of a true eikonal function and that the background rectangular coordinates and Minkowskian geometry are not precise enough to close the proof.

\[ \text{Null generators are geometric analogs of the integral curves of the vectorfield } L_{(\text{Flat})} \text{ from (2.19), tailored to the true characteristics of the equation.} \]

\[ \text{More precisely, some of the transport equation estimates in [59] were derived along first-order corrections to the outgoing Minkowskian characteristics.} \]
Intimately connected to the eikonal function is the following gradient vector-field, which can be expressed relative to rectangular coordinates as follows:

\[
L'_{\text{Geo}} := -(g^{-1})^{\alpha\beta} \partial_{\alpha} u.
\]  

(2.26)

It is easy to verify that \( L_{\text{Geo}} \) is null and geodesic, that is, that \( g(L_{\text{Geo}}, L_{\text{Geo}}) = 0 \) and \( \mathcal{D}L_{\text{Geo}}L_{\text{Geo}} = 0 \) (recall that \( \mathcal{D} \) is the Levi-Civita connection of \( g \) and thus \( \mathcal{D}g = 0 \)). Furthermore, a related quantity that we mentioned above, the inverse foliation density \( \mu \), is the most important object in this monograph from the point of view of small-data shock formation:

\[
\mu := -\frac{1}{(g^{-1})^{\alpha\beta} \partial_{\alpha} u \partial_{\beta} t} = \frac{1}{L'_{\text{Geo}}}.
\]  

(2.27)

The function \( 1/\mu \) is a measure of the density of the stacking of the level sets of \( u \) relative to \( \Sigma_t \). It is an analog of the quantity (1.11) that we used in our proof of shock formation for solutions to Burgers’ equation. In the case of the background solution \( \Psi \equiv 0 \), we have \( \mu \equiv 1 \). For perturbed solutions, the stacking density becomes infinite (that is, the level sets of \( u \) intersect and a shock forms) when \( \mu = 0 \). In Figure 3 on pg. 45, we exhibit a solution in which \( \mu \) has become very small in a certain region because the density of the level sets of \( u \) has become large (that is, a shock has nearly formed in this figure). One of the primary results of this monograph is our proof that for a class of small-data solutions, \( \mu \) becomes 0 in finite time before any other kind of singularity occurs. In addition, in Theorem 22.1, we prove a deeper result, which an analog of the main result of [17]: we show that for small-data solutions, in the region of interest, the only possible way a singularity can form is for \( \mu \) to become 0 in finite time.

We now introduce the following rescaled version of \( L_{\text{Geo}} \), which plays a fundamental role in our analysis:

\[
L := \mu L_{\text{Geo}}.
\]  

(2.28)

Note that \( Lt = L^0_{\text{Geo}} = 1 \) and thus \( L \) is future-directed (see Footnote 16 on pg. 13). Our interest in \( L \) lies in the fact that our proof shows that when a shock forms, the rectangular components \( L'_{\text{Geo}} \) blow-up, while the rectangular components \( L' \) remain near those of \( L_{\text{Flat}} := \partial_t + \partial_r \). For this reason and many others that will become apparent, \( L \) is useful for analyzing solutions.

To complete our geometric coordinate system, we complement \( t, u \) with local coordinates \((\vartheta^1, \vartheta^2)\) on the initial Euclidean sphere \( S_{0,0} \) and propagate them inward to the \( S_{0,u} \) by solving \(-\partial_r \vartheta^A = 0\) and then to the future by solving \( L\vartheta^A = 0 \), \((A = 1, 2)\). We denote the coordinate partial derivative vectorfield corresponding to \( \vartheta^1 \) by \( X_1 := \frac{\partial}{\partial \vartheta^1} |_{t,u,\vartheta^2} \) and similarly for \( X_2 \). Since \( X_At = X_Au = 0 \), \((A = 1, 2)\), it follows that the \( X_A \) are tangent to the spheres \( S_{t,u} \).

Remark 2.11 (\( \mu \) is connected to the Jacobian determinant of the change of variables map). For the solutions under consideration, the Jacobian determinant of the change of variables map \( \Upsilon \) from geometric to rectangular coordinates vanishes precisely when \( \mu \) vanishes (see Lemma 3.66). Hence, small-data shock formation can alternatively be viewed as a breakdown in the map \( \Upsilon^{-1} \).

---

20More precisely, the quantity (1.11) measures the density of the characteristics relative to the lines of constant \( x \) rather than lines of constant \( t \); this discrepancy is not important.
2.6. The rescaled frame and dispersive sup-norm estimates

The following basic principle, first exhibited by Christodoulou [17], is a key ingredient in our analysis: the lower-order derivatives of the solutions in the directions $L, X_1, X_2$, which are tangent to the outgoing null cones $C_u$, exhibit dispersive behavior, even as a shock forms! Furthermore, when expressed in terms of the Minkowskian time coordinate $t$, the decay rates of these derivatives are the same as those of solutions to the linear wave equation (see Sect. 1.2.3). This is somewhat analogous to the regular behavior that we observed in solutions to Burgers’ equation along the characteristics (see Sect. 1.1.2). Furthermore, solutions’ derivatives in directions transversal to the $C_u$ also behave in a linearly dispersive fashion but only after one rescales the transversal direction by $\mu$. The main reason that the solution’s rescaled transversal derivative exhibits dispersive behavior is that the rescaling by $\mu$ eliminates the semilinear term in the wave equation that is most dangerous in the region $\{t \geq 0\}$, due to its slow decay; see Remark 2.12.

Hence, as will become apparent, a good choice for a rescaled transversal vectorfield is the radially inwardly pointing vectorfield $\bar{R}$, which verifies

\[(2.29) \quad \bar{R}u = 1, \quad \bar{R}t = 0, \quad g(\bar{R}, X_1) = g(\bar{R}, X_2) = 0.\]

It is not difficult to verify using (2.3) that (see Lemma 3.17)

\[(2.30) \quad g(\bar{R}, \bar{R}) = \mu^2, \quad g(L, \bar{R}) = -\mu.\]

An important aspect of our proof is showing that rectangular components of the vectorfield

\[(2.31) \quad R := \mu^{-1} \bar{R}\]

remain near those of $R_{\text{Flat}} := -\partial_r$ throughout the evolution. Thus, when $\mu$ vanishes, the vectorfield $\bar{R}$, when viewed as a vectorfield on $\mathbb{R}^{1+3}$ expressed relative to rectangular coordinates, also vanishes.

In total, the above vectorfields form a useful rescaled frame with span equal to span\{\$\partial_\alpha\$\}_{\alpha=0,1,2,3} at each point where $\mu > 0$ (see Figure 3 on pg. 45):

\[(2.32) \quad \{L, \bar{R}, X_1, X_2\}.\]

We carry out most of our analysis relative to the frame (2.32). Occasionally, when performing calculations, we find it convenient to replace $\bar{R}$ with the following vectorfield:

\[(2.33) \quad \bar{L} := \mu L + 2\bar{R},\]

which is future-directed (see Footnote 16 on pg. 13, $g$–orthogonal to the $S_{t,u}$, ingoing, $g$–null, and normalized by $g(L, \bar{L}) = -2\mu$.

In the proof of our sharp classical lifespan theorem (Theorem 22.1), to capture the solution’s dispersive behavior relative to the rescaled frame (2.32), we make the

\[21\text{In contrast to Sect. 1.2.3 we are now working in a region of bounded } u\text{–width. Hence, we are concerned only with decay in } t, \text{ and not with decay in } u.\]

\[22\text{The analogous statement in the case of Burgers’ equation is that } \frac{\partial}{\partial u}|\Psi \text{ is constant in } t \text{ at fixed } u.\]
2.6. THE RESCALED FRAME AND DISPERSIVE SUP-NORM ESTIMATES

Following bootstrap assumptions (see Chapter 12 for a more precise statement) on a spacetime region of the form $\mathcal{M}_{T_{\text{bootstrap}}, U_0}$ (see Figure 2 on pg. 41):

\begin{align}
(2.34a) \quad & \| L\Psi \|_{C^0(\Sigma^I_t U_0)} , \quad \| \theta \Psi \|_{C^0(\Sigma^I_t U_0)} \leq \frac{\varepsilon}{(1 + t)^2}, \\
(2.34b) \quad & \| \Psi \|_{C^0(\Sigma^I_t U_0)} , \quad \| \hat{R}\Psi \|_{C^0(\Sigma^I_t U_0)} \leq \frac{\varepsilon}{1 + t}. \end{align}

In (2.34a) and throughout, $\theta f$ denotes the angular differential of the scalar-valued function $f$, viewed as a function of the geometric angular coordinates $(\vartheta^1, \vartheta^2)$. In addition, $\| \cdot \|_{C^0(\Sigma^I_t U_0)}$ is the standard sup-norm (see Def. 3.69). Furthermore, $\varepsilon$ is a small number whose smallness is shown, near the end of the proof of the sharp classical lifespan theorem, to be controlled by the size of the data (see (2.7)). We show that the assumptions (2.34a)-(2.34b), which reflect the dispersive decay rates of solutions to the linear wave equation, hold all the way up to and including the time of first shock formation. We make similar assumptions for some of the higher derivatives of $\Psi$, but not near the top order since, as we already mentioned in Remark 2.1, our high-order estimates are allowed to degenerate when $\mu$ becomes small. More precisely, our analysis shows that the following analog of the linear behavior described in Sect. 1.2.3 holds: each additional $L$ or angular differentiation results in a decay rate gain of $(1 + t)^{-1}$. These pointwise decay estimates help us control the inessential error terms that arise in our analysis. At the end of the proof of Theorem 22.1, we derive improvements of the above bootstrap assumptions from our $L^2$ estimates with the help of Sobolev embedding.

It is important to understand how the covariant wave operator looks relative to the rescaled frame. In Prop. 5.4, we show that

\begin{equation}
(2.35) \quad \mu \Box_{g} \Psi = -L(\mu L\Psi + 2\hat{R}\Psi) + \mu \Delta \Psi - \text{tr}_g \chi \hat{R}\Psi + \text{Error},
\end{equation}

where $\Delta$ is the covariant Laplacian corresponding to the metric $g$ on the $S_{t,u}$, induced by $q$, and Error denotes quadratically small terms that decay at an integrable-in-time rate. The error terms depend on the up-to-first-order derivatives $\Psi$ and the up-to-second-order derivatives of $u$. In (2.35), $\chi$ is the null second fundamental form, a crucially important symmetric type $(0,2)$ tensorfield on the spheres that...
verifies
\( X_{AB} := \chi(X_A, X_B) = g(D_AL, X_B) \).
\( D_AL \) denotes the covariant derivative of \( L \) in the direction \( X_A \), and \( \text{tr}_g \chi = (g^{-1})^{AB}X_{AB} \).
Roughly, \( \chi \) can be viewed as a second derivative of \( u \) that involves an angular derivative. In proving our sharp classical lifespan theorem, we encounter the following serious difficulty: it takes a huge amount of effort to derive top-order \( L^2 \) estimates for \( \chi \). One issue is that a naive approach results in a loss of derivatives. Another issue is that even though we are able to find ways to avoid derivative loss, our estimates for the top derivatives are very degenerate and can blow-up like a power of \( 1/\mu \); see Sects. 2.10.2 and 2.10.3 for additional details. In the case \( \Psi \equiv 0 \) we have \( \text{tr}_g \chi(Flat) = 2r - 1 \), whereas for perturbed solutions, we prove that \( \text{tr}_g \chi = 2\varrho^{-1} + \text{Error} \), where \( \text{Error} \) is of size \( \varepsilon \ln(e + t)(1 + t)^{-2} \) and
\( \varrho(t, u) := 1 - u + t \)
is a geometric radial variable, tailored to the eikonal function. On the bootstrap region \( \mathcal{M}_{Bootstrap, U_0} \), we have the following estimate, which we often use: \( \varrho \approx 1 + t \).
In view of the fact that \( L\varrho = 1 \) and \( \tilde{R}\varrho = -1 \), we deduce from (2.35) that
\( \mu \Box_g \Psi = -L \left\{ \mu L(\varrho\Psi) + 2\tilde{R}(\varrho\Psi) \right\} + \varrho \mu \Delta \Psi + \text{Error} \),
where \( \text{Error} \) denotes quadratically small terms that decay at an integrable-in-time rate. Equation (2.38) plays an important role in our proof of small-data shock formation; see Sect. 2.8 and Lemma 23.1.

**Remark 2.12 (“Eliminating” the dangerous semilinear term by rescaling).** A crucially important structural feature of equations (2.35) and (2.38) is that they do not contain any quadratic term proportional to \( (\tilde{R}\Psi)^2 \). This is quite remarkable since the wave equation (2.17), when expressed relative to the Minkowskian frame (2.19), can contain a term proportional to \( (R_{Flat}\Psi)^2 \). The point is that by using the rescaled frame (2.32) and bringing the \( \mu \) factor “inside” the outer \( L \) differentiation in (2.35) and (2.38), we have generated cancellation that “eliminates” the term \( (\tilde{R}\Psi)^2 \). That is, we have been able to eliminate the quadratic semilinear term with the slowest decay rate as \( t \to \infty \); see the discussion in Sects. 1.2.4 and 2.4. The price we pay is that i) our rescaled frame degenerates relative to the rectangular coordinate frame \( \{ \partial_{\alpha} \}_{\alpha=0,1,2,3} \) when \( \mu \) becomes small and ii) the terms \( \text{Error} \) on the right-hand side of (2.38) have a somewhat complicated structure because they depend not only on \( \Psi \) and its first derivatives, but also on the up-to-second-order derivatives of \( u \); see Prop. 5.4. Hence, in order to verify that the terms \( \text{Error} \) are in fact error terms, we must obtain a good understanding of the asymptotic behavior of \( u \) and its derivatives.

**2.7. The basic structure of the coupled system and sup-norm estimates for the eikonal function quantities**

As we stressed above, we are studying the wave equation (2.1a) coupled to the eikonal equation (2.24). In practice, rather than directly studying the eikonal equation, we study evolution equations verified by its first derivatives, which are represented by the rectangular components \( L_{Geo}' \) (see (2.26)). More precisely, as we will see, it is convenient to instead study the equations verified by the quantities
We can derive evolution equations for these quantities by writing down the geodesic equation $\mathcal{R}_{\mathcal{L}(\text{Geo})} L_{\mathcal{L}(\text{Geo})} = 0$ relative to the rectangular coordinates and then translating it into equations for $\mu$ and $L^i$. We carry this out in full detail in Chapter 4. We find that these “eikonal function quantities” verify the following transport equations:

\begin{align}
L^\mu &= \frac{1}{2} G_{LL} \dddot{R} \Psi + \mu \text{Error}(L \Psi, L^1, L^2, L^3), \\
L^i &= \text{Error}^i(L \Psi, \phi \Psi, L^1, L^2, L^3),
\end{align}

where $G_{LL} := G_{\alpha\beta}(\Psi)L^\alpha L^\beta$, $G_{\alpha\beta}$ is defined in (2.14), and Error denotes small terms that decay at an integrable-in-time rate.

In total, we can use bootstrap assumptions in the spirit of (2.34), the evolution equations (2.39), and a small-data assumption to derive $C^0$ estimates for $\mu$, $L^i$, and their lower-order derivatives. Like the bootstrap assumptions (2.34), these estimates complement our $L^2$ estimates (which we discuss below) and allow us to control various error terms. An important aspect of these $C^0$ estimates is that $\mu - 1$ and its lower-order derivatives can shrink or grow like $O(\varepsilon \ln(\varepsilon + t))$. The possible logarithmic-in-time shrinking behavior of $\mu$ is in fact the source of small-data shock-formation; we illustrate this in more detail in Sect. 2.9. The same statement holds for the difference between $\rho L^i$ and its Minkowskian value $x^i$, that is, for $\rho L^i - x^i$. Similar statements hold for many other scalar and tensorial quantities that play a role in this monograph. We derive most of these $C^0$ estimates in Chapter 12.

2.8. Lower bounds for the rescaled radial derivative of the solution in the case of shock formation

We now heuristically explain the behavior of $\Psi$ for the shock-forming solutions of interest. The behavior that we describe in this section is one of the key ingredients in the proof of our small-data shock-formation theorem, Theorem 23.9. The main idea is that there exists an open set of data whose corresponding solutions verify the following signed lower bound, which is valid for sufficiently large times and for some fixed choices of $u$ and $\vartheta$ (that is, along some integral curves of $L$):  

\begin{align}
\dddot{R} \Psi(t, u, \vartheta) \gtrsim \varepsilon \frac{1}{1 + t}.
\end{align}

Furthermore, for solutions corresponding to a different open set of data, the opposite signed bound holds: $\dddot{R} \Psi(t, u, \vartheta) \lesssim -\varepsilon(1 + t)^{-1}$. Since $\dddot{R} = \mu \dddot{R}$, (2.40) is equivalent to

\begin{align}
\dddot{R} \Psi(t, u, \vartheta) \gtrsim \frac{1}{\mu} \frac{\varepsilon}{(1 + t)}.
\end{align}

Clearly, the bound (2.41) implies that the near-Euclidean-unit-length derivative $R \Psi$ blows up when $\mu \to 0$. Moreover, the bound (2.41) (with the correct sign, depending on the nonlinearities) is in fact the main ingredient needed to show

\footnote{More precisely, in Chapter 23 to show that a shock forms, we assume that the data are prescribed at time $t = -1/2$. We make this assumption only for technical convenience; this detail is not important for understanding the heuristic description that we are providing here.}

\footnote{In the case of Burgers’ equation, the analogous statement is that the vanishing of $\mu$ is exactly tied to having a solution with $\frac{\partial}{\partial u}\Psi < 0$; see the discussion surrounding equation (1.13).}
that \( \mu \) vanishes in finite time. We elaborate upon this in Sect. 2.9. All of our shock-forming solutions are such that \( R\Psi \) blows up for exactly these reasons.

To explain how we derive (2.41), we impose the wave equation by setting the right-hand side of (2.38) equal to 0, which yields

\[
L \left\{ \mu L(\varrho \Psi) + 2 \partial R(\varrho \Psi) \right\} = \partial \Delta \varrho + \text{Error},
\]

(2.42)

where the terms Error are quadratically small and decay at an integrable-in-time rate. For convenience, in this monograph, we prove the bound (2.41) in complete detail only for an open set of nearly spherically symmetric small data (see the proof of Theorem 23.9). However, in Sect. 2.11.3, we provide an outline of how to enlarge the class of small data to which our shock-formation arguments apply.

By “nearly spherically symmetric,” we mean that we assume that the lower-order angular derivatives of the data are even smaller than the small \( \partial R \) directional derivative, and we prove that the relative smallness is propagated in the solution by the flow of the equations (see Cor. 22.4). Furthermore, from a higher-order analog of (2.34), we find that even though \( \varrho \mu \Delta \Psi \) is only linearly small, it decays at an integrable-in-time rate. The net effect is that for such solutions, the right-hand side of (2.42) has a tiny amplitude and is integrable in time, and (2.42) can effectively be treated as a transport equation for the quantity \( \mu L(\varrho \Psi) + 2 \partial R(\varrho \Psi) \) along the integral curves of \( L = \partial / \partial t \). Hence, integrating (2.42) with respect to time at fixed \( u \) and \( \vartheta \) and ignoring the small right-hand side, we obtain, relative to the geometric coordinates:

\[
\begin{aligned}
\left\{ \mu L(\varrho \Psi) + 2 \partial R(\varrho \Psi) \right\} (t, u, \vartheta) &\approx f[\varPsi, \varPsi_0](u, \vartheta), \\
\end{aligned}
\]

(2.43)

where \( f[\varPsi, \varPsi_0](u, \vartheta) \) is equal to the term in braces on the left-hand side of (2.42) evaluated at \( t = 0 \), and \( (\varPsi, \varPsi_0) \) are the data (2.1b). Furthermore, using (2.34a) and (2.43) and the identities \( L \varrho = 1 \) and \( \partial R = -1 \), we find that for sufficiently large times, we have

\[
\partial R \varPsi(t, u, \vartheta) \approx \frac{1}{2} \frac{1}{\varrho(t, u)} f[\varPsi, \varPsi_0](u, \vartheta).
\]

(2.44)

Recalling that \( \varrho(t, u) \approx 1 + t \), we see that for suitable data, (2.44) implies the desired bound (2.41).

### 2.9. The main ideas behind the vanishing of the inverse foliation density

We now explain why the estimates of Sect. 2.8 imply that \( \mu \) vanishes in finite time. We first address the important factor \( G_{LL} \) in equation (2.39a). In Lemma 12.49, we show that \( G_{LL}(t, u, \vartheta) \) is well-approximated by \( (\cdot)^N(t = 0, u = 0, \vartheta) \), where \( (\cdot)^N \), the future null condition failure factor from (2.22), is actually independent of \( u \) at \( t = 0 \). We remark that one significant difference between our work and that of Christodoulou’s [17] is that in [17], the analog of \( (\cdot)^N \) is a (non-zero) constant; the presence of an angle-dependent \( (\cdot)^N \) in our work here creates additional complications in the analysis. In view of the above discussion and the

\(25\)When \( t = 0 \), the geometric angular coordinates \( \vartheta^A \) coincide with Euclidean spherical coordinates \( \vartheta^A \) and hence, as we explained just below equation (2.22), \( (\cdot)^N(0, u, \vartheta) \) can be viewed as a function of \( \vartheta \) alone.
2.10. THE ROLE OF THEOREM 22.1 IN JUSTIFYING THE HEURISTICS

In Sects. 2.8 and 2.9, we sketched a proof of our small-data shock-formation theorem, Theorem 23.9. However, in order to justify the heuristic arguments given above, we must i) show that coupled system (2.1a), (2.39a), (2.39b) for $\Psi$, $\mu$, $L_i$ is well-posed in the sense that we can control suitable numbers of derivatives of all quantities without losing derivatives and ii) show that all of the “error terms” mentioned above contribute only small corrections to the heuristic analysis. In particular, we have to make sure that the blow-up behavior (2.41) does not couple back into the error terms and cause them to become large near the shock, that is, in regions where $\mu$ is small. The task ii) is highly coupled to i) and occupies the bulk of our work. As we have mentioned, our main results in this direction are provided by Theorem 22.1. Roughly, the theorem states that the solution persists unless $\mu$ vanishes, at which point a shock has formed. Furthermore, the theorem provides a slew of quantitative estimates that must hold until $\mu$ vanishes. In fact, many quantities can be extended relative to the geometric coordinates as $C^k$ functions for some $k > 0$ all the way to the constant-time hypersurface subset $\Sigma_{U_0}^{T_{\text{Lifespan}}}$ where the first shock singularity point lies.

2.10.1. Square integral estimates for the wave variable. The only known methods for controlling solutions to quasilinear wave equations are heavily based on $L^2$ estimates. To derive such estimates for $\Psi$, we use both the vectorfield multiplier and commutator methods, which we outlined in Sects. 1.2.2 and 1.2.3. The multiplier method roughly corresponds to applying a well-chosen vectorfield differential operator to $\Psi$, multiplying both sides of the wave equation by this quantity, and integrating by parts over the spacetime region $M_{t,u}$ with the help of the divergence theorem. We present the details in Chapter 10. In this monograph, we use two distinct multipliers:

\begin{align*}
(2.47a) \quad T &:= (1 + 2\mu)L + 2\tilde{R}, \\
(2.47b) \quad \tilde{K} &:= \varrho^2 L.
\end{align*}

The timelike multiplier (2.47a) was used in [17] while the Morawetz-type multiplier (2.47b) is a slightly modified version of a multiplier used in [17].
We first discuss the estimates generated by (2.47a). In this case, an energy $E[\Psi](t, u)$ and a cone flux $F[\Psi](t, u)$ naturally arise from applying the divergence theorem to solutions of $\square_g \Psi = 0$ on the spacetime region $\mathcal{M}_{t, u}$ bounded by $\Sigma_0^t$, $\Sigma_0^u$, $C_0^t$, and $C_0^u$ (see Figure 2 on pg. 41). These quantities have the following $L^2$ coerciveness properties\(^\text{26}\) (see Lemma 14.1):

\begin{align*}
(2.48a) \quad & E[\Psi](t, u) \geq C^{-1} \| \Psi \|^2_{L^2(\Sigma_0^t)} + C^{-1} \| \Psi \|^2_{L^2(\Sigma_0^u)} \\
& \quad + C^{-1} \| \sqrt{\mu L} \Psi \|^2_{L^2(\Sigma_0^t)} + C^{-1} \| \mu L \Psi \|^2_{L^2(\Sigma_0^u)} \\
& \quad + \| R\Psi \|^2_{L^2(\Sigma_0^t)} + C^{-1} \| \sqrt{\mu g} \Psi \|^2_{L^2(\Sigma_0^u)} + C^{-1} \| \mu g \Psi \|^2_{L^2(\Sigma_0^t)},
\end{align*}

\begin{align*}
(2.48b) \quad & F[\Psi](t, u) \geq C^{-1} \| L \Psi \|^2_{L^2(C_0^t)} + C^{-1} \| \sqrt{\mu L} \Psi \|^2_{L^2(C_0^u)} + C^{-1} \| \sqrt{\mu g} \Psi \|^2_{L^2(C_0^t)},
\end{align*}

In most of the monograph, the relevant area and volume forms on $\Sigma_0^t$, $\Sigma_0^u$, $C_0^t$, and $\mathcal{M}_{t, u}$ (which, as we rigorously define in Sect. 3.19) are respectively inherent in the definitions of the $L^2$ norms in (2.48a)-(2.48b), are respectively\(^\text{27}\)

\begin{equation}
(2.49)
dv_g := \sqrt{\det g} \, d\theta^1 \, d\theta^2, \quad dv := dv_g \, du', \quad d\sigma := dv_g \, dt', \quad d\sigma := dv_g \, du' \, dt'.
\end{equation}

The volume forms $dv$ and $d\sigma$ and “rescaled” in the sense that the canonical forms induced by $g$ on $\Sigma_0^t$ and $\mathcal{M}_{t, u}$ are respectively $\mu \, dv$ and $\mu \, d\sigma$. The advantage of the rescaled forms is that they remain regular (that is, finite and non-degenerate) up to and including the shock singularity. Hence, any degeneration of the energies and cone fluxes at the shock is caused by an explicitly displayed $\mu$–dependent factor going to 0.

In the case of the multiplier $T$, the divergence theorem yields (see Prop. 10.13) the following energy-cone flux identity for functions $\Psi$ vanishing along the flat outer cone $C_0^t$:

\begin{equation}
(2.50) \quad E[\Psi](t, u) + F[\Psi](t, u) = E[\Psi](0, u) - \int_{\mathcal{M}_{t, u}} (T\Psi)(\mu \square_g(\Psi)) \, dv + \int_{\mathcal{M}_{t, u}} \mu Q^{\alpha\beta}[\Psi]^{(T)} \pi_{\alpha\beta} \, d\sigma.
\end{equation}

In (2.50), $Q[\Psi]$ denotes the energy-momentum tensorfield corresponding to $\Psi$ (see (1.62)) and $(T\pi)$ denotes the deformation tensor of $T$ (see (1.67)). The two $\mathcal{M}_{t, u}$ integrals on the right-hand side of (2.50) can be decomposed, relative to the rescaled frame $\{ L, R, X_1, X_2 \}$, into a collection of error terms that can be bounded in terms of integrals of $E[\Psi]$ and $F[\Psi]$ (note that the first integral in fact vanishes for solutions to the wave equation). Then from Gronwall’s inequality, we can derive, for solutions

\(^{26}\)It is important that the coefficient of $\| R\Psi \|^2_{L^2(\Sigma_0^t)}$ in (2.48a) is equal to 1. This constant affects the number of derivatives that we need to close our estimates; see the sentence just above inequality (2.64).

\(^{27}\)For clarity, we note, for example, that in the expression $\| \Psi \|^2_{L^2(\Sigma_0^t)}$, the integrand $\Psi$ is considered to be a function of $(t, u, \theta^1, \theta^2)$ and the integration variables are $\theta^1$ and $\theta^2$. Similarly, in the expression $\| L \Psi \|^2_{L^2(C_0^t)}$, the integrand $L \Psi$ is considered to be a function of $(t', u, \theta^1, \theta^2)$ and the integration variables are $t'$, $\theta^1$, and $\theta^2$.

\(^{28}\)Recall that this vanishing is a simple consequence of our assumption that the data are supported in $\Sigma_0^t$.\]
to $\Box_{g(\Psi)} \Psi = 0$, an a priori estimate for $E[\Psi](t, u) + F[\Psi](t, u)$. This strategy, which at this level of generality is standard, is the main idea of the proof of Theorem 22.1.

To close our estimates, we also use the aforementioned vectorfield commutator method. More precisely, we commute the wave equation (2.1a) with a family of vectorfields and derive the identity (2.50) for the commuted quantities. Our commutation vectorfields are the set

$$\mathcal{Z} := \{gL, \mathring{R}, O_{(1)}, O_{(2)}, O_{(3)}\},$$

where the $O_{(l)}$ are geometric rotation vectorfields tangent to the spheres $S_{t,u}$. The set (2.51) has span equal to $\text{span}\{\partial_\alpha\}_{\alpha=0,1,2,3}$ at each point where $\mu > 0$. Christodoulou used a similar commutation set in [17], the difference being that we use $gL$ in place of Christodoulou’s commutation vectorfield $(1 + t)L$ because $gL$ exhibits simpler commutation properties with various operators. Specifically, to prove our sharp classical lifespan theorem, we commute the wave equation up to 24 times with all possible combinations of vectorfields in $\mathcal{Z}$. In stark contrast to our earlier study of the linear wave equation, where commuting with the elements of $\mathcal{Z}_{(\text{Flat})}$ produced no error terms (see (1.88a)-(1.88b)), commuting the elements of $\mathcal{Z}$ through the operator $\Box_{g}$ generates a large number of error terms that we must bound. The set $\mathcal{Z}$ is carefully constructed so that the error terms on the right-hand side of the identity (2.50) for the differentiated quantities $\mathcal{Z}_{M}\Psi, M \leq 24$, are “controllable.” However, as we describe below, some of the error terms are extremely difficult to bound, which is the main reason that this monograph is lengthy.

It is not practical for us, in this introduction, to fully describe the properties that controllable error terms should have; see Remarks 7.6 and 9.9 for an overview of the most important properties. We construct the geometric rotation vectorfields $O_{(l)}$ (see Chapter 6) by projecting the Euclidean rotations $O_{(\text{Flat}; l)} := \epsilon_{lab}x^a\partial_b$ onto the spheres $S_{t,u}$, that is, by writing them as linear combinations of the non-rescaled frame vectors $\{R, X_1, X_2\}$ and then discarding the $R$ component. Because the $O_{(\text{Flat}; l)}$ generally contain a (small) non-zero component of $R$, they are unsuitable for studying solutions near points where $\mu$ vanishes; by (2.41), $O_{(\text{Flat}; l)} \Psi$ can blow-up at such points. It is important to note that all commutation vectorfields $Z \in \mathcal{Z}$ depend on the first derivatives of the eikonal function $u$. Hence, the $Z$ are dynamically constructed and depend on the solution itself, through $u$ and its first derivatives.

When we use the energy-cone flux identity (2.50) to derive a priori $L^2$ estimates, we encounter the following four main difficulties.

1. The energy-cone flux quantities (2.48a)-(2.48b) are not sufficient for controlling some of the error integrals appearing on the right-hand side of (2.50). One reason is that some of the error terms lack good $t-$weights. The same remarks apply to the error integrals corresponding to the higher-order quantities $\mathcal{Z}_M\Psi$.

2. The energy defined by (2.48a) controls only $\mu-$weighted versions of $L\Psi$ and $g\Psi$ and hence becomes very weak if $\mu$ decays to 0 (and similarly for the higher-order analogs of (2.48a)). However, some of the error terms that we encounter upon commuting the wave equation lack $\mu$ weights and thus seem to be uncontrollable when $\mu$ is near 0. In view of the first term on the right-hand side of (2.48b), we see that the

\footnote{Here and throughout, $\epsilon_{ijk}$ is the fully antisymmetric tensorfield normalized by $\epsilon_{123} = 1$.}
cone flux $\mathcal{F}[\Psi]$ overcomes this difficulty for the $L$ derivatives. However, the difficulty persists for the $d$ derivatives because the $d / \Psi$ controlling term on the right-hand side of (2.48b) features a $\mu$ weight.

(3) To control error term products using the Sobolev calculus, we need good $C^0$ estimates for the lower-order derivatives of $\Psi$ and good $C^0$ estimates for the lower-order derivatives of quantities constructed out of the eikonal function, such as $\mu$, $L^i$, and $\chi$.

(4) We need to derive suitable $L^2$ estimates to control the higher-order derivatives of quantities constructed out of the eikonal function.

The first difficulty above is standard and often appears in the global analysis of solutions to nonlinear wave equations. However, in the problem of small-data shock formation, the last three difficulties are quite challenging, especially (4). In his work [17], Christodoulou developed new strategies to overcome them. We have extended them so that they apply to the equations of interest in this monograph.

To handle difficulty (1), the lack of good $t$ weights, we also derive an analog of the energy-cone flux identity (2.50) in the case of the Morawetz-type multiplier (2.47b). Actually, the correct analog of the divergence theorem identity (2.50) is somewhat more involved in this case because we need some correction terms to obtain useful estimates; see Prop. 10.13. Note that we encountered Morawetz multipliers and the need for correction terms in Sect. 1.2.2 when we reviewed generalized energy estimates in the context of the linear wave equation. The corresponding energies $\tilde{E}$ and cone fluxes $\tilde{F}$ for the solution to equation (2.1a) are coercive in the following sense (see Lemma 14.1):

$\tilde{E}[\Psi](t,u) \geq C^{-1}(1 + t)^2 \left\| \sqrt{\mu} \left( L\Psi + \frac{1}{2} tr g \chi \right) \right\|^2_{L^2(\Sigma^+)} + \| \varrho \sqrt{\mu} d / \Psi \|_{L^2(\mathcal{C}^+)}^2$,

(2.52a)

$\tilde{F}[\Psi](t,u) \geq C^{-1} \left\| (1 + t') \left( L\Psi + \frac{1}{2} tr g \chi \right) \right\|^2_{L^2(\mathcal{C}^+)}$.

(2.52b)

The good $t$ weights in (2.52a), (2.52b) are suitable for handling most error terms.

To handle difficulty (2), the unfortunate presence of $\mu$ weights in front of $|d / \Psi|^2$ in the energies and cone fluxes, we use the remarkable observation made in [17]: in the case of the Morawetz multiplier (2.47b), the divergence theorem yields an additional positive spacetime integral that is activated when $\mu$ becomes small and that provides control over the angular derivatives, without the problematic $\mu$ weights. Specifically, the spacetime integral $\tilde{K}[\Psi]$ defined by

$\tilde{K}[\Psi](t,u) := \frac{1}{2} \int_{M_{t,u}} \varrho^2 |L\mu|_\mu |d / \Psi|^2 d\nu$,

appears on the right-hand side of the analog of the identity (2.50) with a negative sign. Bringing it over to the left-hand side, we obtain a spacetime Morawetz integral that is coercive in the following sense (see Lemma 14.5):

$\tilde{K}[\Psi](t,u) \geq \int_{M_{t,u}} \left( 1 + t' \right)^{-1/4} |d / \Psi|^2 d\nu$.

(2.53)

(2.54)

$^{30}$In (2.53), $|L\mu|_\mu := |L\mu|$ when $L\mu < 0$ and $|L\mu|_\mu := 0$ when $L\mu \geq 0$. 
where $1_{\{\mu \leq 1/4\}}$ denote the characteristic function of the spacetime set \{$(t, u, \vartheta) \mid \mu(t, u, \vartheta) \leq 1/4\}$. Not only does the estimate (2.54) solve the problem of $\mu$ weights for $|d\Psi|^2$, it also has favorable $t$–weights. We stress that we must use the integrals $\mathbb{K}[\mathcal{F}^{(i)}_t \Psi]$ to close all $M^{th}$ order a priori $L^2$ estimates. That is, we use the Morawetz integrals at all orders, not just the top one. The coerciveness estimate (2.54) follows directly from the following critically important estimate for $L^\mu$ (see (13.28)):

\[
\mu(t, u, \vartheta) \leq \frac{1}{4} \implies L\mu(t, u, \vartheta) \leq -c \frac{1}{(1 + t) \ln(e + t)},
\]

where $c > 0$ is a constant.

**Remark 2.13 (The “point of no return” implication of (2.55)).** Inequality (2.55) has another interesting consequence. Since the right-hand side of (2.55) is not integrable in $t$, if $\mu(t, u, \vartheta) \leq 1/4$, then $\mu$ must continue to shrink (along the integral curve of $L$ corresponding to fixed $u$ and $\vartheta$) as $t$ increases until it eventually becomes 0 and a shock forms.

To handle difficulty (3), that of obtaining good $C^0$ estimates for lower-order derivatives, we use different strategies for $\Psi$ and the eikonal function quantities. For $\Psi$, instead of using an analog of the Klainerman-Sobolev inequality (1.91), we use a less refined Sobolev embedding estimate (see Cor. 18.11) to improve the $C^0$ bootstrap assumptions (2.34) after we derive suitable $L^2$ estimates. As we mentioned in Sect. 2.7, to derive $C^0$ estimates for the eikonal function quantities, we integrate the transport equations (2.39a)-(2.39b) for $\mu$ and $L^i$ and use a small-data assumption together with the non-degenerate $C^0$ bootstrap assumptions for $\Psi$. Actually, to control the error terms, we have to derive $C^0$ estimates for a huge number of quantities related to the eikonal function, and the previous sentence, though correct in spirit, is only a caricature of the estimates needed. We derive many of these $C^0$ estimates in Chapter 12. Although they are tedious to derive, they are not difficult.

The final difficulty (4) is by far the most challenging one. The main challenge, which was first identified in [19] and [50] and which appears in [17] and the present monograph in a much more severe form, is that one has to work very hard to control the top-order derivatives of $u$ in $L^2$; a naive approach would result in a loss of one derivative of $u$ relative to $\Psi$ and would seem to suggest that the estimates will not close. To further explain this difficulty, we commute the wave equation (2.1a) with a commutation vectorfield $Z \in \mathcal{Z}$ (see (2.51)) to obtain the following schematic expression (see (9.1) for a precise expression):

\[
\mu \Box g(\Psi)(Z\Psi) = \mu \mathcal{D}^{(Z)} \pi \cdot \mathcal{D} \Psi + \mu^{(Z)} \pi \cdot \mathcal{D}^2 \Psi,
\]

where $^{(Z)}\pi$ is the deformation tensor of $Z$ (see (1.67)). It is crucially important to note that for $Z \in \mathcal{Z}$, the term $\mu^{(Z)} \pi$ from (2.56) depends on the third derivatives of the eikonal function $u$. For example, in the case that $Z$ is a geometric rotation

---

31. The value $1/4$ in inequality (2.55) is convenient but not optimal; it can be enlarged to 1 minus a function that depends on the size of the data.

32. As we explain in Sect. 2.10.4, the new difficulty in the small-data shock formation problem is that the price one pays for avoiding top-order derivative loss is the introduction of a factor of $1/\mu$ into the top-order energy identities, which leads to degenerate top-order $L^2$ estimates.
vector field \( O \), we obtain (see Prop. 7.4 and Prop. 9.6)

\[
\mu \Box_{g(\Psi)}(O\Psi) = (\tilde{R}\Psi)O\tau_{g}\chi + \cdots \sim (\tilde{R}\Psi)\partial^3 u + \cdots.
\]  

(2.57)

where \( \chi \) is as in (2.36). Furthermore, one can show (see Cor. 11.4 and the proof of Cor. 11.7) that \( O\tau_{g}\chi \) verifies the transport equation

\[
L O\tau_{g}\chi = \frac{1}{2} G_{LL} \Delta O\Psi + \cdots.
\]  

(2.58)

By applying the divergence theorem identity (2.50) with \( O\Psi \) in the role of \( \Psi \) and using equation (2.57), we can obtain control over some second-order derivatives of \( \Psi \) in \( L^2 \), assuming that we can control the right-hand side of (2.57) in \( L^2 \). However, to obtain \( L^2 \) estimates for \( O\tau_{g}\chi \), we must integrate equation (2.58) along the integral curves of \( L \), which seems to require that we have control over three derivatives of \( \Psi \) in \( L^2 \). This derivative-loss problem cannot be overcome by simply further commuting the wave equation. Hence, our estimates will not close without an additional ingredient, which we describe in Sect. 2.10.2.

**Remark 2.14 (The importance of error terms that never appear).** The following property of our commutation vector field set \( Z \) is crucially important: after commuting the operator \( \mu \Box_{g(\Psi)} \) one time with \( Z \in Z \) (see (2.56)), we never produce the terms \( d/\tilde{R} \mu \) or \( \tilde{R} d/\tilde{R} \mu \); this fact follows from the proof of Prop. 16.4. Like the term \( O\tau_{g}\chi \) in equation (2.57), \( d/\tilde{R} \mu \) and \( \tilde{R} d/\tilde{R} \mu \) are third-order derivatives of the eikonal function \( u \) and thus could cause derivative loss for the reasons explained just above. However, there is a serious discrepancy between \( O\tau_{g}\chi \) and the other two terms. As we describe in Sect. 2.10.2, there is a way to avoid the derivative loss corresponding to the term \( O\tau_{g}\chi \). In fact, the argument we provide can be extended to show that for all \( Z \in Z \), we can avoid the derivative loss corresponding to \( Z\tau_{g}\chi \). In contrast, we are not aware of any method that would allow us to avoid the derivative loss that would occur in the presence of \( d/\tilde{R} \mu \) or \( \tilde{R} d/\tilde{R} \mu \).

### 2.10.2. Top-order square integral estimates for the eikonal function.

As an example, we now explain how we overcome the derivative loss for the eikonal function quantity \( O\tau_{g}\chi \) in (2.57), which depends on third derivatives of \( u \). For illustration, we imagine that (2.57) is an equation for a top-order quantity. The main idea, which was first revealed in [50], is that by virtue of the wave equation \( \Box_{g(\Psi)} \Psi = 0 \), \( L\tau_{g}\chi \) has a remarkable structure. Specifically, up to lower-order derivative terms, \( L\tau_{g}\chi \) is equal to the curvature component \( -(g^{-1})^{AB} \mathcal{R}_{LALB} \), where \( \mathcal{R} \) is the Riemann curvature tensor of \( g \) (see Def. 11.1). The special structure revealed in [50] is: by using the wave equation for \( \Psi \), one can show that \( -(g^{-1})^{AB} \mathcal{R}_{LALB} \) can be written as perfect \( L \) derivative of the first derivatives of \( \Psi \) plus lower-order terms; see Cor. 11.4. Putting these \( L \) derivatives back on the left, we obtain a transport equation along the integral curves of \( L \) for a “modified” version of \( \tau_{g}\chi \) that does not lose derivatives relative to \( \Psi \) (see Cor. 11.7). Furthermore, this special structure essentially survives under commutations, and in total, we obtain an equation of the following schematic form (see Prop. 11.10 for the precise version):

\[
L \left\{ \mu O\tau_{g}\chi - O(G_{LL}\tilde{R}\Psi) + \cdots \right\} \sim \mu \partial^2 \Psi + \cdots.
\]  

(2.59)

Since the right-hand side of (2.59) depends on only two derivatives of \( \Psi \), it thus appears that we have solved the problem of losing derivatives. However, on
In the above estimates, present in the \( \cdots \), lies another difficult term, roughly of the form \( \mu \hat{\mathcal{O}} \cdot \hat{\chi} \), where \( \hat{\chi} \) is the trace-free part of \( \chi \) and \( \hat{\mathcal{O}} \) is the projection of the trace-free Lie derivative operator onto the \( S_{t,u} \) (see Def. 8.2). The difficulty is that like \( O \mathfrak{tr}_X \cdot \hat{\mathcal{O}} \hat{\chi} \) is (schematically) of the form \( \partial^3 u \) and hence, as we described above, has the potential to cause derivative loss. The saving grace is that, as was first shown in \([50]\), based in part on the ideas of \([19]\), one can derive an elliptic PDE on the spheres \( S_{t,u} \) of the form \( \mu \hat{\mathcal{O}} \chi = \cdots \), where \( \cdots \) denotes controllable source terms that do not create derivative loss. The elliptic estimates imply that \( \mu \nabla \chi \) can be suitably bounded in \( L^2 \) in terms of \( \mu \hat{\mathcal{O}} \chi \) (see Lemma \([18.9]\)), and from that estimate, one can easily recover the desired \( L^2 \) estimates for \( \mathcal{O}_0 \chi \).

**Remark 2.15 (More than one kind of modified quantity).** As we describe in more detail at the beginning of Chapter 11, in order to close our top-order energy estimates, we rely on more than one kind of modified quantity: fully modified quantities, and partially modified quantities. The fully modified quantities are the ones we described above and are analogs of the terms in braces in \([2.59]\). We use the partially modified for a different reason: to avoid the presence of top-order error integrals with damaging time growth.

**2.10.3. A hierarchy of square integral estimates.** Now that we have sketched how we avoid losing derivatives in both \( \Psi \) and \( u \), we now provide a quantitative overview of the \( L^2 \) estimates that we derive in our sharp classical lifespan theorem (see Theorem \([22.1]\) for the complete details). Our estimates involve the quantity

\[
\mu_\ast (t, u) := \min \{ 1, \min_{\Sigma_t^u} \mu \},
\]

which captures the “worst-case” behavior of \( \mu \) on the constant-time hypersurface subset \( \Sigma_t^u \). Much like in \([17]\), we derive the following hierarchy of \( L^2 \) estimates for \( \Psi \), where \( E[\cdot] \) and \( F[\cdot] \) are \( L^2 \)-controlling in the sense of \([2.48a]\) and \([2.48b]\), \( \hat{\epsilon} \) is the size of the data (which we assume to be small) as defined in \([2.7]\), \( u \in [0, U_0] \), and the estimates hold up to and including the first time that \( \mu_\ast (\cdot, u) \) vanishes\(^{33} \), which corresponds to the time of first shock formation in a strip of eikonal function width \( u \):

\[
\begin{align*}
E^{1/2}[\mathcal{X}^{24} \Psi](t, u) + F^{1/2}[\mathcal{X}^{24} \Psi](t, u) &\lesssim \hat{\epsilon} \ln A_t^4 (e + t) \mu_\ast^{-8.75}(t, u), \\
E^{1/2}[\mathcal{X}^{23} \Psi](t, u) + F^{1/2}[\mathcal{X}^{23} \Psi](t, u) &\lesssim \hat{\epsilon} \mu_\ast^{-7.75}(t, u), \\
&\ldots, \\
E^{1/2}[\mathcal{X}^{16} \Psi](t, u) + F^{1/2}[\mathcal{X}^{16} \Psi](t, u) &\lesssim \hat{\epsilon} \mu_\ast^{-7.5}(t, u), \\
E^{1/2}[\mathcal{X}^{15} \Psi](t, u) + F^{1/2}[\mathcal{X}^{15} \Psi](t, u) &\lesssim \hat{\epsilon}, \\
&\ldots, \\
E^{1/2}[\Psi](t, u) + F^{1/2}[\Psi](t, u) &\lesssim \hat{\epsilon}.
\end{align*}
\]

In the above estimates, \( A_t > 0 \) is a large constant, and \( \mathcal{X}^M \) denotes an arbitrary \( M^{th} \) order operator corresponding to differentiating \( M \) times with respect to vectorfields \( Z \) belonging to the commutation set \( \mathcal{X} \) from \([2.51]\). The exponent 8.75

\(^{33}\)Here and throughout, \( \nabla \) denotes the Levi-Civita connection corresponding to the metric \( g \) on \( S_{t,u} \).

\(^{34}\)Hence, the estimates hold for all time if no shock forms.
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in (2.61a) is connected to certain structural constants in the equations that we describe below, and its size is intimately tied to the number of derivatives we need to close our estimates. We also derive a similar hierarchy for the Morawetz multiplier quantities \( \tilde{E}, \tilde{F}, \) and \( \tilde{K} \) (see (2.52a)-(2.52b) and (2.54)) and for the norm \( \| \cdot \|_{L^2(\Sigma_u^t)} \) of quantities such as \( \mu, \, L^i, \) and \( \chi \) constructed out of the eikonal function \( u. \)

**Remark 2.16 (The number of derivatives needed).** We have used 25 derivatives to close our estimates partially out of convenience. We need many derivatives because of the degenerate top-order estimate (2.61a) and because our analysis allows us to gain only one power of \( \mu_\ast \) as we descend in our \( L^2 \) estimates. As we explain below, the gain of one power at each step seems to be a fundamental, unavoidable feature, as does the need to descend to a non-\( \mu^{-1}_\ast \)-degenerate level (such as (2.61d)). However, we expect that the total number of derivatives could be reduced with additional effort.

The proof of (2.61a)-(2.61e) differs in some crucially important ways from the familiar bootstrap-type argument for deriving \( L^2 \) estimates. One new feature, inherited from the framework of [17], is that even though \( \mu_\ast \) is a “0th order” quantity, we cannot control all features of its behavior with a standard bootstrap argument because we cannot generally say how it will behave at late times. Hence, we have to find a way to derive the estimates (2.61a)-(2.61e) independent of whether or not \( \mu_\ast \) goes to 0. As we describe in Sect. 2.10.5, some of this analysis is based on a posteriori estimates.

A second feature of crucial importance is that the lower-order estimates (2.61d)-(2.61e) do not degenerate at all, even if \( \mu_\ast \) goes to 0. That is, from the vantage point of the rescaled frame, the lower-order derivatives of \( \Psi \) remain regular all the way to the shock. Equivalently, relative to the geometric coordinates \((t, u, \vartheta^1, \vartheta^2)\), \( \Psi \) remains regular. The non-degenerate estimates (2.61d)-(2.61e) are especially important because they can be used to derive, through a Sobolev embedding result (see Cor. 18.11), improvements of the \( C^0 \) bootstrap assumptions (2.34a)-(2.34b). As we have noted, in practice, we use the \( C^0 \) bootstrap assumptions to show that the terms we have deemed “error terms” are in fact small.

### 2.10.4. Top-order square integral estimates.

We now explain how we derive the top-order estimate (2.61a) and in particular why the top-order quantities can blow up like a power of \( 1/\mu_\ast \). We consider the commuted wave equation (2.57) and, for the sake of illustration, we imagine that

\[
\mu \Box g(\Psi) = (\tilde{R}\Psi)O\tr g/\chi + \cdots
\]

is the top-order wave equation. We now sketch a proof of why the difficult term \((\tilde{R}\Psi)O\tr g/\chi\) leads to the degenerate energy estimate (2.61a). To proceed, we apply the divergence theorem identity (2.50) with \( O\Psi \) in place of \( \Psi \) and retain only the difficult error integral generated by the term \((\tilde{R}\Psi)O\tr g/\chi \) (which comes from the first integral on the right-hand side of (2.50)). Furthermore, we split \( \TO\Psi = 2\tilde{R}O\Psi + (1 + 2\mu)LO\Psi \) (see (2.47a)) and retain only the most difficult piece \( 2\tilde{R}O\Psi \) involving transversal derivatives of \( \Psi \). In total, we arrive at the following integral inequality (recall that \( \hat{c} \) is the size of the data (2.7)):

\[
(2.62) \quad E[O\Psi](t, u) + F[O\Psi](t, u) \leq C\hat{c}^2 - \int_{M_{t,u}} (2\tilde{R}\Psi)(O\tr g/\chi)\tilde{R}O\Psi \, d\varpi + \cdots.
\]

As we explained in Sect. 2.10.2, in order to avoid losing derivatives in (2.62), we have to replace the \( O\tr g/\chi \) term with a modified quantity, that is, the term in
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braces on the left-hand side of (2.59). This replacement results in the appearance of a factor of $1/\mu$ into the $M_{t,u}$ integral; as we describe below, this factor is of fundamental importance. We then have to estimate the error integrals corresponding to both the modified quantity and the difference between it and $O_{tr}/\chi$. The analysis of the error integral generated by the modified quantity is extremely technical (see the proof of Lemma 20.25); it is arguably the most difficult analysis in the monograph. Thus, in order to avoid hijacking the discussion, we focus only on the discrepancy error integral, which is also difficult and is sufficient to illustrate the main ideas behind our derivation of (2.61a). The discrepancy is equal to $1/\mu$ multiplied by the $\Psi^{-}$ dependent quantities in braces on the left-hand side of (2.59).

If we were to simply substitute the dispersive bound (2.34b) for $|\hat{R}\Psi|$ into (2.63), then the resulting inequality would lead, by a difficult Gronwall argument (based on an inequality in the spirit of (2.75) below), to the a priori estimate $E^{1/2}[O\Psi](t,u) + F^{1/2}[O\Psi](t,u) \lesssim \tilde{e} \mu^{-c \ln(e+c+t)}$, which is inadequate for closing our estimates due to the growing exponent. In particular, this line of reasoning would not allow us derive the a priori estimate (2.61a). To circumvent this difficulty, we adopt Christodoulou’s strategy and use equation (2.39a) to replace $G_{LL}\hat{R}\Psi$ with $2L\mu$ plus some additional error integrals that are relatively easy to control because their integrands are decaying sufficiently fast in time and because they do not involve a singular factor of $1/\mu$ (thanks to the factor of $\mu$ multiplying the second term on the right-hand side of (2.39a)). Then, using the coerciveness estimate (2.48a), we see that (2.63) implies

$$E[O\Psi](t,u) + F[O\Psi](t,u) \leq C\tilde{e}^2 + 2 \int_{M_{t,u}} \frac{1}{\mu} G_{LL}(\hat{R}\Psi)(\hat{R}\Psi) d\omega + \cdots $$

We now highlight two crucially important features of the estimate (2.64): i) the factor 4 is a universal “structural constant” that does not depend on how many times we commute the equations and ii) the “Gronwall factor” $\sup_{t' = 0}^{t} \frac{L\mu}{\mu}$ on the right-hand side of (2.64) has a special structure that allows us to close our estimates. To see the first hint of the structure, we imagine that $\mu$ depends only on $t$ and that $\mu$ is small and decreasing to 0 along the integral curves of $L = \frac{\partial}{\partial t}$, that is, that $L\mu < 0$. Then $\frac{1}{\mu} |L\mu| = \frac{\partial}{\partial t} \ln \frac{1}{\mu}$. Hence, applying Gronwall’s inequality to
and ignoring the terms \(\cdots\), we would deduce that

\[(2.65) \quad \mathbb{E}[O\Psi](t, u) + \mathbb{F}[O\Psi](t, u) \lesssim \varepsilon^2 \mu^{-4}(t).\]

Roughly, this drastically simplified argument captures the main reason that the top-order estimate (2.61a) is degenerate. The reason that the power of \(1/\mu\) in (2.61a) is larger than the power suggested by inequality (2.65) is that we have ignored the presence of some additional difficult error integrals that arise in the analysis of (2.64) and also in the analysis of the Morawetz energy-cone flux quantities \(\tilde{E}\) and \(\tilde{F}\). We also see why it is important that the structural constant 4 does not change as we repeatedly commute the equations; if the constant rapidly grew, then the power of \(1/\mu\) on the right-hand side of the \(L^2\) estimates (2.61a)-(2.61b) etc. would also grow, and we would have no reason to expect that we could eventually descend to a non-degenerate level (2.61d) and close the whole process.

### 2.10.5. The behavior of the critical Gronwall factor.

It is not easy to rigorously derive an estimate in the spirit of (2.65) from inequality (2.64). Because the estimate is at the heart of our sharp classical lifespan theorem (Theorem 22.1), we now provide some additional details. As we will see, the most serious complication is that \(\mu(t, u, \theta)\) is highly \((u, \theta)\)-dependent, even though it is approximately monotonic at fixed \((u, \theta)\). In particular, \(\mu\) can either logarithmically grow or shrink in \(t\) depending on \((u, \theta)\). Consequently, as we explain below, in order to derive suitable estimates for \(\mu\) that account for its full spectrum of possible behaviors, we must complement our a priori estimates with \textit{a posteriori} estimates.

The key ingredient driving the approximate monotonicity of \(\mu\) is its smaller-than-expected weighted acceleration along the integral curves of \(L\). More precisely, we have the following better-than-expected estimate:

\[(2.66) \quad |L(gL\mu)| \lesssim \varepsilon \frac{\ln(e + t)}{(1 + t)^2},\]

where the right-hand side is integrable in \(t\). By “better-than-expected,” we mean that a naive approach based only on the dispersive-type bootstrap assumptions (2.34) would lead to the non-integrable rate \((1 + t)^{-1}\) on the right-hand side of (2.66), which is not sufficient for deriving any of our main results. The reason that we can derive the estimate (2.66) is that the only potentially slowly decaying term on the right-hand side of the equation \(L(gL\mu) = \cdots\) (see equation (2.39a)) is \(G_{LL} L(g\hat{R}\Psi)\), and furthermore, for solutions to \(\square g(\Psi)\Psi = 0\), \(L(g\hat{R}\Psi)\) decays at an integrable-in-time rate (see Lemma 12.58). This fact is familiar from the case of the linear wave equation in three spatial dimensions, whose solutions \(\Psi\) verify \(|L(\text{Flat})(rR_{\text{Flat}})\Psi| \lesssim (1 + t)^{-2}\) (see (2.19) for definitions of \(L(\text{Flat})\) and \(R(\text{Flat})\)). By twice integrating (2.66) along the integral curves of \(L\) from the initial data hypersurface to a late time \(t\) and using \(\mu(0, \cdot) \sim 1\), we see that for times \(0 \leq s \leq t\), \(L\mu\) and \(\mu\) can be heuristically modeled by

\[(2.67a) \quad L\mu(s, u, \theta) \sim -\delta_{t, u, \theta} \frac{1}{g(s, u)};\]

\[(2.67b) \quad \mu(s, u, \theta) \sim 1 - \delta_{t, u, \theta} \ln\left(\frac{g(s, u)}{g(0, u)}\right),\]

\(^{35}\)Throughout Chapter 2 we often write “\(A \sim B\)” to imprecisely indicate that \(A\) is well-approximated by \(B\).
where $\delta_{t,u,\vartheta} := -[\rho L\mu](t,u,\vartheta)$. We stress that the estimates (2.67a)-(2.67b) are not purely a priori in nature; they involve the quantity $\delta_{t,u,\vartheta}$, which is a posteriori in nature. For the sake of illustration, we imagine that $\delta_{t,u,\vartheta} \geq 0$ for all $t,u,\vartheta$ and set $\delta_t := \sup_{(w',\vartheta') \in [0,u] \times \Sigma^2} \delta_{t,w',\vartheta'}$. This corresponds to a scenario in which $\mu$ is shrinking along all integral curves of $L$ at a curve-dependent rate. We then find that the difficult factor on the right-hand side of (2.64) can be bounded as follows:

$$
\int_t^s \sup_{\Sigma^2_{t'} \ni t'} \left| \frac{L_{t'u}}{\mu} \right| \, dt' \leq \int_t^s \frac{\delta_t}{\varrho(s,u)} \left\{ 1 - \delta_t \ln \left( \frac{\varrho(s,u)}{\varrho(0,u)} \right) \right\} \, ds
$$

$$
= \ln \left\{ 1 - \delta_t \ln \left( \frac{\varrho(t,u)}{\varrho(0,u)} \right) \right\} \sim \ln \mu_*^{-1}(t,u).
$$

We stress that the important feature that allows us to arrive at the right-hand side of (2.68) is that the same constant $\delta_t$ appears in both the numerator and denominator in the $ds$ integral. Clearly, the bound (2.68), when combined with inequality (2.64), and Gronwall’s inequality, leads to the desired estimate $\mathcal{E}[O\Psi](t,u) + \mathcal{F}[O\Psi](t,u) \lesssim \epsilon \mu_*^{-1}(t,u)$. In summary, the only feature of (2.61a) not captured by our heuristic analysis is the growth factor $\ln A_*^1(\epsilon + t)$. The factor $\ln A_*^1(\epsilon + t)$, which is not very important and in any case is present only in the top-order estimates, appears because along some integral curves of $L$, $\mu$ can grow and the ratio $\frac{L_{t'u}}{\mu}$ can decay at the slow rate $\{(1 + t) \ln(\epsilon + t)\}^{-1}$ (see inequality (13.26)).

2.10.6. The descent scheme for the below-top-order square integral estimates. If we used the strategy of Sect. 2.10.4 to estimate $\mathcal{E}\{\cdot\}$ and $\mathcal{F}\{\cdot\}$ at all derivative levels, then all of our $L^2$ estimates would experience the same degeneracy with respect to powers of $1/\mu_*$ as the top-order estimate (2.61a). If this were the best we could do, then there would be no hope of improving the bootstrap assumptions (2.34) through Sobolev embedding, and our proof would fall apart. Hence, it is extremely important that the below-top-order $L^2$ estimates (2.61b)- (2.61c) become less degenerate in powers of $1/\mu_*$ as we descend. The main idea behind deriving the improved estimates is that at the lower levels, we can avoid using modified quantities and simply allow the loss of one derivative. We then need to make sure that this procedure somehow results in a gain of a power of $\mu_*$. The reasons that we can in fact gain are i) we have sharp information about how $\mu_*$ behaves (in the difficult case where $\mu$ is shrinking, we roughly have the caricature estimate (2.67b)) and ii) by avoiding the use of modified quantities, we see a large gain in the powers of $t$ available in the dangerous error integrand on the right-hand side of (2.62).

To illustrate the descent scheme, let us imagine that the third-order derivatives of $\Psi$ are top-order and that we are trying to deduce improved $L^2$ estimates for the second-order derivatives of $\Psi$, that is, estimates that are less degenerate with respect to powers of $\mu_*^{-1}(t,u)$. For simplicity, we imagine that we have proved the following top-order $L^2$ estimates for the third-order derivatives, which are consistent with (2.61a) up to the unimportant factor $\ln A_*^1(\epsilon + t)$:

$$
\mathcal{E}^{1/2}[\partial^2 \Psi](t,u) + \mathcal{F}^{1/2}[\partial^2 \Psi](t,u) \lesssim \epsilon \mu_*^{-1}(t,u),
$$

$$
\mathcal{E}^{1/2}[\partial^2 \Psi](t,u) + \mathcal{F}^{1/2}[\partial^2 \Psi](t,u) \lesssim \epsilon \mu_*^{-1}(t,u),
$$

(2.69)
where \( B > 1 \). We now sketch a proof of how to use (2.69)-(2.70) to derive estimates for the just-below-top-order quantities \( E_1/2[O\Psi](t,u) + F_1/2[O\Psi](t,u) \) that are similar to (2.69) but with the exponent \( B \) reduced by one, as in (2.61b).

To derive the desired estimate, we estimate the error integral

\[
- \int_{\mathcal{M}_{t,u}} (2 \bar{R}\Psi)(O\text{tr}_g\chi) \bar{R}O\Psi \, d\varpi
\]

on the right-hand side of (2.62) in a different way, one which involves a loss of one derivative (which is permissible below top order). To proceed, we commute (2.58) with \( \varrho \) to derive the equation

\[
L(\varrho^2O\text{tr}_g\chi) = \frac{1}{2} \varrho^2G_{LL}\Delta O\Psi + \cdots,
\]

(2.71)

use the following property (see (12.47c)) of our rotation vectorfields (familiar from the case of Minkowski spacetime):

\[
\varrho^2|\Delta \Psi| \lesssim (1 + t) \sum_{i=1}^{3} |dO(t_i)\Psi|,
\]

(2.72)

and use the coerciveness property (2.52a) to deduce the schematic inequality

\[
\|L(\varrho^2O\text{tr}_g\chi)\|_{L^2(\Sigma^t)} \lesssim (1 + t) \|dO\Psi\|_{L^2(\Sigma^t)} + \cdots \lesssim \mu_*^{-1/2}(t,u)E^{1/2}[O\Psi](t,u) + \cdots \\
\lesssim \hat{\epsilon}\mu_*^{-B-1/2}(t,u) + \cdots.
\]

(2.73)

Note that we have generated an additional factor \( \mu_*^{-1/2} \) on the right-hand side of (2.73) because of the factor \( \sqrt{\mu} \) in the second term on the right-hand side of (2.52a). It is not too difficult (see Lemma 12.57) to integrate (2.73) in time (recall that \( L = \frac{\partial}{\partial t} \)) and to account for the size of the \( S_{t,u} \) area form \( dv_g \sim \varrho^2 \, d\vartheta \) to deduce that

\[
\|\varrho^2O\text{tr}_g\chi\|_{L^2(\Sigma^t)} \lesssim \hat{\epsilon}(1 + t) \int_{t'=0}^{t} \frac{1}{(1 + t')\mu_*^{B+1/2}(t',u)} \, dt' + \cdots.
\]

(2.74)

The important point concerning the time integral in (2.74) is that we can prove the following estimate, which allows us to gain a power of \( \mu_* \) by integrating in time, at the expense of introducing a factor \( \ln(e + t) \), which is harmless below top order because of the good weight \( \varrho^2 \) available on the left-hand side of (2.74):

\[
\int_{t'=0}^{t} \frac{1}{(1 + t')\mu_*^{B+1/2}(t',u)} \, dt' \lesssim \ln(e + t)\mu_*^{1/2-B}(t,u).
\]

(2.75)

The estimate (2.75) can be proved by using arguments similar to but much simpler than the ones we used in sketching the proof of (2.68); see inequality (13.147) and its proof. Inserting (2.75) into (2.74) and using \( \varrho \approx 1 + t \) in the region of interest, we find that

\[
\|O\text{tr}_g\chi\|_{L^2(\Sigma^t)} \lesssim \hat{\epsilon} \frac{\ln(e + t)}{1 + t}\mu_*^{1/2-B}(t,u) + \cdots.
\]

(2.76)

36Recall that \( \varrho \approx 1 + t \) in the region of interest.

37The point of including the factor \( \varrho^2 \) is that \( \varrho^2O\text{tr}_g\chi \) verifies a good equation because \( \varrho^2 \) leads to the cancellation of a linear term; see the proof of Lemma 12.45.
We now insert the estimate (2.76) into the error integral on the right-hand side of (2.62) and use Cauchy-Schwarz, the bootstrap assumption (2.34b), and the coerciveness estimate (2.48a) to deduce
\[
\left| \int_{\mathcal{M}_{t,u}} 2(\tilde{R}\Psi)(\text{Otr}_{g}X)\tilde{R}\Psi \, d\varpi \right| \lesssim \hat{\epsilon}^2 \int_{t'=0}^{t} \frac{\ln(e + t')}{(1 + t')^{2\mu_* - 1/2}(t', u)} \mathbb{E}^{1/2}[\mathbb{O}\Psi](t', u) \, dt' + \cdots.
\]
(2.77)

Hence, from (2.62) and (2.77), we have
\[
\sup_{s \in [0, t]} \{ \mathbb{E}[\mathbb{O}\Psi](s, u) + \mathbb{F}[\mathbb{O}\Psi](s, u) \} \leq C\hat{\epsilon}^2 + \sup_{s \in [0, t]} \mathbb{E}^{1/2}[\mathbb{O}\Psi](s, u) \hat{\epsilon}^2 \int_{t'=0}^{t} \frac{\ln(e + t')}{(1 + t')^{2\mu_* - 1/2}(t', u)} \, dt' + \cdots.
\]
(2.78)

We now use inequality (2.78) and an argument similar to the one used to deduce (2.75) in order to gain a power of \( \mu_* \) through time integration, but this time taking advantage of the additional decay available in the integrand of (2.78); the decay allows us to avoid the \( \ln(e + t') \) factor in (2.75) (see (13.146) for the precise estimate). We thus conclude the desired reduction in the power of \( 1/\mu_* \):
\[
\mathbb{E}^{1/2}[\mathbb{O}\Psi](t, u) + \mathbb{E}^{1/2}[\mathbb{O}\Psi](t, u) \lesssim \hat{\epsilon} \mu_*^{3/2 - B}(t, u) + \cdots.
\]
(2.79)

We remark that the estimate (2.79) is slightly misleading in the sense that it suggests that we can gain \( \mu_*^{3/2} \) at each stage in the descent. In reality, there are additional error integrals on the right-hand side of (2.62) that only allow us to gain a single power of \( \mu_* \), and hence we have the hierarchy (2.61a)-(2.61e).

We now compare our work with that of Alinhac and Christodoulou.

2.11. Comparison with related work

2.11.1. Alinhac’s shock-formation results. Alinhac obtained some important results that significantly advanced our understanding of singularity formation in solutions to wave equations. Specifically, he was the first to understand the nature of the first singularity in small-data solutions to a class of quasilinear wave equations [2,4,6]. As we describe below, he proved finite-time shock formation when the data are small, compactly supported, and verify some non-degeneracy conditions that generically hold\(^{38}\). He studied equations in both two and three spatial dimensions, but we discuss here only the case of three spatial dimensions, which, despite the title, is addressed in [2]. We now briefly summarize Alinhac’s

\(^{38}\)For equations that are invariant under Euclidean rotations, some small data containing a spherically symmetric angular sector do not verify Alinhac’s non-degeneracy assumptions.
results. His work applied to equation (2.9) under the assumptions (2.10) - (2.11).
That is, he studied the Cauchy problem
\[
(2.80a) \quad (h^{-1})^{\alpha\beta}(\partial\Phi)\partial_\alpha\partial_\beta\Phi = 0,
\]
\[
(2.80b) \quad (\Phi_{t=0}, \partial_t\Phi_{t=0}) = (\hat{\Phi}, \hat{\Phi}_0).
\]
More precisely, he studied solutions corresponding to a one-parameter family of compactly supported data of the form \((\lambda\Phi, \hat{\lambda}\Phi_0)\), where \(\lambda \in (0, 1)\) was chosen to be sufficiently small (and the amount of smallness needed depends on \(\hat{\lambda}\)). The correct analog of the future null condition failure factor (2.22) for equation (2.80a) is
\[
(2.81) \quad (+)N := m_{\lambda\mu}H_{\mu\nu}^\lambda(\partial\Phi = 0) L_{(Flat)}^\mu L_{(Flat)}^{\alpha\beta},
\]
where \(m_{\mu\nu}\) is the Minkowski metric and relative to rectangular coordinates, we have
\[
(2.82) \quad H_{\mu\nu}^\lambda(\partial\Phi) := \frac{\partial}{\partial(\partial_\alpha\Phi)} h^{(Small)}_{\mu\nu}(\partial\Phi).
\]
In particular, when \((+)N = 0\), Klainerman’s (classic) null condition \([45]\) is verified and his work \([47]\) (and Christodoulou’s work \([15]\) yields small-data global existence. As in the case of (2.22), the quantity \((+)N\) defined in (2.81) can be viewed as a function depending only on \(\theta = (\theta^1, \theta^2)\), where \(\theta^1\) and \(\theta^2\) are local angular coordinates corresponding to spherical coordinates on Minkowski spacetime.

Alinhac’s results partially confirmed a conjecture of John, where by “partially,” we mean that his proof used, in an essential fashion, his aforementioned non-degeneracy assumptions on the data. To further explain these assertions, we first state the definition of the Radon transform of a function \(f\) on \(\mathbb{R}^3\). Given any such \(f\) and points \(q \in \mathbb{R}, \theta \in \mathbb{S}^2 \subset \mathbb{R}^3\), we define
\[
(2.83) \quad \mathcal{R}[f](q, \theta) := \int_{P_{q,\theta}} f(y) \, d\sigma_{q,\theta}(y),
\]
where \(P_{q,\theta} := \{ y \in \mathbb{R}^3 \mid e(\theta, y) = q \}\), \(d\sigma_{q,\theta}(y)\) denotes the area form induced on the two-dimensional plane \(P_{q,\theta}\) by the Euclidean metric \(e\) on \(\mathbb{R}^3\), and \(e(\theta, y)\) is the Euclidean inner product of \(\theta\) and \(y\) (where both are viewed as vectors in \(\mathbb{R}^3\), the former being unit length). Alinhac’s condition for shock formation involves the following function of \((q, \theta)\), which also depends on the data \((\hat{\Phi}, \hat{\Phi}_0)\):
\[
(2.84) \quad F[\hat{\Phi}, \hat{\Phi}_0](q, \theta) := -\frac{1}{4\pi} \frac{\partial}{\partial q} \mathcal{R}[\hat{\Phi}](q, \theta) + \frac{1}{4\pi} \mathcal{R}[\hat{\Phi}_0](q, \theta).
\]
The function \(F[\hat{\Phi}, \hat{\Phi}_0]\) is Friedlander’s radiation field for the solution to the linear wave equation \(\Box_m \Phi = 0\) corresponding to the data \((\hat{\Phi}, \hat{\Phi}_0)\). That is, the \(r\)-weighted linear solution \(r\Phi_{(\text{Linear})}\), relative to spherical coordinates \((t, r, \theta)\) on Minkowski spacetime, is asymptotic to \(F[\hat{\Phi}, \hat{\Phi}_0](q = r - t, \theta)\) as \(t \to \infty\) in regions with \(|r - t|\) uniformly bounded. The relevance of \(F\) for the problem of shock formation lies in the fact that \(F[\hat{\Phi}, \hat{\Phi}_0](q = r - t, \theta)\) provides a good approximation to the non-linear solution at time \(\tilde{\epsilon}^{-1}\) (where \(\tilde{\epsilon}\) is the small size of the data), long before any singularity has formed. Roughly speaking, at time \(\tilde{\epsilon}^{-1}\), for a class of small-data solutions that form shocks, the dangerous term that eventually causes the shock

\[39\]Following the conventions of \([17]\), we denote the dynamic metric by \(h = h(\partial\Phi)\) in this section and the next one.
formation has acquired the “shock-driving” sign, at least along some integral curves of the outgoing null vectorfield $L$. It takes a certain amount of time to see the sign of the dangerous term because one must wait for certain $C_n$—tangent derivatives to sufficiently decay before its sign becomes visible; see Sect. 2.11.3 for additional discussion. Hence, for a class of small-data solutions, whether or not shock formation occurs can be detected from the state of the dangerous term relatively early in the evolution, at time $\hat{\epsilon}^{-1}$. Furthermore, the state of the dangerous term at time $\hat{\epsilon}^{-1}$ can in turn be determined from the data with the help of $f [\Phi, \Phi_0] (q = r - t, \theta)$.

A connection between $F$ and the lifespan of the solution to the nonlinear equation (2.80a) was first observed by John [39] and Hörmander [29]. In these works, they proved that for initial data of the form $(\lambda \Phi, \lambda \Phi_0)$ with $\lambda > 0$, the classical lifespan $T_{(\text{Lifespan})} ; \lambda$ of the solution to equation (2.80a) verifies

$$
(2.85) \quad \lim inf_{\lambda \downarrow 0} \lambda \ln T_{(\text{Lifespan})} ; \lambda \geq \frac{1}{\sup_{(q, \theta) \in \mathbb{R} \times S^2} 1^{(+)N}(\theta) \frac{\partial^2}{\partial q^2} |F [\Phi, \Phi_0]| (q, \theta)},
$$

where $(+)N$ is defined in (2.84). John conjectured that inequality (2.85) is sharp and that in the limit $\lambda \downarrow 0$, the lower bound also serves as an upper bound. He made significant progress towards proving his conjecture [40, 41] by showing that near the expected blow-up time, the second rectangular derivatives of the solution start to grow.

We now motivate John’s conjecture and the result (2.85). We denote the solution to (2.80a) corresponding to the rescaled data $(\lambda \Phi, \lambda \Phi_0)$ by $\Phi_\lambda$. We first note that an important aspect of the works [39] and [29] is that they show that the dispersive decay rates corresponding to the linear wave equation (see Sect. 1.2.3) are verified by small-data solutions to the nonlinear equation (2.80a) until very close to the conjectured singularity time. Their proof was based on Klainerman’s Minkowskian vectorfield method, the Minkowskian eikonal function $r - t$, and $F$, whose role we further explain below. Hence, one can obtain a good approximation to equation (2.80a), valid until near the conjectured first singularity time, by expanding it relative to the Minkowskian frame (2.19) and keeping only the quadratic term that fails the (classic) null condition (see the discussion in Sects. 1.2.4 and 2.4) and the related linear term that drives its evolution along the integral curves of $L_{(\text{Flat})} = \partial_t + \partial_r$. Also using the approximation $r \sim 1$ we find that a suitable approximate equation is as follows (where we recall that $R_{(\text{Flat})} := -\partial_r$):

$$
(2.86) \quad L_{(\text{Flat})} (r R_{(\text{Flat})} \Phi_\lambda) - \frac{1}{2} \frac{1}{r} (+)N(r R_{(\text{Flat})} \Phi_\lambda) R_{(\text{Flat})} (r R_{(\text{Flat})} \Phi_\lambda) = 0.
$$

The approximation $r \sim 1$ used in motivating (2.86) is accurate at large times in the Minkowskian wave zone $|r - t| \approx 1$, which, in the case of compactly supported data, is the region where one expects the first singularity to form. Note also that in obtaining (2.86), we have discarded Euclidean angular derivatives (which, as we described in Sect. 1.2.3) decay quickly, at least until near the shock). Equation (2.86) is a Burgers-type equation in the unknown $r R_{(\text{Flat})} \Phi_\lambda$ whose first inward radial derivative $R_{(\text{Flat})} (r R_{(\text{Flat})} \Phi_\lambda)$ can blow up along the integral curves of $L_{(\text{Flat})}$.
account the influence of some of the linear terms in equation (2.80a), such as the
Euclidean angular derivatives, which can be influential in the early phase of the
dynamics. As we explain in more in more detail in Sect. 2.11.3, this early phase lasts
roughly until time $\lambda^{-1}$ (note that $\lambda$ can roughly be viewed as the size of the data).
Moreover, the “data” induced at time $\lambda^{-1}$ by the approximately linear evolution
is effectively determined, up to small errors, by $\mathcal{W}$ as follows relative to spherical
coordinates $(t,r,\theta)$ on Minkowski spacetime:

\begin{equation}
(2.87a) \quad r R_{(\text{Flat})} \Phi_{\lambda}(\lambda^{-1},r,\theta) \sim -\lambda^{(+)} \mathcal{W}(\theta) \frac{\partial}{\partial q} \mid_{q \rightarrow \mathcal{W}} (\hat{\Phi}, \hat{\Phi}_0) (r - \lambda^{-1}, \theta).
\end{equation}

Similarly,

\begin{equation}
(2.87b) \quad R_{(\text{Flat})} (r R_{(\text{Flat})} \Phi_{\lambda})(\lambda^{-1},r,\theta) \sim \lambda^{(+)} \mathcal{W}(\theta) \frac{\partial^2}{\partial q^2} \mid_{q \rightarrow \mathcal{W}} (\hat{\Phi}, \hat{\Phi}_0) (r - \lambda^{-1}, \theta).
\end{equation}

By modifying our first (crude) proof of blow-up for solutions to Burgers’ equation
(given just below equation (1.5a)), we compute that the solution to the model equa-
tion (2.86) corresponding to the data (2.87a)-(2.87b) is such that

\begin{equation}
R_{(\text{Flat})} (r R_{(\text{Flat})} \Phi_{\lambda}) (\lambda^{-1},r,\theta)
\end{equation}

blows up along the integral curve of $L_{(\text{Flat})}$ emanating from the point with Minkowskian
spherical coordinates $(\lambda^{-1}, r, \theta)$ near the time $\sim \exp \left\{ \frac{2}{\lambda^{(+)} \mathcal{W}(\theta) \frac{\partial^2}{\partial q^2} \mid_{q \rightarrow \mathcal{W}} (\hat{\Phi}, \hat{\Phi}_0) (r - \lambda^{-1}, \theta)} \right\}$

whenever the argument of exp is positive. Hence, the lifespan of the solution to equation (2.86)
corresponding to the data (2.87a)-(2.87b) is well-approximated by the time corresponding to solving for $T_{(\text{Lifespan})}$ in inequality (2.85).

It is easy to see that for compactly supported data, the denominator on the
right-hand of (2.85) is $\geq 0$. It is natural to wonder whether or not there exist any
nontrivial compactly supported data such that the denominator on the right-hand
side of (2.85) is equal to 0. The results of John \[39\] and Hörmander \[29\] suggest
that such data would lead to a global solution (since in this case, the right-hand side
of (2.85) would be infinite). However, John showed \[39\] pg. 98\] that when $\lambda^{(+)} \mathcal{W} \neq 0$,
there are no such data. We state his important observation as a proposition and
sketch its simple proof.

**Proposition 2.17 (Only trivial data cause the right-hand side of (2.85) to vanish).** Let $\hat{\Phi}, \hat{\Phi}_0 \in C_c^\infty(\mathbb{R}^3)$. Assume that $\lambda^{(+)} \mathcal{W} \neq 0$ and that

\begin{equation}
(2.88) \quad \sup_{(q,\theta) \in \mathbb{R} \times S^2} \lambda^{(+)} \mathcal{W}(\theta) \frac{\partial^2}{\partial q^2} \mid_{q \rightarrow \mathcal{W}} (\hat{\Phi}, \hat{\Phi}_0) (q, \theta) = 0.
\end{equation}

Then $(\hat{\Phi}, \hat{\Phi}_0) = (0,0)$.

**Sketch of proof.** We will deduce from the assumptions of the proposition
that $F [(\hat{\Phi}, \hat{\Phi}_0)] \equiv 0$. Then using the fact that $R_{(\text{Flat})} [ (q, \theta)] = R_{(\text{Flat})} [ (-q, -\theta)]$ and the two
identities

\begin{equation}
F [(\hat{\Phi}, \hat{\Phi}_0)] (q, \theta) \pm F [(\hat{\Phi}, \hat{\Phi}_0)] (-q, -\theta) = 0,
\end{equation}

where $-\theta$ denotes the polar opposite of $\theta$ on $S^2$, it is straightforward to see from
(2.84) that $\hat{\Phi}$ and $\hat{\Phi}_0$ have vanishing Radon transforms. The proposition then
follows from the fact that a compactly supported function with a vanishing Radon
transform must completely vanish (see, for example, \[27\] Corollary 2.8).
To show that $f\left[\dot{\Phi}, \ddot{\Phi}_0\right] \equiv 0$, we partition $S^2$ into an open set $O$ and a closed set $C$ as follows:

\begin{equation}
S^2 = O \cup C,
\end{equation}

\begin{equation}
O := \{\theta \in S^2 \mid (+)\mathcal{N}(\theta) \neq 0\}, \quad C := \{\theta \in S^2 \mid (+)\mathcal{N}(\theta) = 0\}.
\end{equation}

For any fixed $\theta \in O$, we deduce from (2.88) that $\frac{\partial^2}{\partial q^2}|\alpha(f[\dot{\Phi}, \ddot{\Phi}_0])(q, \theta)$ is either non-positive or non-negative for $q \in \mathbb{R}$. Since $f[\dot{\Phi}, \ddot{\Phi}_0](q, \theta)$ vanishes for large $|q|$ (this fact is essentially the sharp version of Huygens’ principle), it is straightforward to see that $f[\dot{\Phi}, \ddot{\Phi}_0](q, \theta) = 0$ for $q \in \mathbb{R}$. We next note that since $(+)\mathcal{N}$ is a nontrivial analytic function on $S^2$, $C$ must have an empty interior and thus $C = \partial C$. Hence, given any $\theta \in C$, we conclude from continuity and the property $f[\dot{\Phi}, \ddot{\Phi}_0]|_{\mathbb{R} \times O} \equiv 0$ that $f[\dot{\Phi}, \ddot{\Phi}_0](q, \theta) = 0$ for $q \in \mathbb{R}$. We have thus shown that $f[\dot{\Phi}, \ddot{\Phi}_0] \equiv 0$ as desired.

We now summarize the main features of Alinhac’s results as Theorem 2.18.

The results stated in the theorem are a partial summary of Theorems 2 and 3 of [2][2]

in the case of three spatial dimensions. We stress that his main contribution was confirming that John’s conjecture holds for a large set of data verifying uniqueness and non-degeneracy conditions; see just below equation (2.91).

**Theorem 2.18 (Alinhac).** Let $(\lambda \dot{\Phi}, \lambda \ddot{\Phi}_0) \in C^\infty(\mathbb{R}^3) \times C^\infty(\mathbb{R}^3)$ be a one-parameter family of compactly supported data for the quasilinear wave equation (2.80a) under the assumptions (2.10)–(2.11). Let $\Phi_\lambda$ denote the corresponding solution. Assume that the (data-dependent) function

\begin{equation}
\frac{1}{2}(+)\mathcal{N}(\theta) \frac{\partial^2}{\partial q^2}|\alpha(f[\dot{\Phi}, \ddot{\Phi}_0])(q, \theta)
\end{equation}

has a unique, strictly positive, non-degenerate maximum at $(q_*, \theta_*)$, where the future null condition failure factor $(+)\mathcal{N}$ is defined in (2.81). If $\lambda$ is sufficiently small and positive (where the amount of smallness needed depends on $(\dot{\Phi}, \ddot{\Phi}_0)$), then we have the following conclusions.

**Sharp classical lifespan result.** The classical lifespan $T_{(\text{Lifespan})\lambda}$ of $\Phi_\lambda$ is finite and verifies

\begin{equation}
\lim_{\lambda \downarrow 0} \lambda \ln T_{(\text{Lifespan})\lambda} = \frac{1}{2}(+)\mathcal{N}(\theta_*) \frac{\partial^2}{\partial q^2}|\alpha(f[\dot{\Phi}, \ddot{\Phi}_0])(q_*, \theta_*)\bigg|.
\end{equation}

**Sharp description near the unique first blow-up point.** Along the constant-time hypersurface $\Sigma_{T_{(\text{Lifespan})\lambda}}$ of first shock formation, there is a unique point $p(\text{Blow-up})\lambda$ where the solution blows up. In addition, with $C = C([\dot{\Phi}, \ddot{\Phi}_0])$, $\Phi_\lambda$ and its first rectangular derivatives verify the following pointwise bound for $0 \leq t \leq T_{(\text{Lifespan})\lambda}$:

\begin{equation}
|\Phi_\lambda| + \sum_{\alpha=0}^{3} |\partial_{\alpha} \Phi_\lambda| \leq C\lambda \frac{1}{1+t}.
\end{equation}

In particular, $\Phi_\lambda$ and its first rectangular derivatives remain finite along $\Sigma_{T_{(\text{Lifespan})\lambda}}$. Moreover, in the complement of a small neighborhood of $p(\text{Blow-up})\lambda$ intersected with $0 \leq t \leq T_{(\text{Lifespan})\lambda}$, the second-order rectangular derivatives of $\Phi_\lambda$ are
bounded in magnitude by $\leq$ the right-hand side of (2.93). In contrast, the following blow-up behavior occurs for $t$ close to and $\leq T_{(Lifespan);\lambda}$:

$$C^{-1} \left\{ t \ln \left( \frac{T_{(Lifespan);\lambda}}{t} \right) \right\}^{-1} \leq \sum_{\alpha,\beta=0}^{3} \| \partial_\alpha \partial_\beta \Phi_\lambda \|_{C^0(\Sigma_t)}$$

$$\leq C \left\{ t \ln \left( \frac{T_{(Lifespan);\lambda}}{t} \right) \right\}^{-1}.$$  

Furthermore, in some neighborhood of $p_{(Blow-up);\lambda}$ intersected with $\{ t \leq T_{(Lifespan);\lambda} \}$, there exist an eikonal function $u$ and a related system of geometric coordinates, one of which is $u$, such that relative to the geometric coordinates, $\Phi_\lambda$ and its higher derivatives extend smoothly to $\Sigma_{T_{(Lifespan);\lambda}}$, even at the point $p_{(Blow-up);\lambda}$. Within this region, the change of variables map from geometric to rectangular coordinates is smooth and invertible except at the point $p_{(Blow-up);\lambda}$, where its Jacobian determinant vanishes.

We now highlight two merits of Alinhac's results. First, he was the first to show that failure of the (classic) null condition in equation (2.80a) often leads, in the small-data regime, to the formation of a singularity caused by the intersection of the level sets of a true eikonal function. Second, for reasons explained below, his proof is relatively short.

The main limitation of Alinhac's framework is that it is fundamentally tailored to the first point of intersection of the characteristics. Thus, his results cannot easily be extended to provide information about the maximal development of the data. We further discuss the origin of this limitation two paragraphs below. In contrast, as we describe in Sects. 2.11.2 and 2.11.3, Christodoulou's approach and the approach of the present monograph allow one to obtain a detailed description of the maximal future development of the data in the exterior of the sphere $S_0, U_0 \subset \Sigma_{U_0}$. As we explained in the Preface, his sharp information is essential for attacking the problem of extending the solution, in a generalized sense, beyond the shock. Furthermore, Alinhac's results are fundamentally based on his non-degeneracy assumptions on the data, which are stated just below (2.91) and which “force” the solution to form a shock. Thus, his results do not provide a true analog of the sharp classical lifespan theorem proved in [17] and in Theorem 22.1 of the present monograph, which imply that singularities in small-data solutions can only be caused by the vanishing of $\mu$. Moreover, his assumptions are not verified by some data containing a spherically symmetric sector when the wave equation is invariant under Euclidean rotations.

We now sketch some of the main ideas behind Alinhac’s approach, which is quite different than the approach of [17] and the present monograph. As we will describe in the next paragraph, the most important part of his analysis is based on a type of “backwards approach,” as opposed to the “forwards approach” associated to solving a pure Cauchy problem, which was adopted in [17] and the present monograph. To proceed with our sketch, we first recall John's conjecture that the lifespan lower bound (2.85) proved in [39] and [29] is also an upper bound in the small-data limit. Alinhac’s proof is grounded in the belief that one should expand the actual
lifespan $T_{\text{Lifespan};\lambda}$ of the solution to (2.80a)-(2.80b) as the lifespan predicted by John’s conjecture plus a small error to be solved for. Thus, he splits the nonlinear evolution into two stages. In the first stage, he simply quotes the results that we described above when motivating John’s conjecture via the approximating equation (2.86). That is, Alinhac uses the results of [39] and [29], which were based on Klainerman’s Minkowskian vectorfield method, the Minkowskian eikonal function $r - t$, and Friedlander’s radiation field for the linear wave equation, to follow the solution almost all the way to the lifespan predicted by John’s conjecture.

In the second stage, near the very end of the solution’s classical lifespan, Alinhac constructs, via an iteration scheme based on Nash-Moser-type estimates, a true eikonal function that enables him to follow the solution all the way to the first singularity. The “initial” data for this stage are of course inherited from the state of the solution at the end of the first stage. An important technical difficulty arising in Alinhac’s approach is that the blow-up time $T_{\text{Lifespan};\lambda}$ of the nonlinear solution is not precisely known. Consequently, his proof involves a free boundary corresponding to the unknown constant-time hypersurface of first blow-up. A related difficulty is that the lifespan can slightly vary from iterate to iterate and thus there is an extra step involved to fix the spacetime domain. The reason that Alinhac’s proof is so short is that he avoids using many of the intricate geometric structures present in Christodoulou’s framework. For example, his iteration scheme produces a true eikonal function for the nonlinear wave equation only in the limit; the iterates themselves involve approximate eikonal functions whose level sets are null hypersurfaces for the metric evaluated along the previous iterate. Furthermore, his commutation vectorfields also depend on the previous iterate. The net effect is that his linearized equations and commutation vectorfields do not have the same good structure enjoyed by the nonlinear equations studied in [17] and the present monograph, and thus he does not recover (or need) the same sharp top-order $L^2$ estimates for the eikonal function required by those works. Consequently, Alinhac’s energy estimates for the iterates lose derivatives relative to the previous iterate. Nonetheless, he is able to close his proof by deriving tame $L^2$-type estimates for his linearized equations and using the Nash-Moser framework. Alinhac’s iteration scheme is fundamentally based on his condition “(H);” see [4], pg. 15. Roughly speaking, condition (H) requires that each iterate has characteristics that intersect at exactly one point belonging to its constant-time hypersurface of first blow-up. In particular, for spherically symmetric data in the case of equations invariant under the Euclidean rotations, condition (H) already fails for the zeroth iterate and the next iterate cannot be constructed. For similar reasons, his framework does not allow one to study portions of constant-time hypersurfaces $\Sigma_t$ containing a submanifold along which $\mu$ is 0, as can happen when $\Sigma_t$ lies to the future of the constant-time hypersurface of first blow-up; see the “singular part” of the boundary of the maximal development described in Theorem 2.19. In total, the restrictive nature of condition (H) is the reason that Alinhac’s framework applies only to data that verify his uniqueness and non-degeneracy assumptions and that it does not reveal the complete structure of the maximal development of the data.

2.11.2. Christodoulou’s shock formation results. In [17] Christodoulou proved several landmark results in relativistic fluid mechanics; see also the work [21] of Christodoulou-Miao for the same results proved in the case of non-relativistic compressible fluid mechanics. Specifically, Christodoulou proved analogs of our
Theorem 22.1 and Theorem 23.9 for all of the physically relevant scalar quasilinear wave equations that arise in irrotational relativistic fluid mechanics in Minkowski spacetime. In addition, his work went somewhat beyond these two theorems in that he also gave a detailed description of the maximal future development of the data given in the exterior of the sphere $S_{U_0} U_0 \subset \Sigma U_0$ whenever $0 \leq U_0 < 1/2$. Moreover, he extended his result to cover a class of small fluid data that have non-vanishing vorticity. However, the main aspects of his work addressed only a region in which the fluid is irrotational. In the irrotational region, the relativistic Euler equations (that is, the fluid equations) reduce to a scalar quasilinear wave equation for a potential function $\Phi$ with a past-directed spacetime gradient $\partial \Phi$. We stress that the difficult part of Christodoulou’s argument was his proof of an analog of Theorem 22.1, and that the remaining aspects his work are easier to derive. We also stress that although Alinhac had already proved his small-data shock formation results (summarized in Theorem 2.18) for a larger class of equations, there was great novelty in Christodoulou's thoroughness of his description of the dynamics and in particular, in his description of the solution up to the boundary of the maximal development of the data. A particularly attractive feature of Christodoulou’s detailed description is that it is suitable as a starting point for trying to extend the solution, in a generalized sense, beyond the shock; see the Preface for additional discussion.

We now provide some details. Christodoulou’s wave equations were the Euler-Lagrange equations for Lagrangians $\mathcal{L}$ of the form $\mathcal{L} = \mathcal{L}(\sigma)$, where

$$\sigma := -(m^{-1})^{\alpha\beta} \partial_\alpha \Phi \partial_\beta \Phi$$

and $(m^{-1})^{\alpha\beta} = \text{diag}(-1, 1, 1, 1)$ is the standard reciprocal Minkowski metric. As is explained in [17, Chapter 1], in order to obtain a relativistic fluid interpretation from $\mathcal{L}(\sigma)$, it suffices to make the following five positivity assumptions:

$$\sigma, \mathcal{L}(\sigma), \frac{d\mathcal{L}}{d\sigma}, \frac{d}{d\sigma} \left( \mathcal{L}/\sqrt{\sigma} \right), \frac{d^2\mathcal{L}}{d\sigma^2} > 0. \tag{2.96}$$

The assumptions (2.96) imply that $\Phi$ can be interpreted as a potential function for an irrotational relativistic fluid with physically reasonable properties such as having a speed of sound in between 0 and 1, having a positive proper energy density, etc. The Euler-Lagrange equation corresponding to $\mathcal{L}(\sigma)$ is

$$\partial_\alpha \left( \frac{\partial \mathcal{L}}{\partial (\partial_\alpha \Phi)} \right) = -2\partial_\alpha \left( \frac{\partial \mathcal{L}}{\partial (m^{-1})^{\alpha\beta} \partial_\beta \Phi} \right) = 0, \tag{2.97}$$

and the background solutions to (2.97) of interest are $\Phi = k t$, where $k$ is a non-zero constant; these are the solutions that correspond to non-zero constant fluid states. Relative to rectangular coordinates, equation (2.97) can be expressed as

$$(h^{-1})^{\alpha\beta} (\partial_\Phi) \partial_\alpha \partial_\beta \Phi = 0, \tag{2.98}$$

41 One has to take into account the simple differences in normalization, noted below, in order to see that Christodoulou’s equations fall under the scope of Alinhac’s work.
42 $\sqrt{\sigma}$ is a physical quantity known as the \textit{relativistic enthalpy per particle}.
43 Perturbations of the non-zero constant states are much easier to study than compact perturbations of the vacuum state. The reason is that the Euler equations become degenerate along vacuum boundaries.
where the *reciprocal acoustical metric* $h^{-1}$ is defined by

\begin{equation}
(h^{-1})^{\alpha\beta} = (h^{-1})^{\alpha\beta}(\partial \Phi) := (m^{-1})^{\alpha\beta} - F(m^{-1})^{\alpha\kappa}(m^{-1})^{\beta\lambda}\partial_\kappa \Phi \partial_\lambda \Phi,
\end{equation}

\begin{equation}
F = F(\sigma) := \frac{2}{G} \frac{dG}{d\sigma},
\end{equation}

\begin{equation}
G = G(\sigma) := \frac{2}{dL/d\sigma}.
\end{equation}

Because Christodoulou’s background solutions are non-zero, there are some superficial differences between the way that his solutions look and the way that ours and Alinhac’s look. The differences essentially correspond to different normalization choices and are not of fundamental importance. For example, the propagation speed corresponding to Christodoulou’s background solution is not 1 as in our work and that of Alinhac, but is instead

\begin{equation}
\eta_0 := \eta(\sigma = k^2),
\end{equation}

where the *speed of sound* $\eta > 0$ is the function of $\sigma$ defined by

\begin{equation}
\eta^2 = \eta^2(\sigma) := 1 - \sigma H,
\end{equation}

\begin{equation}
H = H(\sigma) := \frac{F}{1 + \sigma F}.
\end{equation}

Using (2.96), it is straightforward to show that $\eta$ verifies $0 < \eta < 1$. Christodoulou did not assume that $(h^{-1})^{00}$ is equal to $-1$ as we did in (2.3). Instead, his work features a dynamic lapse function $\alpha > 0$ defined by

\begin{equation}
\alpha^{-2} = \alpha^{-2}(\partial \Phi) := -(h^{-1})^{00}(\partial \Phi).
\end{equation}

In the study of small perturbations of the background solutions, the physically and mathematically relevant inverse background metric is not the standard inverse Minkowski metric in the form $(m^{-1})^{\alpha\beta} = \text{diag}(-1, 1, 1, 1)$, but is instead the flat inverse metric $(h^{-1})^{\alpha\beta}(\partial_\alpha \Phi = k, \partial_2 \Phi = \partial_3 \Phi = 0)$. More precisely, relative to rectangular coordinates such that $\Phi = kt$, the flat metric $h$ takes the form

\begin{equation}
h(\partial_1 \Phi = k, \partial_2 \Phi = \partial_3 \Phi = 0) = -\eta_0^2 dt^2 + \sum_{a=1}^{3}(dx^a)^2.
\end{equation}

The eikonal function corresponding to the background solution is

\begin{equation}
u_{(\text{Flat})} = 1 - r + \eta_0 t,
\end{equation}

where $r = \sqrt{\sum_{a=1}^{3}(x^a)^2}$. The inverse foliation density corresponding to the background solution is

\begin{equation}
\mu_{(\text{Flat})} = \eta_0.
\end{equation}

The outgoing and ingoing null vectorfields corresponding to the background solution are

\begin{equation}
L_{(\text{Flat})} = \partial_t + \eta_0 \partial_r, \quad \tilde{L}_{(\text{Flat})} = \eta_0^{-1} \partial_t - \partial_r.
\end{equation}

The analog of the future null condition failure factor (2.81) is

\begin{equation}
\frac{dH}{d\sigma}(\sigma = k^2).
\end{equation}
Unlike in the general case of (2.81), the quantity in (2.110) is a constant. Christodoulou showed that
\( \frac{dH}{d\sigma} \equiv 0 \) if and only if, up to normalization constants,

\[
L(\sigma) = 1 - \sqrt{1 - \sigma}.
\]

The Lagrangian (2.111) is therefore exceptional in that it is the only member of the above family of Lagrangians such that the quadratic nonlinearities that arise in expanding its Euler-Lagrange equation (2.97) around the background solutions \( \Phi = kt \) verify Klainerman’s null condition.

We now summarize Christodoulou’s results. The results stated below as Theorem 2.19 are a conglomeration of [17], Theorem 13.1 on pg. 888, Theorem 14.1 on pg. 903, Proposition 15.3 on pg. 974, and the Epilogue on pg. 977. The quantities such as \( L, \tilde{L}, \) etc. that appear in the theorem are essentially the same as the quantities that we use throughout our monograph, up to the differences in normalization outlined in the previous paragraph.

**Theorem 2.19 (Christodoulou).** Let \( \sigma \) be as defined in (2.95). Assume that the Lagrangian \( L(\sigma) \) verifies the positivity conditions (2.96) in a neighborhood of \( \sigma = k^2 \), where \( k \) is a non-zero constant, but that \( L(\sigma) \) is not the exceptional Lagrangian (2.111). Consider the following Cauchy problem for the quasilinear (Euler-Lagrange) wave equation corresponding to \( L \), expressed relative to rectangular coordinates:

\[
\partial_{\alpha} \left( \frac{\partial L}{\partial (\partial_\alpha \Phi)} \right) = 0,
\]

\( (\Phi|_{t=0}, \partial_t \Phi|_{t=0}) = (\tilde{\Phi}, \tilde{\Phi}_0). \)

Assume that the data are small perturbations of the data corresponding to the non-zero constant-state solution \( \Phi = kt \) and that the perturbations are compactly supported in the Euclidean unit ball. Let \( U_0 \in (0, 1/2) \) and let

\[
\hat{e} = \hat{e}(\tilde{\Phi}, \tilde{\Phi}_0) := \|\tilde{\Phi}_0 - k\|_{H^N(S^0_0)} + \sum_{i=1}^3 \|\partial_i \tilde{\Phi}\|_{H^N(S^0_0)}
\]

denote the size of the data, where \( N \) is a sufficiently large integer.

**Sharp classical lifespan result.** If \( \hat{e} \) is sufficiently small, then a sharp classical lifespan theorem in analogy with Theorem 22.1 holds.

**Small-data shock formation.** We define the following data-dependent functions of \( u|_{S^0_0} = 1 - r \):

\[
\mathcal{E}([\tilde{\Phi}, \tilde{\Phi}_0])(u) := \sum_{\Psi \in \partial_i \Phi - k, \partial_i \Phi, \partial_2 \Phi, \partial_3 \Phi} \int_{S^0_0} \left\{ \alpha^{-2} \mu (\eta_0^{-1} + \alpha^{-2} \mu)(L\Psi)^2 + (\tilde{L}\Psi)^2 \right. \\
\left. + (\eta_0^{-1} + 2\alpha^{-2} \mu) \mu \|\Psi\|^2 \right\} d\Sigma,
\]

\[
\mathcal{S}([\tilde{\Phi}, \tilde{\Phi}_0])(u) := \int_{S_0,u} r \left\{ (\tilde{\Phi}_0 - k) - \eta_0 \partial_r \tilde{\Phi} \right\} d\nu_r + \int_{S^0_0} \left\{ 2(\tilde{\Phi}_0 - k) - \eta_0 \partial_r \tilde{\Phi} \right\} d^3x,
\]

\[44\text{A numerical value of } N \text{ was not provided in [17]; see Remark 2.5}\]
where \( d\varpi \) is defined in \((2.49)\), \( d\nu \) denotes the Euclidean area form on the sphere \( S_{0,u} \) of Euclidean radius \( r = 1 - u \), and \( d^3x \) denotes the standard flat volume form on \( \mathbb{R}^3 \). Assume that

\[
\ell := \frac{dH}{d\sigma}(\sigma = k^2) > 0. \tag{2.116}
\]

There exist constants \( C > 0 \) and \( C' > 0 \), independent of \( U \in [0, U_0] \), such that if \( \epsilon \) is sufficiently small and if for some \( U \in (0, U_0] \) we have

\[
S((\Phi, \Phi_0))(U) \leq -C\epsilon C^{1/2}((\Phi, \Phi_0))(U) < 0, \tag{2.117}
\]

then a shock forms in the solution \( \Phi \) and the first shock in the maximal development of the portion of the data in the exterior of \( S_{0,U} \subset \Sigma^U \) originates in the hypersurface region \( \Sigma^U_{(Lifespan);U} \) (see Def. 3.6), where

\[
T_{(Lifespan);U} < \exp \left( \frac{C'U}{k^3\ell S((\Phi, \Phi_0))(U)} \right). \tag{2.118}
\]

A similar result holds if \( \ell < 0 \); in this case, in \((2.117)\), we delete the “−” sign and change “≤” and “<” respectively to “≥” and “>.”

**Description of the boundary of the maximal development.** For a large set of small-data shock-forming solutions verifying some technical non-degeneracy conditions, the boundary \( B \) of the maximal development of the data in the exterior of \( S_{0,U} \subset \Sigma^U_0 \) is a union \( B = (\partial^- \mathcal{H} \cup \mathcal{H}) \cup C \), where \( \partial^- \mathcal{H} \cup \mathcal{H} \) is the singular part and \( C \) is the regular part; see Figure 4, \( \mu \) vanishes along the singular part and is positive on the regular part, and the solution and its rectangular coordinate partial derivatives up to a certain order extend continuously (in the rectangular coordinates) to the regular part. Each component of \( \partial^- \mathcal{H} \) is a smooth 2-dimensional embedded submanifold of Minkowski spacetime that is spacelike with respect to the dynamic metric \( h \). The corresponding component of \( \mathcal{H} \) is a smooth, embedded, 3-dimensional submanifold in Minkowski spacetime ruled by curves of vanishing arc length as measured by \( h \) with past endpoints on \( \partial^- \mathcal{H} \). The corresponding component \( C \) is the incoming null hypersurface corresponding to \( \partial^- \mathcal{H} \), and it is ruled by incoming \( h \)-null geodesics with past endpoints on \( \partial^- \mathcal{H} \).

Again, we stress that a key advantage of Christodoulou’s approach is that the estimates of his sharp classical lifespan theorem allow him to understand the maximal development of the data in the exterior of the sphere \( S_{0,U_0} \subset \Sigma^U_0 \), including the behavior of the solution up to the boundary. We also mention again that based on the estimates of Theorem 22.1 our analysis of shock-forming solutions to equations \((2.1a) \) and \((2.9) \) could be extended, without too much additional effort, to provide an analogous description of the maximal development.

**2.11.3. Further discussion on the shock-forming data.** We now compare our conditions on the data, sufficient to imply shock formation, with those of Alinhac and Christodoulou. We first note that there is no obvious connection between any of the three classes of shock-forming data identified in Theorems 2.18, 2.19 and 23.9. However, the previous discussion essentially shows that among the

\[45\text{That is, } \Phi \text{ and its first rectangular derivatives remain bounded, while some second-order rectangular derivative of } \Phi \text{ blows up due to the vanishing of } \mu.\]
three theorems, Alinhac’s treats the largest set of data: recall that John conjectured (see the discussion just below (2.85)), based on the results of his Prop. 2.17, that finite-time blow-up should occur in all solutions to equation (2.80a) corresponding to nontrivial small compactly supported data, and Alinhac was able to partially confirm the conjecture by proving it under some non-degeneracy assumptions on the data (see just below (2.91)). Below we outline how to extend the results of the present monograph to complete the proof of John’s conjecture by eliminating Alinhac’s non-degeneracy assumptions. Using the same ideas, we could also prove an analogous result for Christodoulou’s wave equations (2.112a) and our equations $\Box_{g(\Psi)} \Psi = 0$. However, there is a sense in which our results are not complete; as was the case for Alinhac, in order for our proof of shock formation to go through, we may need to shrink the amplitude of the data to an extent that depends on their profile. Hence, our analysis leaves open the possibility that there exist nontrivial data small enough such that the sharp classical lifespan (Theorem 22.1) applies, but such that a shock does not form in the solution; such a solution, if it exists, would be future-global.

We can also derive a “localized very-long-time existence result” for data such that the quantity (2.91) (or its analogs for the other equations) is non-positive in a suitable annular region. For solutions launched by such data, there is a region of spacetime in which the term that typically dominates the behavior of $L\mu$ has a non-negative sign and thus cannot cause $\mu$ to decay. Later in this section, we outline how to use this fact to prove that in a certain region of spacetime, these solutions exist, in an annular region of thin $u$–width, beyond the lifespan lower-bound $> \exp \left( \frac{1}{C\epsilon} \right)$, which always holds in the small-data regime (see inequality (22.4)).

Before addressing the issues noted above, we first note that under some structural assumptions on the nonlinearities, one can derive an analog of Christodoulou’s...
shock-formation criterion \((2.117)\) for equations \((2.1a)\) and \((2.9)\). Specifically, a sufficient assumption on the nonlinearities would be that the future null condition failure factor \((+)^{\mathcal{N}} = (+)^{\mathcal{N}}(\theta)\) from \((2.22)/(2.81)\) takes on a strictly positive or negative sign for all \(\theta \in S^2\). Then, thanks to the sharp estimates of Theorem 22.1 an analog of inequality \((2.117)\) should be sufficient to allow Christodoulou’s arguments leading to his shock-formation theorem \cite[Theorem 14.1 on pg. 903]{17} to go through nearly verbatim. His arguments are based on using the estimates of his analog of Theorem 22.1 to derive estimates for quantities that are averaged over the spheres \(S_{t,u}\). More precisely, using the estimates of Theorem 22.1 and applying Christodoulou’s arguments to solutions of \((2.1a)\) under the assumption of an analog of inequality \((2.117)\), we could deduce the existence of some unknown integral curve of \(L\) along which we have a large-time lower bound of the form \(\pm \tilde{R}\Psi \gtrless \tilde{\epsilon}(1 + t)^{-1}\) (we can achieve either sign for \(\tilde{R}\Psi\), depending on our choice of data). Inserting this estimate into equation \((2.39a)\) and using the fact that \(G_{LL}(t, u, \vartheta)\) is well-approximated by \((+)^{\mathcal{N}}(t = 0, u = 0, \vartheta)\) \cite[Lemma 12.49]{46}, we could deduce the following large-time estimate:

\[
\pm L\mu(t, u_*, \vartheta_*) \geq c^{(+)^{\mathcal{N}}}(t = 0, u = 0, \vartheta_*)\tilde{\epsilon} \frac{1}{1 + t} + \text{Error},
\]

where \((u_*, \vartheta_*)\) are the coordinates corresponding to the unknown integral curve, and for \(\tilde{\epsilon}\) sufficiently small, the term \(\text{Error}\) is dominated by the first term on the right-hand side of \((2.119)\). The sign \(\pm\) in \((2.119)\) depends on the sign of the analog of the left-hand side of \((2.117)\). Hence, when \((+)^{\mathcal{N}}(t = 0, u = 0, \vartheta)\) takes on a definite sign \footnote{Recall that at \(t = 0\), the geometric angular coordinates \((\vartheta^1, \vartheta^2)\) coincide with Euclidean angular coordinates \((\theta^1, \theta^2)\).} for all \(\vartheta \in S^2\), the data are sufficiently small, and the data are chosen to generate the sign \("-"\) on the left-hand side of \((2.119)\), we can integrate inequality \((2.119)\) in time to deduce that \(\mu\) must vanish in finite time.

We now return to the issue noted in the first paragraph of Sect. 2.11.3: sketching a proof that we can use the analog of Theorem 22.1 for equation \((2.80a)\) to eliminate Alinhac’s uniqueness and non-degeneracy assumptions on the data \cite[see just below \((2.91)\)]{47}, thus completing the proof of John’s conjecture. Specifically, we outline how to prove small-data shock formation for equation \((2.80a)\) by assuming only John’s criterion on the initial data:

\[
\text{the function from \((2.91)\) is positive at one point \((q_*, \theta_*)\)}
\]

and by perhaps shrinking the amplitude of the data by a small constant factor if necessary, as Alinhac did in his proof Theorem 2.18 \cite{47}. Furthermore, by Prop. 2.17 the condition \((2.120)\) is always satisfied when the data are nontrivial and compactly supported. John’s criterion \((2.120)\) can also be modified in a straightforward fashion to apply to Christodoulou’s equations \((2.112a)\) and our equations \(\Box_{g(\Psi)} \Psi = 0\). Moreover, John’s criterion is sharp in a way that we make precise in the next paragraph. We now sketch proofs of these claims. For definiteness, we focus only on the equation \(\Box_{g(\Psi)} \Psi = 0\), and we consider data \((\Psi, \Psi_0)\) that are compactly supported in the Euclidean unit ball \(\Sigma^1_0\). Throughout this discussion, \(\tilde{\epsilon}\) denotes the (small) size of the data \((\Psi, \Psi_0)\). The main idea of the proof is that under the appropriate version of John’s criterion for the equation \(\Box_{g(\Psi)} \Psi = 0\), we can find a

\footnote{As will become clear, shrinking the amplitude of the data can help the shock-driving term dominate error terms.}
2. OVERVIEW OF THE TWO MAIN THEOREMS

point \( p \) belonging to a set of the form \( \Sigma^{U_0}_{\epsilon^{-1}} \), such that along the integral curve of \( L \) passing through \( p \), we have the following estimate for \( t \geq \epsilon^{-1} \):

\[
L \mu(t, u, \theta) = -\frac{1}{2} g^{-1}(t, u) \left\{ (\pm) \nabla q \partial_q |\mathcal{F}[\langle \hat{\psi}, \hat{\Psi}_0 \rangle]| \right\}_p + \text{Error},
\]

where \( \mathcal{F}[\langle \hat{\psi}, \hat{\Psi}_0 \rangle] \) denotes Friedlander’s radiation field (see (2.94)), the constant-valued term \( \left\{ (\pm) \nabla q \partial_q |\mathcal{F}[\langle \hat{\psi}, \hat{\Psi}_0 \rangle]| \right\}_p \) is positive, and \( \text{Error} = o(\epsilon) (1 + t)^{-1} \). Hence, integrating (2.121) with respect to \( t \) starting from time \( \epsilon^{-1} \), we infer that \( \mu \) will vanish in finite time, thus yielding shock formation. To find a viable point \( p \), we first note that, as will become clear, the quantity

\[
\frac{1}{2} (\pm) \nabla q \partial_q |\mathcal{F}[\langle \hat{\psi}, \hat{\Psi}_0 \rangle]|(q = r - \epsilon^{-1}, \theta)
\]

is the appropriate analog of the quantity (2.91) in the present context. Hence, if the data verify John’s criterion, that is, they are such that \( (\pm) \nabla q \partial_q |\mathcal{F}[\langle \hat{\psi}, \hat{\Psi}_0 \rangle]|(q, \theta) \) is positive at some point \( (q_*, \theta_*) \), then there exists a point \( p \) belonging to a set of the form \( \Sigma^{U_0}_{\epsilon^{-1}} \), such that

\[
-\frac{1}{2} \left\{ (\pm) \nabla q \partial_q |\mathcal{F}[\langle \hat{\psi}, \hat{\Psi}_0 \rangle]| \right\}_p \text{ is negative; this point } p \text{ will suffice for our purposes. In view of the evolution equation (2.39a) for } \mu, \text{ to conclude (2.121), the main task is to show that for times beyond } \epsilon^{-1}, \text{ the important term}
\]

\[
\frac{1}{2} [G_{LL} q \hat{\Psi}](t, r, \theta)
\]

is well-approximated by

\[
-\frac{1}{2} g^{-1}(t, u) \left\{ (\pm) \nabla q \partial_q |\mathcal{F}[\langle \hat{\psi}, \hat{\Psi}_0 \rangle]| \right\}_p
\]
along the integral curve of \( L \) passing through \( p \). There are two main steps in the proof of the approximation. The first step is to show that on the time interval \([0, \epsilon^{-1}]\), the linear dynamics dominate the behavior of the nonlinear solution and as a consequence, the product

\[
\frac{1}{2} [G_{LL} q \hat{\Psi}](t = \epsilon^{-1}, r, \theta)
\]

is well-approximated by

\[
-\frac{1}{2} (\pm) \nabla q \partial_q |\mathcal{F}[\langle \hat{\psi}, \hat{\Psi}_0 \rangle]|(q = r - \epsilon^{-1}, \theta).
\]

Here, \( (t, r, \theta) \) are spherical coordinates on Minkowski spacetime. We describe this step in more detail two paragraphs below. To explain the second step, we let \( (\epsilon^{-1}, u, \theta) \) be the geometric coordinates of \( p \). We now integrate equation (2.42)

48Here, \( o(\epsilon) \) denotes a term such that \( \lim_{\epsilon \to 0} \frac{o(\epsilon)}{\epsilon} = 0. \)

49This is the point in the argument where we might need to rescale the amplitude of the data in order to ensure that the first term on the right-hand side of (2.121) dominates the second; the first term shrinks linearly in the scaling factor, while the second shrinks at a super-linear rate.

50One minor difficulty that would have to be addressed in a complete proof is that \( \Sigma^{U_0}_{\epsilon^{-1}} \) might correspond to a value \( U_0 > 1 \), which is a set that we have not even defined. However, our results can be extended to apply to such sets. The main task would be to modify the construction of the eikonal function \( u \) so that on \( \Sigma_{\epsilon^{-1}} \), it is allowed to take on some values larger than 1. Alternatively, we could avoid extending the construction of the eikonal function by instead starting with data that are given along \( \Sigma_{1/2} \) and compactly supported in the Euclidean ball of radius 1/2 centered at the origin; see also Footnote 24 on pg. 17. We adopt this latter approach in Theorem 23.5.
along the integral curve of $L$ emanating from $p$ and use \([2.34a]\) and its higher-order analogs as well as the estimates of Lemma \(12.49\) to derive refined version of \((2.44)\), showing that for $t \geq \dot{\epsilon}^{-1}$, the product $\frac{1}{2}G_{LL}(t,u,\vartheta)\dot{R}\Psi(t,u,\vartheta)$ is well-approximated by

$$-\frac{1}{2}\varrho^{-1}(t,u)G_{LL}(\dot{\epsilon}^{-1},u,\vartheta)\dot{R}\Psi(\dot{\epsilon}^{-1},u,\vartheta).$$

Note that by \([2.34a]\) and its higher-order analogs, for times beyond $\dot{\epsilon}^{-1}$, the term $\varrho\mu\Delta\Psi$ from equation \((2.42)\) has had time to sufficiently decay and thus it only makes a small contribution when we integrate starting from $p$. Combining these two steps, we deduce the desired approximation, which completes our sketch of a proof of \((2.121)\).

We are now in a position to sketch the proof of the “localized very-long-time existence result” mentioned above, which holds in regions where \((+)^N\frac{\partial}{\partial q}qF([\Psi,\dot{\Psi}_0])\) is non-positive. To illustrate what we mean, we assume that the data are such that there exists a $q_1 \in (0,1)$ and an annular region $\mathcal{A} := \{(q,\theta) \mid q \in [q_1,1] \times S^2\}$ with $\min_{\mathcal{A}}-(+)^N\frac{\partial}{\partial q}qF([\Psi,\dot{\Psi}_0]) \geq 0$. We consider the family of integral curves of $L$ that start at time $\dot{\epsilon}^{-1}$ and emanate from the subset of points in $\Sigma_{\dot{\epsilon}^{-1}}$ that intersect the spacetime region corresponding to $\mathcal{A}$. Fixing any point $p$ belonging to the subset and integrating inequality \((2.121)\) (which also holds for this point $p$) along the corresponding integral curve (starting from time $\dot{\epsilon}^{-1}$), we deduce that any shrinking of $\mu$ could only be caused by the term $\text{Error} = o(\dot{\epsilon}) (1+t)^{-1}$. In particular, the amplitude of $\text{Error}$ goes to 0 strictly faster than $\dot{\epsilon}$. Hence, it takes at least $\exp\left\{\frac{1}{O(\dot{\epsilon})}\right\}$ amount of time for $\mu$ to vanish in this region, and by Theorem \(22.1\) the sharp classical lifespan theorem, no singularity of any kind will form while $\mu$ is positive. As we mentioned above, this existence time is longer than the time $\exp\left(\frac{1}{C\dot{\epsilon}}\right)$ that holds for general small data (see inequality \((2.4)\)).

We now give a brief overview explaining the so-called “first step” stated two paragraphs above, namely showing that relative to spherical coordinates $(t,r,\theta)$ on Minkowski spacetime, $[G_{LL}g^{\dot{R}}\Psi](t,r,\theta)$ is well-approximated by

$$-(+)^N\frac{\partial}{\partial q}qF([\Psi,\dot{\Psi}_0])(q = r-t,\theta)$$

at time $t = \dot{\epsilon}^{-1}$. Since Lemma \(12.49\) shows that $G_{LL}$ is well-approximated by $(+)^N$, it remains only for us to explain the following estimate, valid for small data:

\[\tag{2.122} \|g^{\dot{R}}\Psi + \frac{\partial}{\partial q}qF([\Psi,\dot{\Psi}_0])\|_{C^0(\Sigma^{q_{1}}_{\dot{\epsilon}^{-1}})} \leq C\dot{\epsilon}^2 \ln\left(\frac{1}{\dot{\epsilon}}\right).\]

In \((2.122)\), $\| \cdot \|_{C^0(\Sigma^{q_{1}}_{\dot{\epsilon}^{-1}})}$ denotes the standard sup norm (see Def. \(3.69\)). To derive \((2.122)\), one can rely on two standard kinds of estimates. First, one needs an estimate showing that at time $\dot{\epsilon}^{-1}$, the solution $\Psi(\text{Linear})$ to the linear wave equation

\footnote{Here, $q$ should be thought of as the Minkowskian null coordinate $q = r-t$. Thus, the family of integral curves of $\Psi$ under study emanate precisely from the subset of points in $\Sigma_{\dot{\epsilon}^{-1}}$ that intersect the “Minkowskian region” trapped between the flat inner cone $\{r-t = q_1\}$ and the flat outer cone $C_0 = \{r-t = 1\}$.}
\( \Box_m \Psi = 0 \) with initial data \((\Psi, \dot{\Psi}_0)\) is well-approximated by \( r^{-1} \mathcal{F} \left[ (\dot{\Psi}, \dot{\Psi}_0) \right] \) and that similar results hold for the higher-order \((t, r, \theta^1, \theta^2)\) coordinate partial derivatives of \( \Psi_{(\text{Linear})} \). Such estimates can be derived with the help of the fundamental solution to the linear wave equation; see, for example, [30]. The second kind are estimates showing that at time \( \epsilon^{-1} \), long before any singularity can form, the nonlinear solution \( \Psi \) is well-approximated by \( \Psi_{(\text{Linear})} \), that \( \varrho \) is well-approximated by \( r \), that \( \mu \) is well-approximated by 1, that \( L \) is well-approximated by \( \partial_t + \partial_r \), that \( R \) is well-approximated by \( -\partial_r \), etc. The estimates for \( \Psi \) can be derived with the help of Klainerman’s Minkowskian vectorfield method approach, as described in [47]. The estimates for \( \mu \) and \( L^i \) can then be derived with the help of the transport equations (2.39a)-(2.39b) and the dispersive \( C^0 \) estimates for \( \Psi \) (see Sect. 2.6). The remaining estimates then follow without much difficulty; all of these estimates can be derived by using arguments that are explained in detail in Chapter 12. Combining such estimates, one can deduce (2.122) without much difficulty.

We conclude this section by mentioning that it is of interest to know whether or not all (nontrivial) compactly supported data verifying the smallness assumptions of Theorem 22.1 must necessarily lead to shock formation; the limitation of the argument outlined in this section is that we might need to shrink the amplitude of the data in order to know that a shock will form (see just below (2.120) and Footnote 49).

2.12. Outline of the monograph

In Appendix A, we outline how to extend our results for covariant equations \( \Box_g(\Psi) = 0 \) to non-covariant equations \((h^{-1})^{\alpha\beta}(\partial\Phi)\partial_\alpha\partial_\beta\Phi = 0 \). In Appendix B, we collect some of the important notation and conventions that we use throughout the monograph.

As we have emphasized, our main goal in this monograph is to prove Theorem 22.1, the sharp classical lifespan theorem. Our proof of shock formation for nearly spherically symmetric small data, Theorem 23.9, then follows without much additional effort. We prove Theorem 23.9 in the final chapter of the monograph, Chapter 23. The monograph and indeed, the main bootstrap argument culminating in the proof of Theorem 22.1 are organized in an essentially linear fashion. We now outline the main steps in its proof.

**Step 1: Deriving equations.** Chapters 3-11 are dedicated to geometry and algebra. In short, in these chapters, we define all of the quantities [52] that play a role in our analysis and we derive the equations that they satisfy. In particular, in Prop. 10.13, we derive energy-cone flux identities, which are the starting point for our derivation of a priori \( L^2 \)-type estimates for \( \Psi \) and its derivatives. The most difficult of this analysis occurs in Chapter [11] where we take special care to construct suitable modified quantities and to derive evolution equations for them. As we described in Sect. 2.10.2, we must use the modified quantities in order to avoid derivative loss and other difficulties when controlling the top-order derivatives of the eikonal function quantities.

**Step 2: Bootstrap assumptions and easy \( C^0 \) and pointwise estimates.** In Chapter 12, we state \( C^0 \) bootstrap assumptions for \( \Psi \) and its lower order derivatives on a “bootstrap region” of the form \( \mathcal{M}_{T(\text{Bootstrap}), U_0} \) (see Figure 2 on pg. [41]). We also state similar assumptions for \( \mu \), \( L^i \), and \( \chi \) (more precisely, for re-centered

\[52\] A few of the definitions are located in Chapter 2.
versions of these variables in which we subtract off their background values), as well as the positivity assumption \( \mu > 0 \). We then use these bootstrap assumptions, the equations from Step 1, and a small-data assumption to derive \( C^0 \) and pointwise estimates for most of the quantities defined in Step 1. In particular, we derive \( C^0 \) estimates for the re-centered versions of \( \mu, L^i, \chi \), and their lower-order derivatives that are improvements over the bootstrap assumptions, thus closing this portion of the bootstrap argument. These pointwise estimates are tedious but relatively easy to derive. We save the most difficult pointwise estimates for Steps 3 and 5.

**Step 3: Sharp estimates for \( \mu \).** In Chapter 13 we derive sharp estimates, far more detailed than those of Step 2, for the inverse foliation density \( \mu \) (see (2.68) for a model example of the kinds of estimates that we derive). These estimates play a key role in our Gronwall argument for the energy-cone flux quantities. The most difficult aspects of this analysis involve a posteriori estimates for \( \mu \), as we described in Sect. 2.10.5.

**Step 4: Coercive \( L^2 \)-controlling quantities.** In Chapter 14 we exhibit the coerciveness of the \( L^2 \)-type energy-cone flux quantities defined in Step 1. We then use the energy-cone flux quantities as building blocks to construct our fundamental \( L^2 \)-controlling quantities, which we use to control \( \Psi \) and its derivatives in \( L^2 \).

**Step 5: Pointwise estimates for the error terms.** In Step 5, we derive pointwise estimates for the error integrands appearing in the energy-cone flux identities of Prop. 10.13. More precisely, we derive these pointwise estimates in the case of \( \Psi \) and also in the cases of the higher-order derivatives \( \mathcal{F}^N \Psi \), where \( \mathcal{F}^N \) is an \( N^{th} \) order string of commutation vectorfields, which we constructed in Step 1. Many of the error integrands that we must bound arise because when we commute the wave equation \( \mu \Box_g \Psi = 0 \) with \( \mathcal{F}^N \), we generate a huge number of error terms. These pointwise estimates are a precursor to Step 8, in which we derive estimates for the corresponding error integrals. We divide the pointwise estimates into Chapter 16 (easy estimates) and Chapter 17 (difficult estimates). In Chapter 16 we identify those integrand factors that are “harmless.” The harmless terms have a negligible effect on the dynamics and are easy to treat in Step 8. The remaining terms, which are the ones that would cause derivative loss and other problems if handled improperly, require special care. In Chapter 17, we derive pointwise estimates for these remaining difficult error integrand terms. To derive these difficult estimates, we use the modified quantities constructed in Step 1.

**Step 6: Elliptic estimates and Sobolev embedding.** Chapter 18 is an interlude. We derive elliptic estimates for various quantities on the Riemannian manifolds \( (S_{t,u}, g) \). We use the elliptic estimates in Step 8 to control some of the top-order error terms in \( L^2 \). We also derive a Sobolev embedding result for functions on \( (S_{t,u}, g) \). This is the tool that we eventually use, after we have derived suitable \( L^2 \) estimates, to improve the \( C^0 \) bootstrap assumptions for \( \Psi \) made in Step 2.

**Step 7: Below-top-order \( L^2 \) estimates for the eikonal function quantities.** In Chapter 19 we use the equations from Step 1 and the \( C^0 \) and pointwise estimates from Step 2 to derive a priori \( L^2 \) estimates for the below-top-order derivatives of quantities constructed out of the eikonal function, such as the re-centered versions of \( \mu, L^i, \) etc; such terms appear in Step 5 when we commute the wave equation. The right-hand sides of these estimates involve the fundamental \( L^2 \)-controlling quantities constructed in Step 4. These estimates are relatively easy to derive.
Step 8: *A priori* $L^2$ estimates for $\Psi$ and the eikonal function quantities up to top-order. This step, which we carry out in Chapter 20, is the hardest one. We estimate, in $L^2$, the remaining error terms appearing in the commuted wave equation. In particular, we estimate the difficult top-order eikonal function quantities that we ignored in Step 7. As in Step 7, the right-hand sides of these estimates involve the fundamental $L^2$-controlling quantities constructed in Step 4. We then use the estimates for the error terms to derive, by a long Gronwall argument based on integral identities such as (2.50), a priori estimates for the fundamental $L^2$-controlling quantities on the bootstrap region $\mathcal{M}_{\text{bootstrap}}$. This chapter contains the main estimates we need to prove Theorem 22.1, our sharp classical lifespan theorem.

Step 9: Local well-posedness. Chapter 21 is another interlude. We sketch a proof of local well-posedness for the equations of interest and we establish continuation criteria for avoiding the blow-up of solutions. In particular, the results of Chapter 21 imply that the bootstrap assumptions from Step 2 are satisfied for at least a short time.

Step 10: The sharp classical lifespan theorem. In Chapter 22, we state and prove Theorem 22.1, which is the main theorem of the monograph. The difficult part of the argument was carried out in Step 8. Roughly, the theorem shows that for small data, the *only* way a singularity could form is for $\mu$ to go to 0 in finite time, which would necessarily signify the onset of shock formation. The theorem also provides a collection of estimates that are verified by the solution, whether or not it forms a shock. We also prove Cor. 22.4 which shows that if the initial data have “very small” angular derivatives, then this condition is propagated by the solution; we use the corollary in Step 11.

Step 11: Shock formation. In Chapter 23, we prove Theorem 23.9, which is our small-data shock-formation theorem. Roughly, the theorem states that sufficiently small, nearly spherically symmetric data lead to finite-time shock formation. The theorem is not difficult to prove, thanks to the estimates of Theorem 22.1 and Cor. 22.4. With a bit of additional effort, we could have extended Theorem 23.9 to show shock formation in solutions corresponding to a significantly larger class of data; see Sect. 2.11.3 for an outline of a proof.

### 2.13. Suggestions on how to read the monograph

We extensively use standard concepts from differential geometry in this monograph. For an introduction to the basic concepts in Lorentzian and Riemannian geometry that play a role in our analysis, readers may consult [66, 67, 77].

To become acquainted with the new difficulties that set this work apart from more standard global results for nonlinear wave equations, we suggest starting with Prop. 7.7, Lemma 9.4, and Prop. 9.6. From these, one can see the kind of error terms that arise when we commute the wave equation with our commutation vectorfields. The error terms lead to the presence of error integrals in the $L^2$-energycone flux identities of Prop. 10.13. We identify the most difficult error terms in Lemma 16.1, Prop. 16.4, and Cor. 16.6. We bound the corresponding difficult error integrals in Lemma 20.25 and Lemma 20.26. Because of the degenerate nature of the Gronwall-type Lemma 20.10, the bounds from these two lemmas lead to...
a priori estimates for the high-order $L^2$ quantities that are allowed to blow-up as $\mu \to 0$. These degenerate a priori estimates are the primary non-standard aspects of our work and the work \cite{17}. 
CHAPTER 3

Initial Data, Basic Geometric Constructions, and the Future Null Condition Failure Factor

In this chapter, we discuss the initial data of interest for the covariant wave equation\(^1\) (2.1a), that is, for the equation \(\square g(\Psi) \Psi = 0\). We then define the eikonal function \(u\), some intimately related subsets of spacetime, a related set of geometric coordinates, several vectorfield frames, the change of variables map between the geometric and rectangular coordinates, and many related geometric constructions, all of which play an important role in our analysis. In particular, we define the inverse foliation density \(\mu\), which in a certain sense is the main object of study in this monograph. As we discussed in Sect. 2.8 for the solutions of interest, the intersection of the characteristics and the blow-up of a geometric radial derivative of \(\Psi\) are exactly tied to the vanishing of \(\mu\). We also define the future null condition failure factor \((\rightarrow)\mathbb{N}\), which, roughly speaking, is the coefficient of the terms that drive the shock formation in the region \(\{t \geq 0\}\). Finally, we introduce some schematic notation that we often use to capture the essential features of our equations and estimates.

Remark 3.1 (There is some redundancy). Some of the discussion and definitions in Chapter 3 also appear in Chapter 2. For pedagogical reasons, we have chosen to repeat some material here.

We recall that \(\{x^\mu\}_{\mu=0,1,2,3}\) (with \(t = x^0\)) denotes the fixed rectangular coordinate system from Sect. 2.2 and that in Sects. 2.2-2.3 we described our assumptions on the metric \(g\) and the nonlinear terms in the wave equation \(\square g(\Psi) \Psi = 0\).

Remark 3.2 (Implicit assumption on the smallness of \(\Psi\)). Throughout the monograph, when deriving equations and identities, we silently assume that \(|\Psi|\) is small enough so that the nonlinearities are well-defined and the metric \(g(\Psi)\) is Lorentzian.

3.1. Initial data

The Cauchy hypersurface of interest is \(\Sigma_0 := \{(t, x^1, x^2, x^3) \in \mathbb{R}^4 \mid t = 0\}\) and the data for the wave equation (2.1a) are

\[
\dot{\Psi} := \Psi|_{\Sigma_0}, \quad \Psi_0 := \partial_t \Psi|_{\Sigma_0}.
\]

We assume that \(\Psi, \Psi_0\) are compactly supported in the Euclidean unit ball centered at the origin in \(\Sigma_0\). Let \(U_0\) be any real number verifying

\[
0 < U_0 < 1.
\]

\(^1\)We formally define the covariant wave operator \(\square g(\Psi)\) in Def. 3.11
We view $U_0$ as a parameter that is fixed until Sect. 23.2. Our use of the notation “$U_0$” is connected to the eikonal function $u$, which we define in Sect. 3.2.

Let $r = \sqrt{\sum_{a=1}^{3}(x^a)^2}$ denote the standard Euclidean radial coordinate. We study the future-behavior of the solution in the region that is evolutionarily determined by the portion of the data lying in the exterior of the sphere $S_{0,U_0}$ of Euclidean radius $1 - U_0$ centered at the origin. In the exterior of $S_{0,U_0}$, the data are nontrivial only in the annular region $\Sigma_{0,U_0}$ centered at the origin with inner Euclidean radius $1 - U_0$ and outer Euclidean radius 1 (and thus the thickness of the region is $U_0$):

$$\Sigma_{0,U_0} := \{(0, x^1, x^2, x^3) \in \mathbb{R}^4 \mid 1 - U_0 \leq r \leq 1\}.$$  \hspace{1cm} (3.3)

Standard domain of dependence considerations imply that the solution $\Psi$ completely vanishes in the exterior of the flat cone $C_0 := \{(t, x^1, x^2, x^3) \mid 1 - r + t = 0\}$.

We are interested in the nontrivial portion of the solution, which is trapped between the two outgoing null cones $C_{U_0}$ and $C_0$ (see Figure 1 on pg. 37).

**Remark 3.3 (The role of $U_0$).** In Sect. 23.2, for given initial data, we choose the data-dependent parameter $U_0$ so that the shock singularity forms in the region trapped between the two outgoing null cones $C_{U_0}$ and $C_0$.

### 3.2. The eikonal function and the geometric radial variable

As we explained in Sect. 2.5, the eikonal function plays a fundamental role in our analysis of solutions.

**Definition 3.4 (The eikonal function).** The eikonal function $u$ increases towards the future (that is, $\partial_t u > 0$) and verifies

$$\left(g^{-1}\right)^{\alpha\beta}\partial_\alpha u \partial_\beta u = 0.$$ \hspace{1cm} (3.4a)

We define the initial condition of $u$ as follows, where $(x^1, x^2, x^3)$ are the rectangular coordinates on $\Sigma_0$:

$$u|_{\Sigma_0}(x^1, x^2, x^3) = 1 - r(x^1, x^2, x^3), \quad r(x^1, x^2, x^3) := \sqrt{\sum_{a=1}^{3}(x^a)^2}.$$ \hspace{1cm} (3.4b)

We often use the following geometric radial variable in our analysis.

**Definition 3.5 (The geometric radial variable).** We define the geometric radial variable $\varrho$ by

$$\varrho := 1 - u + t.$$ \hspace{1cm} (3.5)

The following subsets of spacetime play an important role in our analysis; see Figure 2 on pg. 41.
**Definition 3.6 (Subsets of spacetime).** We define the following spacetime subsets:

(3.6a) \( \Sigma_t := \{(t,x^1,x^2,x^3) \in \mathbb{R}^4 \mid t = t'\} \),

(3.6b) \( \Sigma^\prime_t := \{(t,x^1,x^2,x^3) \in \mathbb{R}^4 \mid t = t', \ 0 \leq u(t,x^1,x^2,x^3) \leq u'\} \),

(3.6c) \( C_u^t := \{(t,x^1,x^2,x^3) \in \mathbb{R}^4 \mid 0 \leq t \leq t', \ u(t,x^1,x^2,x^3) = u'\} \),

(3.6d) \( S_{t,u} := C_u^t \cap \Sigma^\prime_t = \{(t,x^1,x^2,x^3) \in \mathbb{R}^4 \mid t = t', \ u(t,x^1,x^2,x^3) = u'\} \),

(3.6e) \( M_{t,u} := \bigcup_{u \in [0,u]} C_u^t \cap \{(t,x^1,x^2,x^3) \in \mathbb{R}^4 \mid t < t'\} \).

We refer to the \( \Sigma_t \) and \( \Sigma^\prime_t \) as “constant time slices,” the \( C_u^t \) as “outgoing null cones,” and the \( S_{t,u} \) as “spheres.” We sometimes use the notation \( C_u \) in place of \( C_u^t \) when we are not concerned with the truncation time \( t \).

**Remark 3.7.** We make the following remarks.

- It follows from standard domain of dependence considerations that for any \( t \geq 0 \), the solution corresponding to the data from Sect. 3.1 agrees with the trivial solution \( \Psi \equiv 0 \) in the exterior of \( C_0^t \). We therefore do not comment further on this region.
- The \( S_{t,u} \) are two-dimensional topological spheres. They are not generally round Euclidean spheres, even though the \( S_{0,u} \) are.
- Note that \( M_{t,u} \) is “open at the top.”

### 3.3. First fundamental forms and Levi-Civita connections

We now define some basic geometric objects related to the subsets from Def. 3.6.

**Definition 3.8 (First fundamental forms).** We define the following first fundamental forms.

- \( g \) denotes the Riemannian metric on \( \Sigma_t \) induced by \( g \). That is, \( g(X,Y) = g(\xi) \) for all \( \Sigma_t \)-tangent vectors \( X \) and \( Y \). Equivalently, we have \( g_{ij} = g_{ij}, \ (i,j = 1,2,3) \). \( g^{-1} \) denotes the corresponding inverse metric.
- \( g \) denotes the Riemannian metric on \( S_{t,u} \) induced by \( g \). That is, \( g(X,Y) = g(\xi) \) for all \( S_{t,u} \)-tangent vectors \( X \) and \( Y \). \( g^{-1} \) denotes the corresponding inverse metric.

**Remark 3.9 (Meaning of \( g(X,Y) \)).** Throughout, we use the notation \( g(X,Y) = g_{\alpha\beta}X^\alpha Y^\beta \) to denote the inner product of the vectors \( X \) and \( Y \) with respect to the metric \( g \). Occasionally, we write \( (X,Y)_g \) instead of \( g(X,Y) \). We use similar notation for inner products with respect to the metrics \( g \) or \( g \).

**Definition 3.10 (Levi-Civita connections).** We use the following notation for the Levi-Civita connections associated to \( g \), \( m \), and \( \hat{g} \).

- \( \mathcal{D} \) denotes the Levi-Civita connection of the spacetime metric \( g \).
- \( \nabla \) denotes the Levi-Civita connection of the Minkowski metric \( m \).
- \( \hat{\nabla} \) denotes the Levi-Civita connection of \( \hat{g} \).

**Definition 3.11 (Covariant wave operators and Laplacians).** We use the following standard notation.

- \( \Box_g := (g^{-1})^{\alpha\beta} \mathcal{D}_{\alpha\beta}^2 \) denotes the covariant wave operator corresponding to the spacetime metric \( g \).
3. BASIC GEOMETRIC CONSTRUCTIONS

- $\Delta := (g^{-1})^{AB} \nabla^2 g_{AB}$ denotes the covariant “angular” Laplacian corresponding to $g$, where the indices $A, B$ vary over 1, 2 and correspond to components relative to local coordinates on $S_{\ell, u}$; we construct local coordinates in Sect. 3.5.

Remark 3.12 (Meaning of $\mathcal{D}_{XY} W$). Throughout, we use the convention that if $X$, $Y$, and $W$ are spacetime vectorfields, then $\mathcal{D}_{XY} W := X^\alpha Y^\mu \mathcal{D}_\alpha \mathcal{D}_\beta W$. That is, the contractions against $X$ and $Y$ are taken after the two covariant differentiations act on $W$. Similar remarks apply to the connection $\nabla$.

3.4. Frame vectorfields and the inverse foliation density

We now define the gradient vectorfield $L_{\text{(Geo)}}$ associated to the eikonal function.

Definition 3.13 (The outgoing null geodesic vectorfield). Let $u$ be the eikonal function (3.4a). We define the vectorfield $L_{\text{(Geo)}}$ by
\[
L^\nu_{\text{(Geo)}} := -(g^{-1})^{\nu\alpha} \partial_\alpha u = -\mathcal{D}^\nu u.
\]

Applying the operator $\mathcal{D}^\nu := (g^{-1})^{\nu\alpha} \mathcal{D}_\alpha$ to the eikonal equation (3.4a) and using the Leibniz rule, the identity $\mathcal{D}^\nu (g^{-1})^{\nu\beta} = 0$, the symmetry property $\mathcal{D}^\nu \mathcal{D}_\alpha u = \mathcal{D}_\alpha \mathcal{D}^\nu u$, and definition (3.7), we find that $0 = (\mathcal{D}^\alpha u) \mathcal{D}_\alpha \mathcal{D}^\nu u = -L^\alpha_{\text{(Geo)}} \mathcal{D}_\alpha \mathcal{D}^\nu u = \mathcal{D}_{L_{\text{(Geo)}}} L^\nu_{\text{(Geo)}}$. That is, $L_{\text{(Geo)}}$ obeys the geodesic equation
\[
\mathcal{D}_{L_{\text{(Geo)}}} L^\nu_{\text{(Geo)}} = 0.
\]

Also note that by (3.4a), $L_{\text{(Geo)}}$ is $g$–null, that is, $g(L_{\text{(Geo)}}, L_{\text{(Geo)}}) = 0$. Moreover, since $L_{\text{(Geo)}}$ is proportional to the metric dual of the one-form $du$, which is co-normal to the level sets $\mathcal{C}_u$ of the eikonal function, it follows that $L_{\text{(Geo)}}$ is $g$–orthogonal to $\mathcal{C}_u$. Hence, the $\mathcal{C}_u$ have null normals. Such hypersurfaces are known as null hypersurfaces.

We now introduce the most important quantity in our analysis: the inverse foliation density of the level sets of $u$ relative to the hypersurfaces $\Sigma_t$.

Definition 3.14 (The inverse foliation density of the outgoing cones). Let $t$ be the Minkowskian time coordinate and let $u$ be the eikonal function. We define the inverse foliation density (of the level sets of $u$ relative to the hypersurfaces $\Sigma_t$) $\mu$ by
\[
\mu := -\frac{1}{(g^{-1})^{\alpha\beta} \partial_\alpha t \partial_\beta u} = -\frac{1}{(g^{-1})^{\alpha\alpha} \partial_\alpha u} = \frac{1}{L^0_{\text{(Geo)}}},
\]
where the last two equalities hold in the rectangular coordinate system.

Later in the monograph, we will see that when $\mu$ vanishes, many quantities, including the rectangular components $L^i_{\text{(Geo)}}$, blow up like $\mu^{-1}$. The outgoing null vectorfield $L$, defined just below, is a rescaled version of $L_{\text{(Geo)}}$ that “removes the singular factor $\mu^{-1}$.” We will show that $L$ remains regular and near
\[
L_{\text{(Flat)}} := \partial_t + \partial_r
\]
throughout the evolution. Similarly, the vectorfield $\bar{L}$ defined below is an ingoing null vectorfield that remains regular and near
\[
\bar{L}_{\text{(Flat)}} := \partial_t - \partial_r
\]
throughout the evolution. In contrast, the rectangular components of the ingoing null vectorfield $\bar{L} = \mu L$ vanishes precisely when the shock forms.
3.4. FRAME VECTORFIELDS AND THE INVERSE FOLIATION DENSITY

Definition 3.15 \((L, \tilde{L}, \text{and } \bar{L})\). We define the rescaled outgoing null vectorfield \(L\) as follows:

\[(3.12) \quad L := \mu L_{(\text{Geo})}.\]

We then define \(\tilde{L}\) to be the (unique) null vectorfield that is \(g\)-orthogonal to \(S_{t,u}\) and normalized by

\[(3.13) \quad g(\tilde{L}, L) = -2\mu.\]

Finally, we define

\[(3.14) \quad \bar{L} := \mu^{-1} \tilde{L}.\]

Remark 3.16 \((L\text{ is } g\text{-orthogonal to } C_u)\). Note that like \(L_{(\text{Geo})}\), \(L\) is \(g\)-orthogonal to \(C_u\).

In the next lemma, we reveal some basic properties of \(L\) and \(\tilde{L}\).

Lemma 3.17 (Basic properties of the null pair \(L, \tilde{L}\)). The following identities hold, where \(t = x^0\) is the rectangular time coordinate function and \(u\) is the eikonal function:

\[(3.15a) \quad Lu = 0, \quad Lt = L^0 = 1, \]
\[(3.15b) \quad \tilde{L}u = 2, \quad \tilde{L}t = \bar{L}^0 = \mu.\]

Proof. From (3.4a) and (3.7), we see that \(L_{(\text{Geo})}u = 0\). It thus follows from (3.12) that \(Lu = 0\) as desired. The identity \(Lt = 1\) follows from (3.7), (3.9), and (3.12). We have thus shown (3.15a). We next note that \(\tilde{L}u = -g(\tilde{L}, L_{(\text{Geo})}) = -\mu^{-1}g(L, L)\). We conclude from (3.13) that \(\tilde{L}u = 2\) as desired. We have thus shown (3.15b).

To show that \(\tilde{L}t = \mu\), we define (relative to rectangular coordinates) \(V^\nu := -(g^{-1})^{\nu\alpha}\partial_\alpha t\). We note that \(V\) is future-directed and \(g\)-orthogonal to \(\Sigma_t\) and hence to \(S_{t,u}\). Since \(L\) and \(\tilde{L}\) span the \(g\)-orthogonal complement of \(S_{t,u}\), there exist scalars \(a\) and \(b\) such that

\[(3.16) \quad V^\nu = aL^\nu + b\tilde{L}^\nu.\]

Contracting (3.16) against \(L_\nu\), using the fact that \(L\) is null, and using (3.13) and (3.15a), we find that \(1 = Lt = -L_\nu V^\nu = 2\mu b\). Similarly, we find that \(\tilde{L}t = 2\mu a\).

Also using the fact that \(\tilde{L}\) is null, we deduce that

\[(3.17) \quad g_{\alpha\beta}V^\alpha V^\beta = -4\mu ab = -2a.\]

On the other hand, by (2.3), we have that

\[(3.18) \quad g_{\alpha\beta}V^\alpha V^\beta = (g^{-1})^{\alpha\beta} \partial_\alpha t \partial_\beta t = (g^{-1})^{00} = -1.\]

From (3.17) and (3.18) it follows that \(a = 1/2\) and hence \(\tilde{L}t = \mu\) as desired. \(\square\)

We now define an inward-pointing \(\Sigma_t\)-tangent vectorfield \(\bar{R}\) and an upward pointing \(\Sigma_t\)-normal vectorfield \(N\).
3. BASIC GEOMETRIC CONSTRUCTIONS

DEFINITION 3.18 (The vectorfields $\tilde{R}$, $R$, and $N$). We define the “radial” vectorfields $\tilde{R}$, $R$, and the vectorfield $N$ (which we show in Lemma 3.19 to be the future-directed timelike unit-normal to $\Sigma_t$) as follows:

\begin{align}
\tilde{R} &:= \frac{1}{2}(-\mu L + \vec{L}), \\
R &:= \mu^{-1}\tilde{R} = \frac{1}{2}(-L + \vec{L}), \\
N &:= \frac{1}{2}(L + \vec{L}) = L + R.
\end{align}

The Minkowskian analogs of (3.19b) and (3.19c) are $-\partial_r$ and $\partial_t$ respectively.

In the next lemma, we reveal some basic properties of $L$, $\tilde{R}$, $R$, and $N$.

LEMMA 3.19 (Basic properties of $L$, $\tilde{R}$, $R$, and $N$). $\tilde{R}$ is $g$–orthogonal to the $S_{t,u}$ and tangent to $\Sigma_t$. $N$ is timelike, future-directed, $g$–orthogonal to $S_{t,u}$, and $g$–orthogonal to $\Sigma_t$.

In addition, the following identities hold:

\begin{align}
\text{(3.20a)} & \quad g(L,L) = 0, \\
\text{(3.20b)} & \quad g(\tilde{R}, \tilde{R}) = \mu^2, \\
\text{(3.20c)} & \quad g(R,R) = 1, \\
\text{(3.20d)} & \quad g(L, \tilde{R}) = -\mu, \\
\text{(3.20e)} & \quad g(L, R) = -1.
\end{align}

Furthermore, we have

\begin{align}
\text{(3.21)} & \quad g(N,N) = -1.
\end{align}

In addition, the rectangular components of $N$ are given by

\begin{align}
\text{(3.22)} & \quad N^\nu = -(g^{-1})^{0\nu}.
\end{align}

Furthermore, we have

\begin{align}
\text{(3.23a)} & \quad \tilde{R} t = 0, \quad \tilde{R} u = 1, \\
\text{(3.23b)} & \quad N t = 1, \quad N u = 1.
\end{align}

Finally, the commutator vectorfield $[L, \tilde{R}]$ is $S_{t,u}$–tangent.

PROOF. (3.20a) is a restatement of the fact that $L$ is null. (3.20b) follows from (3.19a), the fact that $L$ and $\vec{L}$ are null, and (3.13). (3.20c) follows from (3.19b) and (3.20b). (3.20d) follows from (3.19a), (3.20a), and (3.13). (3.20e) follows from (3.19b) and (3.20d).

(3.21) follows from (3.19c), (3.20a), (3.20c), and (3.20e).

(3.23a) follows from (3.19a), (3.15a), and (3.15b). (3.23b) follows from (3.19c), (3.15a), and (3.15b).

The fact that $\tilde{R}$ is $\Sigma_t$–tangent follows from the identity $\tilde{R} t = 0$. The fact that $\tilde{R}$ is $g$–orthogonal to $S_{t,u}$ follows from (3.19a) and the fact that $L$ and $\vec{L}$ are $g$–orthogonal to $S_{t,u}$.

To obtain the desired properties of $N$ including the identity (3.22), we note that the proof of Lemma 3.17 reveals that $N$ is equal to the vectorfield $V^\nu := -(g^{-1})^{\nu 0}\partial_\nu t$, which is timelike, future-directed, $g$–orthogonal to the $S_{t,u}$, and $g$–orthogonal to $\Sigma_t$. 


To obtain the fact that \([L, \tilde{R}]\) is \(S_{t,u}\)-tangent, we use \((3.15a)\) and \((3.23a)\) to conclude that \(0 = [L, \tilde{R}]t = [L, \tilde{R}]u\).

In the next lemma, we derive some important identities involving the rectangular spatial derivatives of the eikonal function.

**Lemma 3.20 (Identities involving the rectangular spatial derivatives of \(u\)).** The eikonal function \(u\) verifies the following equation:

\[
(\tilde{g}^{-1})^{ab} \partial_a u \partial_b u = \mu^{-2},
\]
where \(\tilde{g}^{-1}\) is defined in Def. 3.3.

Furthermore, the rectangular spatial derivatives of \(u\) verify the following equation, \((i = 1, 2, 3)\):

\[
\partial_i u = R_i.
\]

**Proof.** To prove \((3.24)\), we use definition \((3.9)\) and the assumption \((\tilde{g}^{-1})^{00} = -1\) (that is, \((2.3)\)) to deduce that \(\mu^{-2} = (\partial_i u)^2 - 2(\tilde{g}^{-1})^{0a} \partial_a \partial_a u + ((\tilde{g}^{-1})^{0a} \partial_a u)^2\). From this identity and the eikonal equation \((3.4a)\), we deduce the identity \((3.26)\):

\[
(\tilde{g}^{-1})^{ab} \partial_a u \partial_b u + ((\tilde{g}^{-1})^{0a} \partial_a u)^2 = \mu^{-2}.
\]

Furthermore, it is straightforward to verify that under the assumption \((\tilde{g}^{-1})^{00} = -1\), we have the following identity for \(3 \times 3\) matrices, \((i, j = 1, 2, 3)\):

\[
(\tilde{g}^{-1})^{ij} = (\tilde{g}^{-1})^{ij} + (\tilde{g}^{-1})^{0i} (\tilde{g}^{-1})^{0j}.
\]

From \((3.26)\) and \((3.27)\), we deduce the desired identity \((3.24)\).

Next, we consider the pair of one-forms on \(\Sigma\) with rectangular spatial components \((\partial_1 u, \partial_2 u, \partial_3 u)\) and \((R_1, R_2, R_3)\). By construction, both one-forms are inward pointing and \(\tilde{g}\)-orthogonal to the \(S_{t,u}\). Hence, we must have \(\partial_i u = zR_i\) with \(z > 0\). Note that since \(R_0 = 0\), we have \(R_i = g_{\alpha\beta} R^\alpha\). Hence, we have \((\tilde{g}^{-1})^{ab} R_a R_b = g(R, R) = g(R, R) = 1\), which implies that \(z = \sqrt{(\tilde{g}^{-1})^{ab} \partial_a u \partial_b u}\). The desired identity \((3.25)\) now follows from this identity and \((3.24)\).

### 3.5. Geometric coordinates

In this section, we construct the geometric coordinate system \((t, u, \vartheta^1, \vartheta^2)\) that plays a fundamental role in our analysis.

As a first step, we construct a smooth oriented atlas \(\{(D_i, \vartheta^1_i, \vartheta^2_i)\}_{i=1,2,3,4}\) on the Euclidean unit sphere \(S_{0,0} \simeq S^2\). The precise structure of the atlas is not very important for our analysis, but on occasion we will derive estimates for the coordinate functions themselves. Hence, for concreteness, we let \(0 < \vartheta^1_i < \pi\) and \(0 < \vartheta^2_i < 2\pi\) be standard spherical coordinate functions defined on all of \(S^2\) (viewed as a subset of \(\mathbb{R}^3\)) except for a single closed great half-circle joining the north and south poles. We let \(\tilde{D}_1\) be the corresponding open subset of \(S^2\). Let \(D_1 \subset \tilde{D}_1\) be the subset corresponding to restricting the range of \(\vartheta^1_i\) to \((\pi/8, 7\pi/8)\) and the range of \(\vartheta^2_i\) to \((0, 15\pi/8)\), and, for \(j = 1, 2\), let \(\vartheta^1_j\) be the restriction of \(\vartheta^1_i\) to \(D_j\). We have therefore constructed the chart \((D_1, \vartheta^1_1, \vartheta^2_1)\). Next, it is easy to see that by moving the chart \((D_1, \vartheta^1_1, \vartheta^2_1)\) with Euclidean rotations, we can obtain three similar

\[\text{Note that at } t = 0, \partial_t u = -x^t/r.\]
charts \{(\mathbb{D}_i, \vartheta_1^i, \vartheta_2^i)\}_{i=2,3,4} such that \(S^2 = \bigcup_{i=1}^4 \mathbb{D}_i\). We have therefore constructed our atlas. Note that for \(i = 1, 2, 3, 4\), the \((\vartheta_1^i, \vartheta_2^i)\) are coordinate functions on \(\mathbb{D}_i\) that could be smoothly extended to a larger open region containing the closure of \(\mathbb{D}_i\) in its interior.

**Definition 3.21** *(Standard atlas on \(S^2)*). We refer to the above atlas as the standard atlas on \(S^2\).

**Remark 3.22** *(Suppression of the precise coordinate chart)*. Throughout the monograph, we typically suppress the set \(\mathbb{D}_i\) and the index \(i\) and simply refer to the above coordinates as \((\vartheta_1^i, \vartheta_2^i)\).

We now (inwardly) extend the local coordinate functions \((\vartheta_1^i, \vartheta_2^i)\) from \(S^2_0, U_0 \simeq S^2\) to the region \(\Sigma_{U_0} = \cup_{u \in [0, U_0]} S_{0,u} \subset \Sigma_{U_0}^0\) by using the Euclidean radial vectorfield \(-\partial_r = -\frac{x^a}{r} \partial_a\) to transport them, \((A = 1, 2)\):

\[-\partial_r \vartheta^A|_{\Sigma_{U_0}^0} = 0.\]

**Remark 3.23** *(How to think about the \(\vartheta^A\) along \(\Sigma_0)*). Equation \((3.28)\) implies that the \(\vartheta^A\) are local coordinates on the Euclidean spheres of constant \(r\) in \(\Sigma_0\). That is, along \(\Sigma_0\), we may identify \((\vartheta^1, \vartheta^2)\) with Euclidean angular coordinates \((\theta^1, \theta^2)\), and we may think of \((r, \vartheta^1, \vartheta^2) = (r, \theta^1, \theta^2)\) as a standard Euclidean spherical coordinate system.

We now extend \((\vartheta^1, \vartheta^2)\) to \(S_{t,u}\) for \(t > 0\) and \(u \in [0, U_0]\) by using the \(g\)-null vectorfield \(L\) to transport them. That is, for \(A = 1, 2\), we impose

\[L \vartheta^A = 0.\]  

**Definition 3.24** *(Geometric coordinates)*. We refer to the functions \((t, u, \vartheta^1, \vartheta^2)\) induced on spacetime regions of the form \(M_{T,U_0}\) as the geometric coordinates.

We denote the geometric coordinate partial derivative vectorfields by

\[
\frac{\partial}{\partial t}, \frac{\partial}{\partial u}, \frac{\partial}{\partial \vartheta^1}, \frac{\partial}{\partial \vartheta^2}.
\]

**Remark 3.25** *(Different ways to think about \(\vartheta)*). Note that we are slightly abusing notation by using the symbols \(\vartheta^A\) to denote local coordinate functions on \(S^2\) and also the corresponding coordinate functions induced on \(M_{T,U_0}\), obtained by solving \((3.29)\) subject to the initial conditions on \(\Sigma_{U_0}^0\) described just above \((3.29)\). Equivalently, we are identifying the coordinate function pair \((\vartheta^1, \vartheta^2)\) on \(M_{T,U_0}\) with the corresponding point \(\vartheta\) belonging to \(S_{0,0} \simeq S^2\). We often make these identifications throughout the monograph; the precise meaning of the symbol “\(\vartheta\)” will always be clear from context.

Since \(Lt = 1\) and \(Lu = L \vartheta^A = 0\), \((A = 1, 2)\), it follows that relative to the geometric coordinates, we have

\[L = \frac{\partial}{\partial t} = \frac{\partial}{\partial t}|_{u, \vartheta^1, \vartheta^2}.\]

We often use the identity \((3.31)\) in our analysis.

---

3 Just below, we will construct an extension of \((\vartheta^1, \vartheta^2)\) to \(\Sigma_t\) for \(t > 0\). Our construction is such that the \((\vartheta^1, \vartheta^2)\) do not generally coincide with Euclidean angular coordinates on \(\Sigma_t\).
3.6. Frames

Definition 3.26 (X₁ and X₂). X₁ and X₂ are the locally defined Sₜ,ᵤ−tangent vectorfields

\[ X₁ = \frac{\partial}{\partial \vartheta₁} := \frac{\partial}{\partial \vartheta₁}|_{t, u, \vartheta₂}, \quad X₂ = \frac{\partial}{\partial \vartheta₂} := \frac{\partial}{\partial \vartheta₂}|_{t, u, \vartheta₁}. \]

Remark 3.27 (The meaning of ξₐ). We often denote the contraction of a one-form ξ against the Sₜ,ᵤ frame vectors \{X₁, X₂\} by using the abbreviated notation \(\xi = \xi a Xₐ\). We use similar abbreviations when contracting other types of tensors against vectors; see Sect. 3.8.

Remark 3.28 (Cₖ−equivalent differential structures until shock formation). We often silently identify spacetime regions of the form \(Mₜ,U₀\) (see definition (3.6e)) with the region \([0, t] \times [0, U₀] \times S²\) corresponding to the geometric coordinates. This identification is justified by the fact that during the classical lifespan of the solution, the differential structure on \(Mₜ,U₀\) corresponding to the geometric coordinates is Cₖ−equivalent, for some large positive integer \(k\), to the differential structure on \(Mₜ,U₀\) corresponding to the rectangular coordinates. The equivalence is captured by the fact that the change of variables map \(Υ\) (see Sect. 3.18) from geometric to rectangular coordinates is differentiable with a differentiable inverse, until a shock forms; see Theorem 22.1. However, at points where \(µ\) vanishes and the rectangular derivatives of \(Ψ\) blow-up (see inequality (22.11)), the inverse map \(Υ⁻¹\) becomes singular and the equivalence of the differential structures breaks down as well.

3.6. Frames

In this section, we define the vectorfield frames that we use in our analysis.

Definition 3.29 (Vectorfield frames). We define the following vectorfield frames, where the vectorfield elements are defined in Sects. 3.4 and 3.5.

- \(\{L, \tilde{R}, X₁, X₂\}\) denotes the rescaled frame.
- \(\{L, R, X₁, X₂\}\) denotes the non-rescaled frame.
- \(\{L, \tilde{L}, X₁, X₂\}\) denotes the rescaled null frame.
- \(\{L, L, X₁, X₂\}\) denotes the non-rescaled null frame.

Remark 3.30 (The span of the frame vectorfields). The analysis of Sect. 3.18 can be used to show that for the small-data solutions that we study, \(\{L, \tilde{R}, X₁, X₂\}\) and \(\{L, \tilde{L}, X₁, X₂\}\) have span equal to \(\text{span}\{\partialₐ\}_{ₐ=0,1,2,3}\) at each point where \(µ > 0\).

However, these two frames degenerate relative to \(\{\partialₐ\}_{ₐ=0,1,2,3}\) when \(µ\) vanishes in the sense that the Euclidean length of \(\tilde{R}\) and \(\tilde{L}\), viewed as vectors on \(\mathbb{R}⁴\), goes to 0 as \(µ \to 0\); see also Remark 2.11. In contrast, the estimates of Theorem 22.1 can be used to show that for small-data solutions, the frames \(\{L, R, X₁, X₂\}\) and \(\{L, L, X₁, X₂\}\) do not degenerate relative to \(\{\partialₐ\}_{ₐ=0,1,2,3}\) as \(µ \to 0\).
3.7. The future null condition failure factor

We now define the function \((\pm)\mathbb{N}\), which depends on the structure of the non-linearities and is of fundamental importance in determining whether or not shocks can form to the future.

**Definition 3.31 (The future null condition failure factor).** We define the scalar-valued future null condition failure factor \((\pm)\mathbb{N}\) by

\[
(\pm)\mathbb{N} := G_{\alpha\beta}(\Psi = 0) \frac{L^\alpha_{(Flat)}}{L_{(Flat)}}
\]

where \(G_{\alpha\beta}\) is defined in (2.14), \(L_{(Flat)} = \partial_t + \frac{x^a}{r} \partial_a\) is the standard outgoing Minkowski-null, Minkowski-geodesic vectorfield and \(r = \sqrt{\sum_{a=1}^{3} (x^a)^2}\) is the standard Euclidean radial coordinate.

We also define \((\pm)\mathbb{N}\), relative to the geometric coordinates, by (see Remark 3.32)

\[
(\pm)\mathbb{N}(t,u,\vartheta) = (\pm)\mathbb{N}(\vartheta) := (\pm)\mathbb{N}(t = 0, u = 0, \vartheta) = (\pm)\mathbb{N}(t = 0, u, \vartheta).
\]

As we explained in Sect. 2.3, \((\pm)\mathbb{N}\) is the coefficient of the dangerous slow decaying quadratic terms in the wave equation \(\Box g(\Psi)\Psi = 0\) in the region \(\{t \geq 0\}\). In particular, when \((\pm)\mathbb{N} \equiv 0\), Klainerman’s work \([47]\) and Christodoulou’s work \([15]\) both yield small-data global existence.

**Remark 3.32 (The dependence of \((\pm)\mathbb{N}\) on various coordinates).** Note that \((\pm)\mathbb{N}\) can be viewed as a function depending only on \(\vartheta = (\theta^1, \theta^2)\), where \(\theta^1\) and \(\theta^2\) are local angular coordinates corresponding to spherical coordinates on Minkowski spacetime. Furthermore, at \(t = 0\), our geometric coordinates \((\vartheta^1, \vartheta^2)\) coincide with \((\theta^1, \theta^2)\), and \(L^\alpha_{(Flat)}|_{t=0}\) does not depend on \(u\). It follows that relative to the geometric coordinates \((t, u, \vartheta)\), the right-hand side of (3.34) is a function of \(\vartheta\) alone.

**Remark 3.33 (The role of \((\pm)\mathbb{N}\)).** The point of introducing \((\pm)\mathbb{N}\) is that it is a good approximation to \((\pm)\mathbb{N}\) (see Lemma 12.49) that has the added advantage of being constant along the integral curves of \(L\) (along which \(u\) and \(\vartheta\) are fixed). This property sometimes makes \((\pm)\mathbb{N}\) slightly easier to work with compared to \((\pm)\mathbb{N}\).

**Remark 3.34 (Past null condition failure factor).** We could also study shock formation in the region \(\{t \leq 0\}\). In this case, the relevant analog of \((\pm)\mathbb{N}\) is the past null condition failure factor \((-\mathbb{N})\), which is defined by replacing \(L_{(Flat)}\) with \(-\partial_t + \partial_r\) in equation (3.33). Note that \(-\partial_t + \partial_r\) is an outgoing Minkowski-null vectorfield in the region \(\{t \leq 0\}\). It is straightforward to see that \((\pm)\mathbb{N}\) is nontrivial if and only if \((-\mathbb{N})\) is nontrivial. In fact, because the quantities \(G_{\alpha\beta}(\Psi = 0)\) in (3.33) are constants, \((\pm)\mathbb{N}\) and \((-\mathbb{N})\) have the same range.

3.8. Contraction and component notation

In this section, we define some contraction and component notation that we use throughout the monograph.
\[ \xi_{\nu W} := \xi_{\alpha \beta} V^\alpha W^\beta. \]

Similarly, if \( \xi \) is a type \( (3,0) \) spacetime tensor, then we define the contraction
\[ \xi_{\nu W} := \xi^{\alpha \beta} V_{\alpha W}. \]

If \( V \) is a spacetime vector, then we write
\[ V = V^L L + V^R R + V^A A \]

to denote the decomposition of \( V \) relative to the rescaled frame \( \{L, R, X_1, X_2\} \) of Def. 3.29. In particular, \( V^L, V^R, \) and \( V^A, \) \( (A = 1, 2), \) are scalars.

We use similar contraction and component notation for tensors \( \xi \) of any type.

**Remark 3.36 (S\(_{t,u}\) contraction abbreviations).** As we noted in Remark 3.27, we often use abbreviations such as \( \xi_A := \xi_{X_A} \) when contracting against the \( S_{t,u} \)
frame vectors \( X_1 \) and \( X_2. \)

**Remark 3.37 (Expansion of a vectorfield relative to the rescaled frame).**
It is straightforward to verify, with the help of Lemma 3.19, that
\[ V^L = -V_L - \mu^{-1}V_R, \quad V^R = -\mu^{-1}V_L, \quad V^A = (\tilde{g}^{-1})^{AB} V_B. \]

### 3.9. Projection operators and tensors along submanifolds

In this section, we define two important projection operators. We then provide the closely related definitions of \( \Sigma_t^{U_0} \) tensors and \( S_{t,u} \) tensors.

**Definition 3.38 (Projection operators).** Let \( N = L + R \) be the future-directed unit-normal to \( \Sigma_t^{U_0} \) (see Lemma 3.19) and let \( \delta^\mu_{\nu} \) be the standard Kronecker delta. We define the \( \Sigma_t^{U_0} \) projection operator \( \Pi \) and the \( S_{t,u} \) projection operator \( \bar{\Pi} \) to be the following type \( (1,1) \) spacetime tensorfolds \( (\mu, \nu = 0, 1, 2, 3) \):
\[
\begin{align*}
\Pi^\mu_{\nu} := \delta^\mu_{\nu} - N_{\nu} N^\mu - \delta^\mu_{\nu} N^\mu, \\
\bar{\Pi}^\mu_{\nu} := \delta^\mu_{\nu} + R_{\nu} L^\mu + L_{\nu} (L^\mu + R^\mu) - \delta^\mu_{\nu} L^\mu + L_{\nu} R^\mu.
\end{align*}
\]

We note that the second equality in (3.39b) holds by virtue of (2.3) (see Lemma 4.3 for additional details).

It is straightforward to verify that \( \Pi^\mu_{\nu} N^\nu = \Pi^\mu_{\nu} N^\mu = 0 \) and that \( \Pi^\mu_{\nu} V^\nu = V^\mu \) for \( \Sigma_t^{U_0} \)-tangent vectors \( V \). Similarly, it is straightforward to verify that \( \Pi^\mu_{\nu} L^\nu = \Pi^\mu_{\nu} R^\nu = \Pi^\mu_{\nu} R_\mu = 0 \) and that \( \Pi^\mu_{\nu} Y^\nu = Y^\mu \) for \( S_{t,u} \)-tangent vectors \( Y \).

Furthermore, it is straightforward to verify (see Lemma 4.3 for additional details) that the following alternate expressions hold relative to the rectangular coordinates \( (i, j = 1, 2, 3) \) and \( \mu, \nu = 0, 1, 2, 3 \):
\[
\begin{align*}
\Pi^i_j = \delta^i_j - R_j R^i, \\
\Pi^0_i = 0, \\
\Pi^i_0 = 0,
\end{align*}
\]

where \( \delta^i_j \) is the standard Kronecker delta. In particular, all “0-containing components” of \( \Pi \) completely vanish, a fact that we often use in our analysis.
Definition 3.39 \textbf{(Projections of tensors onto $\Sigma_t^{U_0}$ and $S_{t,u}$).} If $\xi_{\mu_1^*\cdots\mu_m}$ is a type $\binom{m}{n}$ spacetime tensor, then the projections of $\xi$ onto $\Sigma_t^{U_0}$ and $S_{t,u}$ are respectively the type $\binom{m}{n}$ tensors $\Pi_\xi$ and $\Pi_\xi$ with the following components:

\begin{align*}
(3.41a) & \quad (\Pi_\xi)_{\mu_1^*\cdots\mu_m} := \sum_{\nu_1^1 \cdots \nu_m} \xi_{\mu_1 \cdots \mu_m \nu_1 \cdots \nu_m} \gamma_{\nu_1} \cdots \gamma_{\nu_m}, \\
(3.41b) & \quad (\Pi_\xi)_{\mu_1^*\cdots\mu_m} := \sum_{\nu_1^1 \cdots \nu_m} \xi_{\mu_1 \cdots \mu_m \nu_1 \cdots \nu_m} \gamma_{\nu_1} \cdots \gamma_{\nu_m}.
\end{align*}

Definition 3.40 \textbf{($S_{t,u}$ projection notation).} If $\xi$ is a spacetime tensor, then we define

\begin{equation}
(3.42) \quad \xi := \Pi_\xi.
\end{equation}

If $\xi$ is a symmetric type $\binom{0}{2}$ spacetime tensor and $V$ is a spacetime vectorfield, then we define

\begin{equation}
(3.43) \quad \xi_V := \Pi(\xi_V),
\end{equation}

where $\xi_V$ is the spacetime one-form with components $\xi_{\alpha\nu} V^\alpha$, $(\nu = 0, 1, 2, 3)$.

In our analysis, we estimate two kinds of quantities: scalar functions and $S_{t,u}$ tensorfields.

Definition 3.41 \textbf{($\Sigma_t^{U_0}$ and $S_{t,u}$ tensors).} Let $\xi$ be a spacetime tensor. We say that $\xi$ is a $\Sigma_t^{U_0}$ tensor if

\begin{equation}
(3.44) \quad \Pi_\xi = \xi.
\end{equation}

Similarly, we say that $\xi$ is an $S_{t,u}$ tensor if

\begin{equation}
(3.45) \quad \Pi_\xi = \xi.
\end{equation}

It is easy to show that $\xi$ is a $\Sigma_t^{U_0}$ tensor if and only if any contraction of any downstairs index of $\xi$ against $N$ necessarily results in 0, and any contraction of any upstairs index of $\xi$ against the $g$–dual of $N$ necessarily results in 0. Similarly, it is easy to show that $\xi$ is an $S_{t,u}$ tensor if and only if any contraction of any downstairs index of $\xi$ against either $L$ or $R$ necessarily results in 0, and any contraction of any upstairs index of $\xi$ against either the $g$–dual of $L$ or the $g$–dual of $R$ necessarily results in 0.

Remark 3.42 \textbf{(Inherent $S_{t,u}$ tensors vs. $S_{t,u}$ tensors embedded in spacetime).} Throughout this monograph, we alternate back and forth between viewing $S_{t,u}$ tensors as tensors that are inherent to the two-dimensional spheres $S_{t,u}$ and viewing $S_{t,u}$ tensors as spacetime tensors with the properties\footnote{Note that given any $S_{t,u}$—inherent tensor $\xi$ defined at a point $p \in S_{t,u}$, there is a unique spacetime tensor $\xi$ defined at $p$ such that $\xi = \Pi_\xi$ and such that, under the conventions of Def. 3.35 and Remark 3.36, we have the identity $\xi_{B_1^1 \cdots B_m^m} = \xi_{B_1^1 \cdots B_m^m}$ for $A_1, \cdots, A_m, B_1, \cdots, B_n \in \{1, 2\}$. When we alternate back and forth between the two points of view, it is always with this unique extension in mind. Similar remarks apply to $\Sigma_t^{U_0}$ tensors.} (3.45). That is, roughly speaking, we identify $\xi_{B_1^1 \cdots B_m^m} = \tilde{\xi}_{B_1^1 \cdots B_m^m}$. When it comes to performing calculations, both points of view can be helpful, depending on the situation at hand. Similar remarks apply to $\Sigma_t^{U_0}$ tensors. For example, in this way, we may identify the tensorfields $g$ and $\hat{g}$ from Def. 3.8 respectively with $\Pi g$ and $\Pi \hat{g}$.
3.10. Expressions for the metrics and volume form factors

In this section, we provide some expressions for the metrics and volume form factors that we use in our analysis. We start with a lemma that clarifies that the vectorfield $\tilde{R}$ is related to, but not generally equal to the geometric coordinate partial derivative $\frac{\partial}{\partial u}$.

**Lemma 3.43 (The vectorfield $\Xi$).** There exists an $S_t, u$–tangent vectorfield $\Xi$ such that

$$\tilde{R} = \frac{\partial}{\partial u} - \Xi,$$  \hfill (3.46)

where the $-$ sign in front of $\Xi$ is a convention.

**Proof.** The lemma is a simple consequence of (3.23a). \hfill \Box

We now derive an evolution equation for $\Xi$.

**Lemma 3.44 (Transport equation verified by $\Xi$).** The $S_t, u$–tangent vectorfield $\Xi$ verifies the following transport equation:

$$L \Xi^A = [L, \Xi]^A = -[L, \tilde{R}]^A,$$  \hfill (3.47)

where $[,]$ denotes the Lie bracket of two vectorfields.

**Proof.** Lemma 3.44 follows easily from equation (3.46) and the identities $[\frac{\partial}{\partial u}, L] = [L, X_A] = [\frac{\partial}{\partial u}, X_A] = 0$. \hfill \Box

We now provide the components of $g$ and $\tilde{g}$ relative to the geometric coordinates.

**Lemma 3.45 (Components of $g$ and $\tilde{g}$ relative to the geometric coordinates).** We can express the spacetime metric $g$ relative to the geometric coordinates $(t, u, \vartheta^1, \vartheta^2)$ as

$$g = -\mu dt \otimes du - \mu du \otimes dt + \mu^2 du \otimes du + \tilde{g}_{AB}(d\vartheta^A + \Xi^A du) \otimes (d\vartheta^B + \Xi^B du),$$  \hfill (3.48)

where $\Xi$ is the $S_t, u$–tangent vectorfield from Lemma 3.43.

Furthermore, we can express the first fundamental form $\tilde{g}$ of $\Sigma_{t_0}^U$ as follows relative to the geometric coordinates $(u, \vartheta^1, \vartheta^2)$ induced on $\Sigma_{t_0}^U$:

$$\tilde{g} = \mu^2 du \otimes du + \tilde{g}_{AB}(d\vartheta^A + \Xi^A du) \otimes (d\vartheta^B + \Xi^B du).$$  \hfill (3.49)

**Proof.** We prove only (3.48) since (3.49) can be proved in a similar fashion. Since $L = \frac{\partial}{\partial t}$ is null, it follows from (3.31) that the coefficient of $dt \otimes dt$ in (3.48) is 0. Next, since $g(L, X_A) = 0$, it follows from (3.31) that the coefficients of $dt \otimes d\vartheta^A$ and $d\vartheta^A \otimes dt$ in (3.48) are 0. Next, using (3.31), (3.20d), and (3.46), we compute that $g(\frac{\partial}{\partial t}, \frac{\partial}{\partial u}) = g(L, \tilde{R}) = -\Xi^A g(L, X_A) = \bar{g}(L, \tilde{R}) = -\mu$. This yields...
the terms $-\mu dt \otimes du - \mu dv \otimes dt$. Similarly, it follows from (3.20b) and (3.46) that 
$g(\frac{\partial}{\partial u}, \frac{\partial}{\partial t}) = \mu^2 + \Xi^A B g(A, B) = \mu^2 + \hat{g}_{AB} \Xi^A B$, which yields the term 
$(\mu^2 + \hat{g}_{AB} \Xi^A B) du \otimes du$. Next, since $g(A, B) = \hat{g}(A, B) = \hat{g}_{AB}$, it follows 
that the coefficient of $du \otimes du$ in (3.48) is $\hat{g}_{AB}$. Finally, since (3.46) implies that 
$0 = g(\hat{R}, X_A) = g(\frac{\partial}{\partial u}, X_A) - \Xi^B g(X_B, X_A) = g(\frac{\partial}{\partial u}, X_A) - \hat{g}_{AB} \Xi^B$, we conclude 
that the coefficients of $du \otimes d\theta^A$ and $d\theta^A \otimes du$ in (3.48) are equal to $\hat{g}_{AB} \Xi^B$. 

We now provide expressions for the geometric volume form factors of $g$ and $\hat{g}$: 
see Def. 3.67 for the definitions of the volume forms.

**Corollary 3.46 (The geometric volume form factors of $g$ and $\hat{g}$).** Let 
$g$ and $\hat{g}$ be the first fundamental forms from Def. 3.8 (see Footnote 7). Then we 
have the following identities:

\begin{align*}
(3.50a) \quad |\det g| &= \mu^2 \det \hat{g}, \\
(3.50b) \quad \det g &= \mu^2 \det \hat{g}.
\end{align*}

In (3.50a), the determinant on the left-hand side is taken relative to the geometric coordinates 
$(t, u, \vartheta^1, \vartheta^2)$ and the determinant on the right-hand side is taken relative to 
the geometric coordinates $(\vartheta^1, \vartheta^2)$ induced on $\Sigma_{1,0}$. Similarly, in (3.50b), 
the determinant on the left-hand side is taken relative to the geometric coordinates 
$(u, \vartheta^1, \vartheta^2)$ induced on $\Sigma_{1,0}$ while the determinant on the right-hand side is taken 
relative to the geometric coordinates $(\vartheta^1, \vartheta^2)$ induced on $\Sigma_{1,0}$.

**Proof.** To prove (3.50a), we first note that since both sides of (3.50a) have 
the same transformation properties with respect to changes of angular coordinates 
of the form $\vartheta^1 = f^1(u, \vartheta^1, \vartheta^2)$, $\vartheta^2 = f^2(u, \vartheta^1, \vartheta^2)$ (where the $f^A$ are the coordinate transformation functions), it suffices to show that (3.50a) holds for a well-chosen version 
$(\vartheta^1, \vartheta^2)$ of such angular coordinates. To this end, we fix $t$ and endow $\Sigma_{1,0}$ 
with local coordinates $(u, \vartheta^1, \vartheta^2)$ (where $u$ is the usual eikonal function) in such a 
way that $\hat{R} = \frac{\partial}{\partial u} |_{\vartheta^1, \vartheta^2}$. To achieve this construction, we set $\tilde{\vartheta}^A := \vartheta^A$ along $\Sigma_{1,0}$ 
and then (inwardly) transport $\tilde{\vartheta}^A$ with $\hat{R}$, that is, $\hat{R} \tilde{\vartheta}^A = 0$. We then extend the coordinates $\tilde{\vartheta}^A$ off of $\Sigma_{1,0}$ by demanding that $[L, \tilde{\vartheta}^A] = 0$. Relative to these new 
local coordinates $(t, u, \tilde{\vartheta}^1, \tilde{\vartheta}^2)$, the identity (3.48) holds along $\Sigma_{1,0}$, but with $g_{AB}$ 
replaced by $g(f^1 \frac{\partial}{\partial \tilde{\vartheta}^A}, f^2 \frac{\partial}{\partial \tilde{\vartheta}^B})$, $d\vartheta$ replaced by $d\tilde{\vartheta}$, and $\Xi$ replaced by $0$. Hence, relative 
to these new coordinates, the identity (3.50a) follows from a simple computation 
based on the block form of the metric (along $\Sigma_{1,0}$).

The identity (3.50b) can be proved in a similar fashion with the help of the identity (3.49), and we omit the details. 

**Lemma 3.47 (The metrics in terms of the frame vectorfields).** Let $L$ 
and $\hat{L}$ be the vectorfields from Def. 3.13 and let $\hat{g}$ be the first fundamental form of 
$\Sigma_{1,0}$ from Def. 3.8. Then the following identities hold (we note that the meaning of
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\( g_{\mu\nu} \) and \((g^{-1})^{\mu\nu}\) is clarified in Remark 3.42:

\[
(3.51a) \quad g_{\mu\nu} = -\frac{1}{2} \mu^{-1} \left( L_{\mu} L_{\nu} + \bar{L}_{\mu} L_{\nu} \right) + g_{\mu\nu},
\]

\[
(3.51b) \quad (g^{-1})^{\mu\nu} = -\frac{1}{2} \mu^{-1} \left( L^{\mu} L^{\nu} + \bar{L}^{\mu} L^{\nu} \right) + (g^{-1})^{\mu\nu}.
\]

In addition, let \( \bar{R} \) and \( R \) be the vectorfields from Def. 3.18. Then the following identities hold:

\[
(3.52a) \quad g_{\mu\nu} = -L_{\mu} L_{\nu} - \mu^{-1}(L_{\mu} \bar{R}_{\nu} + \bar{R}_{\mu} L_{\nu}) + g_{\mu\nu},
\]

\[
(3.52b) \quad (g^{-1})^{\mu\nu} = -L^{\mu} L^{\nu} - \mu^{-1}(L^{\mu} \bar{R}^{\nu} + \bar{R}^{\mu} L^{\nu}) + (g^{-1})^{\mu\nu},
\]

\[
(3.52c) \quad (g^{-1})^{\mu\nu} = -\bar{R}^{\mu} \bar{R}^{\nu} - \mu^{-1}((\bar{R}^{\mu} L^{\nu} + L^{\mu} \bar{R}^{\nu}) + (g^{-1})^{\mu\nu},
\]

\[
(3.52d) \quad (g^{-1})^{\mu\nu} = -\bar{R}^{\mu} \bar{R}^{\nu} - \mu^{-1}((\bar{R}^{\mu} L^{\nu} + L^{\mu} \bar{R}^{\nu}) + (g^{-1})^{\mu\nu}.
\]

Moreover, let \( g \) and \( g^{-1} \) be as in Def. 3.8. Then we have the following identities:

\[
(3.53a) \quad g_{ij} = R_{i} R_{j} + g_{ij},
\]

\[
(3.53b) \quad g_{ij} = \mu^{-2} \bar{R}_{i} \bar{R}_{j} + g_{ij},
\]

\[
(3.53c) \quad (g^{-1})^{ij} = R^{i} R^{j} + (g^{-1})^{ij},
\]

\[
(3.53d) \quad (g^{-1})^{ij} = \mu^{-2} \bar{R}^{i} \bar{R}^{j} + (g^{-1})^{ij}.
\]

Finally, we have

\[
(3.54) \quad (g^{-1})^{\mu\nu} = (g^{-1})^{AB} X_{A}^{\mu} X_{B}^{\nu}.
\]

**Proof.** The identity (3.51a) can easily be verified by contracting both sides against all possible pairs of vectors belonging to the rescaled null frame \( \{ L, \bar{L}, X_{1}, X_{2} \} \) and computing, with the help of Lemma 3.19, that both sides agree. The identity (3.54) follows in the same way. The identity (3.51b) then follows from raising the indices of both sides of (3.51a) with \( g^{-1} \) and from the identity \((g^{-1})^{\alpha\beta} \mu^{\alpha} (g^{-1})^{\beta\gamma} = (g^{-1})^{\gamma\nu}\).

Similar arguments yield (3.53a)-(3.53d), except that in deriving them, we contract against all possible pairs of vectors belonging to \( \{ R, X_{1}, X_{2} \} \).

The identities (3.52a)-(3.52d) then follow from using (3.19a)-(3.19b) to substitute for \( \bar{L} \) in (3.51a)-(3.51b). \( \Box \)

### 3.11. The trace and trace-free parts of tensors

We now provide some standard definitions connected to the trace and trace-free part of tensors.

**Definition 3.48 (Trace and trace-free parts of tensors).** If \( \xi \) is a type \((0,2)\) spacetime tensor, then

\[
(3.55) \quad \text{tr}_g \xi := (g^{-1})^{\alpha\beta} \xi_{\alpha\beta}
\]

denotes its \( g \)-trace.

If \( \xi \) is a type \((0,2)\) \( S_{t,u} \) tensor, then

\[
(3.56a) \quad \text{tr}_{g} \xi := (g^{-1})^{AB} \xi_{AB}
\]
denotes its $g$-trace and
\[\hat{\xi}_{AB} := \xi_{AB} - \frac{1}{2} \text{tr}_g \xi_g AB\] denotes its trace-free part.

If $\xi$ and $\omega$ are $S_{t,u}$ covectors, then
\[\left(\xi \otimes \omega\right)_{AB} := \frac{1}{2} \left(\xi_A \omega_B + \xi_B \omega_A\right) - \frac{1}{2} \text{tr}_g \left(\xi \otimes \omega\right) g_{AB}\] denotes the symmetrized trace-free part of the type $\left(\begin{array}{c} 0 \\ 2 \end{array}\right)$ $S_{t,u}$ tensor $\xi \otimes \omega$, where $\left(\xi \otimes \omega\right)_{AB} := \xi_A \omega_B$.

### 3.12. Angular differential

We now define the angular differential of a scalar-valued function.

**Definition 3.49 (Angular differential).** If $f$ is a function, we define $\mathcal{D}f$ to be the $S_{t,u}$ one-form
\[\mathcal{D}f := \mathbb{V} df,\] where $df$ is the standard spacetime differential of $f$ and we are using the notation of Def. 3.40.

Note that $\mathcal{D}_A f = X_A f$ and hence $\mathcal{D}f$ can be viewed as the standard angular differential of $f$ viewed as a function of the geometric angular coordinates $(\vartheta^1, \vartheta^2)$.

**Definition 3.50 (The meaning of $\mathcal{D}_i$).** If $f$ is a function, then for $i = 1, 2, 3$,
\[\mathcal{D}_i f := \left(\mathcal{D}f\right) \cdot \partial_i = \mathbb{V}^a \partial_a f\] denotes the $i^{th}$ component of the $S_{t,u}$ one-form $\mathcal{D}f$ relative to the rectangular coordinate frame.

In the next lemma, we compute the angular differential of the rectangular coordinate functions.

**Lemma 3.51 (Angular differential of the $x^i$).** Let $\mathbb{V}$ be the $S_{t,u}$ projection from Def. 3.38 and let $x^i$ be the rectangular spatial coordinate function. Then the following identities hold relative to the rectangular coordinates $(i, j = 1, 2, 3)$:
\[\mathcal{D}_j x^i = \mathbb{V}^i_j.\]

Furthermore, we have (for $A = 1, 2$ and $i = 1, 2, 3$)
\[\mathcal{D}_A x^i = X_A^i.\]

**Proof.** To prove (3.60), we use the definition of $\mathcal{D}x^i$ and the identity $\partial_a x^i = \delta^i_a$ to compute that $\mathcal{D}_j x^i = \mathbb{V}^i_j$ as desired. To prove (3.61), we contract $X_A^i$ against both sides of (3.60). The left-hand side clearly results in $\mathcal{D}_A x^i$, while since $X_A$ is $S_{t,u}$-tangent, the right-hand side results in $X_A^i$ as desired.
3.13. Musical notation

In this section, we define our use of the symbols “$\#$” and “♭.”

**Definition 3.52 (Sharp and flat notation).** If $\xi$ is an $S_{t,u}$ covector, then we define $\xi^\#$ to be the $\hat{g}$–dual of $\xi$, which is an $S_{t,u}$–tangent vector. That is, $(\xi^\#)^A := (g^{-1})^{AB}\xi_B$. We often abbreviate $\xi^A := (\xi^\#)^A$.

If $Y$ is an $S_{t,u}$–tangent vector, then we define $Y^\#$ to be the $\hat{g}$–dual of $Y$, which is an $S_{t,u}$ covector. That is, $(Y^\#)^A := (g^{-1})_{AB}Y^B$. We often abbreviate $Y_A := (Y^\#)_A$.

Similarly, if $\xi$ is a symmetric type $(0,2) S_{t,u}$ tensor, then we define its $\hat{g}$–dual $\xi^\#$ to be the type $(1,1) S_{t,u}$ tensor with $A, B$ component equal to $(g^{-1})^{AC}\xi_{CB}$, and its $\hat{g}$–double dual $\xi^{\#\#}$ to be the symmetric type $(0,0) S_{t,u}$ tensor with $A, B$ component equal to $(g^{-1})^{AC}(g^{-1})^{BD}\xi_{CD}$.

We use similar notation to denote the $\hat{g}$–duals of general type $(m,0)$ and type $(0,n)$ $S_{t,u}$ tensors, and we use abbreviations similar to the ones mentioned above for vectors and covectors.

3.14. Pointwise norms

Unless we explicitly state otherwise, we measure the pointwise norms of $S_{t,u}$ tensors relative to the metric $\hat{g}$. In the following definition, we make this precise.

**Definition 3.53 (Norm of $S_{t,u}$ tensors relative to $\hat{g}$).** Let $\xi$ be a type $(m,n)$ $S_{t,u}$ tensor with rectangular components $\xi_{\mu_1\cdots\mu_m}^{\nu_1\cdots\nu_n}$ and $S_{t,u}$ components $\xi_{A_1\cdots A_m}^{B_1\cdots B_n}$. We define $|\xi|^2$, the square of the norm of $\xi$, as follows:

$$
|\xi|^2 := g_{\mu_1\nu_1}\cdots g_{\mu_m\nu_m}(g^{-1})^{\nu_11}\cdots (g^{-1})^{\nu_m1}\xi_{\nu_1\cdots\nu_m}^{1\cdots1}\xi_{\nu_1\cdots\nu_m}^{1\cdots1} = g_{A_1\tilde{A}_1}\cdots g_{A_m\tilde{A}_m}(g^{-1})^{\tilde{B}_11}\cdots (g^{-1})^{\tilde{B}_m1}\xi_{\tilde{B}_1\cdots\tilde{B}_m}^{A_1\cdots A_m}\xi_{\tilde{B}_1\cdots\tilde{B}_m}^{A_1\cdots A_m}.
$$

3.15. Lie derivatives and projected Lie derivatives

In this section, we provide the standard definition of the Lie derivative of a tensorfield. We then define several related Lie derivative operators involving projections.

**Definition 3.54 (Lie derivatives).** If $V^\mu$ is a spacetime vectorfield and $\xi_{\mu_1\cdots\nu_n}^{\mu_1\cdots\mu_n}$ is a type $(m,n)$ spacetime tensorfield, then relative to the rectangular coordinates, the Lie derivative of $\xi$ with respect to $V$ is the type $(m,n)$ spacetime tensorfield $\mathcal{L}_V \xi$ with the following components:

$$
\mathcal{L}_V \xi_{\mu_1\cdots\nu_n}^{\mu_1\cdots\mu_n} := V^\alpha \partial_\alpha \xi_{\mu_1\cdots\nu_n}^{\mu_1\cdots\mu_n} - \sum_{a=1}^m \xi_{\mu_1\cdots\mu_a-1\alpha\mu_{a+1}\cdots\mu_n}^{\mu_1\cdots\mu_n} \partial_\alpha V^\mu_a + \sum_{b=1}^n \xi_{\mu_1\cdots\nu_b-1\alpha\nu_{b+1}\cdots\nu_n}^{\mu_1\cdots\nu_n} \partial_\alpha V^\nu_a.
$$

In addition, when $V$ and $W$ are both vectorfields, we often use the standard Lie bracket notation $[V, W] := \mathcal{L}_V W$.\footnote{Throughout the monograph, we treat indices decorated with a tilde, such as $\tilde{A}$, in the same way as their non-decorated counterparts.}
Remark 3.55 (Pullback formulation of Lie differentiation). On occasion, we will use the following equivalent formula for Lie differentiation with respect to a spacetime vectorfield \( V \) (see, for example, [77], Appendix C) and note that a different notation for the pullback operator is used there):

\[
L_V^{\mu_1, \ldots, \mu_m} \xi^{\nu_1, \ldots, \nu_n} = \left. \frac{d}{d\lambda} \right|_{\lambda=0} (\varphi^*_\lambda(\xi))^{\mu_1, \ldots, \mu_m}_{\nu_1, \ldots, \nu_n}.
\] (3.64)

In (3.64), \( \varphi_{(\lambda)} : M_{t,u} \to M_{t,u} \) is the flow map of \( V \) and \( \varphi^*_\lambda(\xi) \) is the pullback of \( \xi \) by \( \varphi_{(\lambda)} \), which takes the following form relative to an arbitrary coordinate system:

\[
(\varphi^*_\lambda(\xi))^{\mu_1, \ldots, \mu_m}_{\nu_1, \ldots, \nu_n} = (\partial_{\alpha_1} \varphi^\mu_{(\lambda)}) \circ \varphi_{(\lambda)} \cdots (\partial_{\alpha_m} \varphi^\mu_{(\lambda)}) \circ \varphi_{(\lambda)} (\partial_{\beta_1} \varphi^\nu_{(\lambda)}) \cdots (\partial_{\beta_n} \varphi^\nu_{(\lambda)}) \left\{ \xi^{\alpha_1, \ldots, \alpha_m}_{\beta_1, \ldots, \beta_n} \circ \varphi_{(\lambda)} \right\}.
\] (3.65)

By “the flow map of \( V \),” we mean that for each real number \( \lambda \) belonging to a small neighborhood of 0 and each spacetime point \( p \in M_{t,u} \), the four components of \( \varphi_{(\lambda)}(p) \) verify the ODE system \[ \frac{d}{d\lambda} \varphi^\nu_{(\lambda)}(p) = V^\nu \circ \varphi_{(\lambda)}(p) \] and \( \varphi(0) = I \), where \( I \) is the identity map on \( M_{t,u} \). A fundamental result from ODE theory (see, for example, [8], Chapter 2]) is that \( \varphi(-\lambda) = \varphi^\lambda_\nu \).

It is a standard fact that Lie differentiation is coordinate invariant\(^9\) and obeys the Leibniz rule as well as the Jacobi-type identity

\[
L_V L_W \xi - L_W L_V \xi = L_{[V,W]} \xi = L_{L_V W} \xi.
\] (3.66)

In our analysis, we often Lie differentiate contractions of tensorial products of \( S_{t,u} \) tensors and apply the Leibniz rule. Due in part to the special properties (such as those proved below in Lemma 4.10) of the vectorfields that we use to differentiate, the non-\( S_{t,u} \) components of the differentiated factor in the products typically cancel. Therefore, projecting each factor onto the \( S_{t,u} \) after one Lie differentiation does not change the contracted output but has the advantage of forcing all differentiated factors in the product to remain \( S_{t,u} \)-tangent and thus “ready” to be Lie differentiated again. This motivates the following definition.

Definition 3.56 (\( \Sigma_{t}^{U_0} \)-projected and \( S_{t,u} \)-projected Lie derivatives). Let \( \xi \) be a spacetime tensorfield. We define \( L_V \xi \) and \( L^\xi_V \) to respectively be the following \( \Sigma_{t}^{U_0} \) and \( S_{t,u} \) tensorfields:

\[
(\Sigma_{t}^{U_0}) L_V^\xi := \Pi L_V^\xi,
\] (3.67a)
\[
(\Sigma_{t}^{U_0}) L^\xi_V := \Pi L^\xi_V,
\] (3.67b)

where we are using the notation of Def. 3.39. We refer to \( L_V \) as a \( \Sigma_{t}^{U_0} \)-projected Lie derivative operator and \( L^\xi_V \) as an \( S_{t,u} \)-projected Lie derivative operator.

---

\(^9\) That is, the formula (3.63) holds in an arbitrary coordinate system.
Lemma 3.57 (Alternate expression for Lie derivatives of \( S_{t,u} \) tensorfields). If \( \xi_{\mu_1 \cdots \mu_m} \) is a type \((m, n)\) \( S_{t,u} \) tensorfield and \( X \) is an \( S_{t,u} \)-tangent vectorfield, then relative to the rectangular coordinates, we have

\[
\mathcal{L}_X \xi_{\mu_1 \cdots \mu_m} = X^\alpha \nabla_\alpha \xi_{\mu_1 \cdots \mu_m} - \sum_{a=1}^m \xi_{\mu_1 \cdots \mu_{a-1} \alpha \mu_{a+1} \cdots \mu_m} \nabla_\alpha X^{\mu_a} + \sum_{b=1}^n \xi_{\mu_1 \cdots \mu_{b-1} \alpha \nu_{b+1} \cdots \nu_n} \nabla_{\nu_b} X^\alpha.
\]

Proof. By the torsion-free property \( \mathcal{D}_W V - \mathcal{D}_V W = \mathcal{L}_W V \) (valid for all spacetime vectorfields \( W \) and \( V \), equation (3.63) holds for \( V := X \) and with \( \partial \) replaced by \( \mathcal{D} \) on the right-hand side. We then project both sides of the identity onto \( S_{t,u} \) using \( \Pi / \). For \( S_{t,u} \) tensorfields \( \xi, \mathcal{D}_\xi \) and \( \nabla_\xi \) differ only by terms that are \( g \)-orthogonal to \( S_{t,u} \). Hence, the \( S_{t,u} \) projection allows us to replace \( \mathcal{D} \) with \( \nabla / \). We have thus proved (3.68). □

3.16. Second fundamental forms

In this section, we provide the standard definition of the second fundamental forms of \( \Sigma_{t,0} \) and \( S_{t,u} \) relative to the metric \( g \). We then provide some useful expressions for these tensorfields.

Definition 3.58 (Second fundamental form of \( \Sigma_{t,0} \)). Let \( N = L + R \) be the future-directed unit normal to \( \Sigma_t \) (see Lemma 3.19). We define the second fundamental form \( k \) of \( \Sigma_{t,0} \) relative to \( g \) to be the following type \((0, 2)\) \( S_{t,u} \) tensorfield:

\[
k := \frac{1}{2} \mathcal{L}_N g.
\]

Definition 3.59 (Null second fundamental form of \( S_{t,u} \)). We define the null second fundamental form \( \chi \) of \( S_{t,u} \) relative to \( g \) to be the following type \((0, 2)\) \( S_{t,u} \) tensorfield:

\[
\chi := \frac{1}{2} \mathcal{L}_L g.
\]

It follows in a straightforward fashion from definitions (3.69)-(3.70), Def. 3.8 and Remark 3.42 that the following alternate expressions hold:

\[
k = \frac{1}{2} \mathcal{L}_N g,
\]

\[
\chi = \frac{1}{2} \mathcal{L}_L g.
\]

In the next lemma, we provide additional expressions for \( \chi, \mathcal{k} \), and \( \mathcal{k}_R \), where \( \mathcal{k} \) and \( \mathcal{k}_R \) are defined in terms of \( k \) by Def. 3.40.

Lemma 3.60 (Alternate expressions for \( \chi, \mathcal{k} \), and \( \mathcal{k}_R \)). \( \chi \) and \( \mathcal{k} \) are symmetric type \((0, 2)\) \( S_{t,u} \) tensorfields that verify the following identities:

\[
\chi_{AB} = g(\mathcal{D}_A L, X_B),
\]

\[
\mathcal{k}_{AB} = g(\mathcal{D}_A N, X_B).
\]

Furthermore, \( \mathcal{k}_R \) is an \( S_{t,u} \) one-form that verifies the following identity:

\[
\mathcal{k}_{RA} = g(\mathcal{D}_A L, R).
\]
PROOF. The symmetry properties follow trivially from the definitions. We now prove (3.74). Using definition (3.69), the Leibniz rule, the torsion-free property $\mathcal{D}_W - \mathcal{D}_V = [V, W]$, the identity $[X_A, X_B] = 0$, and the identity $g(N, X_A) = 0$, we deduce (3.74) as follows:

\[
2k_{AB} = (\mathcal{L}_N g)(X_A, X_B) = N[g(X_A, X_B)] - g([N, X_A], X_B) - g(X_A, [N, X_B]) = g(\mathcal{D}_N X_A, X_B) + g(X_A, \mathcal{D}_N X_B) - g([N, X_A], X_B) - g(X_A, [N, X_B]) = g(\mathcal{D}_A N, X_B) + g(\mathcal{D}_B N, X_A) = g(\mathcal{D}_A N, X_B) - g(N, \mathcal{D}_A X_B) = 2g(\mathcal{D}_A N, X_B).
\]

The proofs of (3.73) and (3.75) are similar (the proof of the former is based on definition (3.70)), and we omit the details.

\[\square\]

3.17. Frame components, relative to the non-rescaled frame, of the derivatives of the metric with respect to the solution

In this section, we define the components of symmetric type (\(\frac{0}{2}\)) spacetime tensor fields relative to the non-rescaled frame \{L, R, X_1, X_2\}.

DEFINITION 3.61 (Components of $H$ relative to the non-rescaled frame \{L, R, X_1, X_2\}). Given any symmetric type (\(\frac{0}{2}\)) spacetime tensor field $H$ with rectangular components $H_{\mu\nu}$, we define the frame components of $H_{\mu\nu}$ (relative to the frame \{L, R, X_1, X_2\}) to be the scalar-valued functions $H_{LL} := H_{\alpha\beta} L^\alpha L^\beta$, $H_{LR} := H_{\alpha\beta} L^\alpha R^\beta$, and $H_{RR} := H_{\alpha\beta} R^\alpha R^\beta$, the $S_{\lambda\nu}$ one-forms with frame components $H_{LA} := H_{\alpha\beta} L^\alpha X_\beta^A$, $H_{RA} := H_{\alpha\beta} R^\alpha X_\beta^A$, and the symmetric type (\(\frac{0}{2}\)) $S_{\lambda\nu}$ tensor field with frame components $H_{AB} := H_{\alpha\beta} X_\alpha^A X_\beta^B$. We often respectively use the following abbreviations for the latter three tensor fields:

\[
H_L, H_R, H.
\]

We rarely need to distinguish between the various frame components of $H$. Hence, to simplify the presentation, it is convenient to place all of these components into an array and to view them as a single entity. Specifically, we define $H_{\text{(Frame)}}$ and $H^\#_{\text{(Frame)}}$ to be the following arrays:

\[
(3.78a) \quad H_{\text{(Frame)}} := (H_{LL}, H_{LR}, H_{RR}, H_L, H_R, H),
\]
\[
(3.78b) \quad H^\#_{\text{(Frame)}} := \left( H_{LL}, H_{LR}, H_{RR}, H_L^\#, H_R^\#, H^\# \right).
\]

REMARK 3.62 (H is always $G$ or $G'$). In this monograph, the tensor field $H_{\mu\nu}$ from Def. 3.61 will always be equal to either $G_{\mu\nu}$ or $G'_{\mu\nu}$, which are defined in (2.14) and (2.15).

DEFINITION 3.63 (Norm of $H_{\text{(Frame)}}$). We define

\[
(3.79) \quad |H_{\text{(Frame)}}| := |H_{LL}| + |H_{LR}| + |H_{RR}| + |H_L| + |H_R| + |H|,
\]

and similarly for $|H^\#_{\text{(Frame)}}|$.
3.18. The change of variables map

In this section, we introduce the change of variables map from geometric to rectangular coordinates and reveal its basic properties.

**Definition 3.65 (The change of variables map)**. We define \( \Upsilon : [0, T] \times [0, U_0] \times S^2 \rightarrow M_{T,U_0}, \Upsilon(t,u, \vartheta_1, \vartheta_2) = (x^0, x^1, x^2, x^3) \), to be the change of variables map from geometric to rectangular coordinates.

In the next lemma, we compute the Jacobian determinant of \( \Upsilon \). Later, we use the lemma to show that for the solutions of interest, \( \Upsilon \) is a diffeomorphism onto its image as long as \( \mu > 0 \).

**Lemma 3.66 (The Jacobian determinant of the map \( \Upsilon \)).** Let \( \Upsilon \) be the change of variables map from Def. 3.65 and let \( g \) and \( \hat{g} \) be as in Def. 3.8 (see Footnote [7] on pg. [93]). Then the Jacobian determinant of \( \Upsilon \) can be expressed as

\[
\det \frac{\partial (x^0, x^1, x^2, x^3)}{\partial (t, u, \vartheta_1, \vartheta_2)} = \mu (\det g)^{-1/2} \sqrt{\det \hat{g}},
\]

where \( (\det g)^{-1/2} \) is a smooth function of \( \Psi \) in a neighborhood of 0 that verifies \( (\det g)^{-1/2}(0) = 1 \). In (3.81), \( \det g \) is taken relative to the rectangular spatial coordinates and \( \det \hat{g} \) is taken relative to the geometric angular coordinates \( (\vartheta_1, \vartheta_2) \) induced on \( S_{t,u} \).

**Proof.** We claim that for \( A = 1, 2 \) and \( i = 1, 2, 3 \), we have

\[
\begin{align*}
\frac{\partial x^0}{\partial t} &= 1, \quad \frac{\partial x^0}{\partial u} = 0, \quad \frac{\partial x^0}{\partial \vartheta^A} = 0, \\
\frac{\partial x^i}{\partial t} &= L^i, \quad \frac{\partial x^i}{\partial u} = \hat{K}^i + \Xi^i, \quad \frac{\partial x^i}{\partial \vartheta^A} = \phi_A^i x^i = X_A^i \partial_u x^i = X^i_A, 
\end{align*}
\]

where \( \Xi \) is the \( S_{t,u} \)-tangent vectorfield from (3.46). The identities in (3.82) are a straightforward consequence of Def. 3.26, (3.31), and (3.46).
Using \[ (3.82) \], we compute that

\[
\det \left( \frac{\partial (x^0, x^1, x^2, x^3)}{\partial (t, u, \vartheta^1, \vartheta^2)} \right) = \det \begin{pmatrix}
1 & 0 & 0 \\
L^1 & R^1 + \Xi^1 & X^1_1 & X^1_2 \\
L^2 & R^2 + \Xi^2 & X^2_1 & X^2_2 \\
L^3 & R^3 + \Xi^3 & X^3_1 & X^3_2
\end{pmatrix}
\]

\[
= \det \begin{pmatrix}
\tilde{R}^1 & X^1_1 & X^1_2 \\
\tilde{R}^2 & X^2_1 & X^2_2 \\
\tilde{R}^3 & X^3_1 & X^3_2
\end{pmatrix}
+ \det \begin{pmatrix}
\Xi^1 & X^1_1 & X^1_2 \\
\Xi^2 & X^2_1 & X^2_2 \\
\Xi^3 & X^3_1 & X^3_2
\end{pmatrix}
\]

\[
= \mu \det \begin{pmatrix}
R^1 & X^1_1 & X^1_2 \\
R^2 & X^2_1 & X^2_2 \\
R^3 & X^3_1 & X^3_2
\end{pmatrix},
\]

where to deduce the last equality, we used the fact that \( \Xi \in \text{span}\{X_1, X_2\} \). The last determinant on the right-hand side of \[ (3.83) \] can be interpreted as \( \nu_\varepsilon(R, X_1, X_2) \), where \( \nu_\varepsilon \) is the volume form of the Euclidean metric \( \varepsilon \) on \( \Sigma_t \) (where \( \varepsilon_{ij} = \delta_{ij} \) relative to the rectangular spatial coordinates). We next recall the following standard fact: \( \nu_\varepsilon = \sqrt{\det g} \), where \( \nu_\varepsilon \) is the volume form of \( g \) and the determinant of \( g \) is taken relative to the rectangular spatial coordinates. Since \( g_{ij} = \delta_{ij} + \hat{g}_{ij}^{\text{small}}(\Psi) \) where \( \hat{g}_{ij}^{\text{small}}(0) = 0 \) (see \[ (2.4) \] and \[ (2.6) \]), it follows that \( (\det g)^{-1/2} = 1 + f(\Psi) \), where \( f \) is smooth in a neighborhood of 0 and vanishes at \( \Psi = 0 \). We furthermore note that since \( R \) is the \( \hat{g} \)-unit normal to \( S_{t,u} \), it follows that \( \nu_\varepsilon(R, X_1, X_2) = \nu_\varepsilon(X_1, X_2) = \sqrt{\det \hat{g}} \). Here, \( \nu_\varepsilon \) is the area form of \( \hat{g} \) and \( \det \hat{g} \) is taken relative to the geometric angular coordinates \( (\vartheta^1, \vartheta^2) \). Combining these identities, we conclude the desired identity \[ (3.81) \].

### 3.19. Area forms, volume forms, and norms

In this section, we define the area forms, volume forms, and norms that we use during our \( L^2 \) analysis of solutions. We begin by noting that the results of Cor. \[ 3.46 \] imply that relative to the geometric coordinates, the geometric area and volume forms induced on \( S_{t,u}, \Sigma_t^\nu, \) and \( \mathcal{M}_{t,(\text{outertrap}),L^0} \) are respectively \( \nu_{\hat{g}}(t, u', \vartheta) := \sqrt{\det \hat{g}(t, u', \vartheta)} d\vartheta, \) \( \mu \nu_{\hat{g}}(t, u', \vartheta) du' \), and \( \mu \nu_{\hat{g}}(t, u', \vartheta) du' dt' \). However, because the factor \( \mu \) in the latter two forms is extremely important, we now define rescaled volume forms in which the factor is missing. Throughout the monograph, all integrals are defined relative to the rescaled forms. In particular, we always explicitly indicate the factor in integrands whenever it is present. We stress that we do not rescale the area form on \( S_{t,u} \).

**Definition 3.67** (Area forms and rescaled volume forms on \( S_{t,u}, \Sigma_t^\nu, \mathcal{C}_t^u, \) and \( \mathcal{M}_{t,u} \)). We define the area form \( \nu_{\hat{g}} \) on \( S_{t,u} \), the rescaled volume form \( d\tilde{\varpi} \) on \( \Sigma_t^\nu \), the volume form \( d\tilde{\varpi}^\prime \) on \( \mathcal{C}_t^u \), and the rescaled volume form \( d\tilde{\varpi} \) on \( \mathcal{M}_{t,u} \) as follows (relative to the geometric coordinates):

\[
\begin{align*}
(3.84a) & \quad d\nu_{\hat{g}} = d\nu_{\hat{g}(t, u, \vartheta)} := \sqrt{\det \hat{g}(t, u, \vartheta)} d\vartheta = \sqrt{\det \hat{g}(t, u, \vartheta^1, \vartheta^2)} d\vartheta^1 d\vartheta^2, \\
(3.84b) & \quad d\tilde{\varpi} = d\tilde{\varpi}(t, u', \vartheta) := d\nu_{\hat{g}(t, u', \vartheta)} du', \\
(3.84c) & \quad d\tilde{\varpi}^\prime = d\tilde{\varpi}(t', u, \vartheta) := d\nu_{\hat{g}(t', u, \vartheta)} dt', \\
(3.84d) & \quad d\tilde{\varpi} = d\tilde{\varpi}(t', u', \vartheta) := d\nu_{\hat{g}(t', u', \vartheta)} du' dt',
\end{align*}
\]
where in (3.84a), the determinant is taken relative to the geometric angular coordinates \((\vartheta^1, \vartheta^2)\) induced on \(S_{t,u}\).

We now define our Lebesgue norms. The important point is that all norms are defined relative to the area and volume forms of Def. 3.67.

**Definition 3.68 (Lebesgue norms relative to the area and rescaled volume forms).** We define the norms \(\| \cdot \|_{L^2(S_{t,u})} \), \(\| \cdot \|_{L^2(\Sigma^t)} \), \(\| \cdot \|_{L^2(C^t_u)} \), and \(\| \cdot \|_{L^2(M_{t,u})} \) of \(S_{t,u}\) tensorfields \(\xi\) as follows:

\[
\begin{align*}
(3.85a) \quad \| \xi \|_{L^2(S_{t,u})}^2 & := \int_{S^2} |\xi|^2(t, u, \vartheta)du_u = \int_{S_{t,u}} |\xi|^2 d\vartheta, \\
(3.85b) \quad \| \xi \|_{L^2(\Sigma^t)}^2 & := \int_{u'=0}^{u} \int_{S^2} |\xi|^2(t, u', \vartheta)du_u du' = \int_{\Sigma^t_u} |\xi|^2 d\varpi, \\
(3.85c) \quad \| \xi \|_{L^2(C^t_u)}^2 & := \int_{t'=0}^{t} \int_{S^2} |\xi|^2(t', u, \vartheta)du_u = \int_{C^t_u} |\xi|^2 d\varpi, \\
(3.85d) \quad \| \xi \|_{L^2(M_{t,u})}^2 & := \int_{t'=0}^{t} \int_{u'=0}^{u} \int_{S^2} |\xi|^2(t', u', \vartheta)du_u du' = \int_{M_{t,u}} |\xi|^2 d\varpi,
\end{align*}
\]

where \(|\xi|\) defined in Def. 3.53.

We similarly define the \(L^2\) norms of \(\xi\) over subsets \(\Omega\) of the above sets. For example, if \(\Omega \subset \Sigma^t_u\), then

\[
\| \xi \|_{L^2(\Omega)}^2 := \int_{\Omega} |\xi|^2 d\varpi.
\]

The relevant area/volume form corresponding to the norm \(\| \cdot \|_{L^2(\Omega)}\) will always be clear from context.

We now define our \(C^k\) spaces and the usual sup-norm on the space \(C^0\). Note that we do not define a norm on \(C^k\) for \(k > 1\). The reason is that our estimates for the higher derivatives of various \(S_{t,u}\) tensorfields \(\xi\) are more naturally expressed in terms of the \(C^0\) norm of the \(S_{t,u}\)–projected Lie derivatives of \(\xi\).

**Definition 3.69 (\(C^k\) spaces and norms).** Given any subset \(\Omega\) of the space–time region \(\{ t \geq 0 \}\) and any integer \(k \geq 0\), \(C^k(\Omega)\) denotes the set of \(S_{t,u}\) tensorfields that, relative to the coordinates induced on \(\Omega\) by the geometric coordinates \((t, u, \vartheta) \in [0, \infty) \times [0, U_0] \times S^2\), are \(k\)–times continuously differentiable.

We define the following norm \(\| \cdot \|_{C^0(\Omega)}\) for elements of \(C^0(\Omega)\):

\[
\| \xi \|_{C^0(\Omega)} := \sup_{p \in \Omega} |\xi(p)|.
\]

**Remark 3.70 (We typically do not explicitly state that \(f \in C^0(\Omega)\)).** Whenever we state an estimate that implies that \(\| f \|_{C^0(\Omega)} < \infty\), we adopt the convention that the estimate also carries with it the implication \(f \in C^0(\Omega)\). That is, by our conventions, we write estimates of the form \(\| f \|_{C^0(\Omega)} < \infty\) only when \(f \in C^0(\Omega)\).

### 3.20. Schematic notation

We often use schematic notation in our effort to highlight only the important features of our equations and inequalities. In particular, we often encounter products of terms such that the numerical coefficients and the precise tensorial structure
are irrelevant from the point of view of proving our main sharp classical lifespan theorem. We indicate the basic structure of such terms in a very crude fashion by using "schematic array notation" without explicit reference to the precise frame components of the terms and without indicating contractions. For the terms whose precise structure is important, we always either explicitly write their frame components or explicitly mention that the term is "exact." We now give an example. Below, we derive equation (5.5b), which precisely reads

\[ k = \frac{1}{2} G_{AB} L \Psi - \frac{1}{2} G_{LB} \theta_A \Psi - \frac{1}{2} G_{LA} \theta_B \Psi - \frac{1}{2} G_{RB} \theta_A \Psi - \frac{1}{2} G_{RA} \theta_B \Psi. \]

(3.88)

In view of Def. 3.61, in order to schematically indicate (3.88), we write

\[ k = G_{\text{Frame}} \left( \frac{L \Psi}{\Psi} \right). \]

(3.89)

Note that we have suppressed all numerical factors in (3.89). Whenever we use such schematic notation, the reader should interpret this as meaning that the numerical factors have no substantial effect on the estimates that we derive for the schematic terms. Also note that certain combinations suggested by (3.89) do not actually occur on the right-hand side of the precise formula (3.88). For example, there is no such term of the form \( G_{LR} L \Psi \), and in fact, such a term does not even make sense since the left-hand side of (3.88) is a type \( (0) \) \( S_{t,u} \) tensorfield. The reader should interpret this as meaning that even if there were such a term, it would not affect our inequalities except for possibly altering them by unimportant constant factors.

We now give a few more examples. If we want to indicate the precise structure of the left-hand side of (3.88) and also the first term on the right, we write

\[ k = \frac{1}{2} G_{\text{Frame}} L \Psi + G_{\text{Frame}} \theta. \]

(3.90)

To schematically indicate the type \( (1) \) \( S_{t,u} \) tensorfield \( \epsilon_{(ab)} g^{(\text{Small})}_{\Psi} x^c \theta^{\#} x^b \), where \( \epsilon_{\cdots} \) is the fully antisymmetric symbol normalized by \( \epsilon_{123} = 1 \) and \( g^{(\text{Small})}_{ab} = g^{(\text{Small})}_{ab}(\Psi) \) is defined in (2.4), we write

\[ f(\Psi) \Psi x^{\#} x, \]

(3.91)

where \( f \) is a smooth function of \( \Psi \) (recall that \( g^{(\text{Small})}_{ab}(0) = 0 \)).

To schematically indicate the type \( (1) \) \( S_{t,u} \) tensorfield \( \frac{1}{2} G^A_B L \Psi - \frac{1}{2} G^A_L \theta_B \Psi + \frac{1}{2} G^A_L \theta_B \Psi \), we write

\[ \left( G_{\text{Frame}}^{\#} \right)^T \left( \frac{L \Psi}{\theta} \right). \]

(3.92)

Again, we stress that even though the notation (3.92) suggests the presence of some terms that are not actually in the precise expression, the reader should interpret this as meaning that the presence or absence of such terms will not affect any of the estimates that we derive except for possibly altering them by unimportant constant factors.

The justification of our schematic treatment of many terms is based on the fact that our estimates are, with only a few exceptions that we clearly point out, not
sensitive to the precise tensorial structures present; this will become clear when we carry out the analysis.
Transport Equations for the Eikonal Function Quantities

In this chapter, we first introduce the “re-centered” variables $L_i^{\text{(Small)}}$, $R_i^{\text{(Small)}}$, and $\chi^{\text{(Small)}}$, which are closely connected to $L_i$, $R_i$, and $\chi$ but vanish for the background solution $\Psi \equiv 0$ (because to form the re-centered variables, we subtract off the background values from $L_i$, $R_i$, and $\chi$). We then calculate the Christoffel symbols of $g$ relative to the rectangular coordinates and, based on these calculations, derive various transport equations for and angular differentials of $\mu$ and the rectangular components $L_i$, $R_i$ of the frame vectorfields $L$ and $R$. These quantities are first derivatives of the eikonal function, so in effect, we are deriving commuted versions of the eikonal equation. We also derive transport equations for and angular differentials of some of the re-centered variables. These transport equations are the evolution equations that we use to estimate the eikonal function quantities, except at the top order. We then provide an expression for $\chi^{\text{(Small)}}$ in terms of $\Psi$ and $L_i^{\text{(Small)}}$. In the remainder of the monograph, we use the expression for analyzing all derivatives of $\chi^{\text{(Small)}}$ except those of top order. Finally, we provide some Lie derivative identities that we use later in the monograph.

4.1. Re-centered variables and the eikonal function quantities

We start by defining re-centered versions $L_i^{\text{(Small)}}$, $R_i^{\text{(Small)}}$, and $\chi^{\text{(Small)}}$ of $L_i$, $R_i$, and $\chi$. The re-centered quantities vanish when $\Psi \equiv 0$ because to form them, we subtract off the background values from $L_i$, $R_i$, and $\chi$.

**Definition 4.1** ($L_i^{\text{(Small)}}$, $R_i^{\text{(Small)}}$, and $\chi^{\text{(Small)}}$). We define the scalar-valued functions $L_i^{\text{(Small)}}$ and $R_i^{\text{(Small)}}$ ($i = 1, 2, 3$), and the symmetric type $(0,2)$ $S_{t,u}$ tensorfield $\chi^{\text{(Small)}}$ as follows:

\begin{align}
L_i^{\text{(Small)}} &:= L_i - \frac{x_i}{\varrho}, \\
R_i^{\text{(Small)}} &:= R_i + \frac{x_i}{\varrho}, \\
\chi^{\text{(Small)}} &:= \chi - \frac{g}{\varrho}.
\end{align}

In (4.1a)-(4.1c) the vectorfields $L$ and $R$ and the $S_{t,u}$ tensorfield $\chi$ are defined in (3.12), (3.19b), and (3.70).

**Remark 4.2** (Eikonal function quantities). We informally refer to any of $\mu L_i$, $L_i^{\text{(Small)}}$, $R_i$, $R_i^{\text{(Small)}}$, $\chi$, or $\chi^{\text{(Small)}}$ as an “eikonal function quantity,” since they are constructed out of the derivatives of the eikonal function.
We often use the following lemma to reduce the analysis of the rectangular components of $R$ to those of $L$.

**Lemma 4.3 (Algebraic relationships between the rectangular components of $L$ and $R$).** The following identities hold relative to the rectangular coordinates, $(\mu = 0, 1, 2, 3)$:

\begin{align}
R_\mu &= -L_\mu - \delta_\mu^0, \\
R^\mu &= -L^\mu - (g^{-1})^0_\mu,
\end{align}

where $\delta_\mu^0$ is the standard Kronecker delta.

Moreover, we have the following identity, $(i = 1, 2, 3)$:

\begin{align}
R^i_{(\text{Small})} &= -L^i_{(\text{Small})} - (g^{-1})^0_i.
\end{align}

**Proof.** To prove (4.2a), we use (3.19c) and (3.21) to deduce that the one-form with rectangular components $R_\mu + L_\mu$ is future-directed, length $\frac{1}{g-1}$, and $g$-normal to $\Sigma_t$. We now note that the one-form $\xi_\mu = -\delta_\mu^0$ also is future-directed, $g$-normal to $\Sigma_t$, and has length $(g^{-1})^0_0 = -1$ (see (2.3)). Hence, the identity (4.2a) holds.

To prove (4.2b), we simply raise the indices of (4.2a) with $g^{-1}$. (4.3) then follows as a simple consequence of (4.1a), (4.1b), and (4.2b). \qed

**4.2. Covariant derivatives and Christoffel symbols relative to the rectangular coordinates**

We often use the following lemma to compute the covariant derivatives of various vectorfields relative to the rectangular coordinates.

**Lemma 4.4 (Covariant derivatives and Christoffel symbols relative to the rectangular coordinates).** Let $V$ be a spacetime vectorfield. Then relative to the rectangular coordinates, we have

\begin{align}
\mathcal{D}_\mu V^\nu &= \partial_\mu V^\nu + (g^{-1})^\nu_\alpha \Gamma^\mu_{\alpha \beta} V^\beta,
\end{align}

where the fully lowered Christoffel symbols $\Gamma^\mu_{\alpha \beta}$ verify

\begin{align}
\Gamma^\alpha_{\beta \gamma} &= \frac{1}{2} \left\{ \partial_\alpha g_{\beta \gamma} + \partial_\beta g_{\alpha \gamma} - \partial_\gamma g_{\alpha \beta} \right\} = \frac{1}{2} \left\{ G_{\beta \gamma} \partial_\alpha \Psi + G_{\alpha \gamma} \partial_\beta \Psi - G_{\alpha \beta} \partial_\gamma \Psi \right\}.
\end{align}

**Proof.** The identity (4.4a) and the first equality in (4.4b) are standard identities from differential geometry. The second equality in (4.4b) follows from the first equality, the chain rule, (2.4), and (2.14). \qed

**Remark 4.5 (Index conventions for the Christoffel symbols).** In many other works, the authors adopt a different convention for the placement of the indices on the Christoffel symbols.

**4.3. Transport equation for the inverse foliation density**

In this section, we derive the transport equation verified by $\mu$.

**Lemma 4.6 (The transport equation verified by $\mu$).** The inverse foliation density $\mu$ defined in (3.9) verifies the following transport equation:

\begin{align}
L \mu &= \omega^{(\text{Trans} - \Psi)} + \mu \omega^{(\text{Tan} - \Psi)} := \omega,
\end{align}

where $\omega$ is the standard foliation density.
where
\begin{align}
\omega^{(\text{Trans-}\Psi)} &= \frac{1}{2} G_{\text{LL}} \tilde{R} \Psi, \\
\omega^{(\text{Tan-}\Psi)} &= -\frac{1}{2} G_{\text{LL}} L \Psi - G_{LR} L \Psi.
\end{align}

**Proof.** Relative to rectangular coordinates, the 0 component of equation (3.8) is
\begin{equation}
L_{(\text{Geo})} L^0_{(\text{Geo})} = -(g^{-1})^0 \Gamma_{\alpha\gamma\beta} L^\alpha_{(\text{Geo})} L^\beta_{(\text{Geo})}.
\end{equation}
Multiplying (4.7) by \( \mu^3 \), referring to definition (3.12), and using the identity (4.2b), we deduce that
\begin{equation}
\mu^2 L^0_{(\text{Geo})} = \frac{1}{2} \left( \mu L^\gamma + \tilde{R}^\gamma \right) \left\{ G_{\gamma\beta} \partial_\alpha \Psi + G_{\alpha\gamma} \partial_\beta \Psi - G_{\alpha\beta} \partial_\gamma \Psi \right\} L^\alpha L^\beta.
\end{equation}
The desired equation (4.5) now follows from (4.8) and the identities \( \mu^2 L^0_{(\text{Geo})} = \mu^2 L \left( \frac{1}{\mu} \right) = -L \mu \).

### 4.4. Transport equations for the rectangular components of the frame vectorfields

In this section, we derive transport equations for and angular differentials of the rectangular components of \( L, R \), and their re-centered versions.

**Proposition 4.7 (Transport equations for and angular differentials of the rectangular frame components).** Let \( L^i, R^i, L^i_{(\text{Small})} \), and \( R^i_{(\text{Small})} \) be the (scalar-valued) rectangular spatial components from Defs. 3.15, 3.18, and 4.1. Then the following transport equations are verified by \( L^i \) and \( L^i_{(\text{Small})} \), \((i = 1, 2, 3)\):

\begin{align}
(4.9a) \quad LL^i &= \frac{1}{2} G_{\text{LL}} (L \Psi) R^i - \varphi^A_{LA} (\tilde{g}^{-1})^{AB} (\tilde{\theta}^A x^i) L \Psi \\
&\quad + \frac{1}{2} G_{\text{LL}} (\tilde{g}^{-1})^{AB} (\tilde{\theta}^A x^i) \tilde{\theta}^B \Psi, \\
(4.9b) \quad L(\varphi L^i_{(\text{Small})}) &= -\frac{1}{2} \varphi G_{\text{LL}} (L \Psi) L^i_{(\text{Small})} \\
&\quad - \frac{1}{2} G_{\text{LL}} (L \Psi) x^i - \frac{1}{2} \varphi G_{\text{LL}} (L \Psi) (g^{-1})^0 i \\
&\quad + \frac{1}{2} \varphi G_{\text{LL}} (\tilde{g}^{-1})^{AB} (\tilde{\theta}^A x^i) \tilde{\theta}^B L \Psi.
\end{align}

Furthermore, there exist \( S_{L,u} \) one-forms \( \lambda^{(\text{Tan-}\Psi)} \) and \( \theta^{(\text{Tan-}\Psi)} \) and type \((0, 2)\) \( S_{L,u} \) tensorfields \( \Lambda^{(\text{Tan-}\Psi)} \) and \( \Theta^{(\text{Tan-}\Psi)} \) such that the following expressions hold for the angular differential (see Def. 3.49) of \( L^i, R^i, L^i_{(\text{Small})} \), and \( R^i_{(\text{Small})} \), \((i = 1, 2, 3)\):
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1, 2, 3):

\( \psi_A^L i = (g^{-1})^{BC} \chi_{AB} \psi^i C x^i + \frac{1}{2} \frac{d}{\partial x^i} \psi_{AB} \psi^i C x^i + \frac{1}{2} \frac{d}{\partial x^i} \psi_{AB} \psi^i C x^i, \)

(4.10a)

\( \psi_A^R i = - (g^{-1})^{BC} \chi_{AB} \psi^i C x^i + \frac{1}{2} \frac{d}{\partial x^i} \psi_{AB} \psi^i C x^i, \)

(4.10b)

\( \psi_A^L i_{(Small)} = (g^{-1})^{BC} \chi_{AB}^{(Small)} \psi^i C x^i + \frac{1}{2} \frac{d}{\partial x^i} \psi_{AB} \psi^i C x^i, \)

(4.10c)

\( \psi_A^R i_{(Small)} = - (g^{-1})^{BC} \chi_{AB}^{(Small)} \psi^i C x^i, \)

(4.10d)

where

(4.11a) \( \lambda_{(Tan)}^i = - G_{LR} \psi_A \psi - \frac{1}{2} G_{RR} \psi_A \psi, \)

(4.11b) \( \theta_{(Tan)}^i = \frac{1}{2} G_{RR} \psi_A \psi, \)

(4.11c) \( \Lambda_{AB}^{(Tan)} = \frac{1}{2} G_{AB} L \psi + \frac{1}{2} G_{LA} \psi B \psi - \frac{1}{2} G_{LB} \psi A \psi, \)

(4.11d) \( \Theta_{AB}^{(Tan)} = \frac{1}{2} G_{AB} L \psi - \frac{1}{2} G_{LA} \psi B \psi - \frac{1}{2} G_{LB} \psi A \psi. \)

In the above formulas, \( \chi \) is the \( S_{t,u} \) tensorfield defined by (3.70) and \( \chi^{(Small)} \) is the \( S_{t,u} \) tensorfield defined by (4.1c).

Proof. We first prove (4.9a). With \( \nabla \) denoting the Levi-Civita connection of the Minkowski metric (so that \( \nabla \nu = \partial \nu \), relative to rectangular coordinates), we use Lemma 4.4 to compute that for \( \nu = 0, 1, 2, 3 \), we have

(4.12) \( LL' = \nabla L L' = \Psi L L' - (g^{-1})^{i\alpha} L^\alpha L^\beta \Gamma_{\alpha\beta} \)

\[ = \Psi L L' - \frac{1}{2} (g^{-1})^{i\nu} L^\alpha L^\beta \left\{ G_{\alpha\beta} \partial_\nu \psi + G_{\alpha\gamma} \partial_\nu \psi - G_{\alpha\beta} \partial_\nu \psi \right\}. \]

Since \( L^0 = 1 \), it follows that \( \nabla L L' \) is \( \Sigma_i \)-tangent. Hence, for \( i = 1, 2, 3 \), we can expand

(4.13) \( \nabla L^i = z R^i + Y^i, \)

where \( z \) is a scalar and \( Y \) is an \( S_{t,u} \)-tangent vectorfield. Next, using (3.8), (3.12), and (4.5), we deduce that

(4.14) \( \mathcal{D} L L' = \mu^{-1} \omega^{(Trans \psi)} L L' + \omega^{(Tan \psi)} L L'. \)
4.5. An expression for the re-centered null second fundamental form in terms of other quantities

In the next lemma, we show that the $S_{L,u}$ tensorfield $\chi(\text{Small})$ from Def. 4.1 is an auxiliary variable in the sense that it can be expressed in terms of the up-to-second-order derivatives of $\Psi$ and the up-to-first-order derivatives of $L^i_{(\text{Small})}$, $i = 1, 2, 3$.

**Lemma 4.8 (Expression for $\chi(\text{Small})$ in terms of other quantities).** The quantities $\chi^{(\text{Small})}$ and $\text{tr}_{\Psi} \chi^{(\text{Small})}$ can be expressed as follows, where the operator $\rho$ is as in Def. 3.51.

\[
\begin{align*}
\chi^{(\text{Small})}_{AB} &= g_{ab}(\rho_A x^a)\rho_B L^b_{(\text{Small})} - \Lambda^{(\text{Tan} - \Psi)}_{AB}, \\
\text{tr}_{\Psi} \chi^{(\text{Small})} &= \rho_A L^a_{(\text{Small})} - (\rho^{-1})^{AB} \Lambda^{(\text{Tan} - \Psi)}_{AB}.
\end{align*}
\]

Above, $\Lambda^{(\text{Tan} - \Psi)}$ is the $S_{L,u}$ tensorfield defined in (4.11c).
Proof. To derive (4.19a), we contract (4.10c) against $g_{ij} \partial_i x^j$ and use the identities $g_{ij}(\partial_C x^i) \partial_D x^j = g(X_C, X_D) = g_{CD}$ (see (3.61)) and $g_{ij}(R_{(Small)}^i) \partial_D x^j = g(R, X_D) = 0$ (see also (4.1b)).

To derive (4.19b), we contract (4.19a) against $(g^{-1})^{AB}$ and use the identity $(g^{-1})^{AB} g_{ab} (\partial_A x^a) \partial_B = \partial_a$.

\[ \Box \]

4.6. Identities involving deformation tensors and Lie derivatives

In this section, we provide some deformation tensor and Lie derivative identities that play a role in our analysis. We begin by providing the standard definition of a deformation tensor of a vectorfield.

Definition 4.9 (Deformation tensor). We associate the following type $0^2$ tensorfield $^{(V)}\pi$ to a vectorfield $V$:

\[(V)\pi_{\mu\nu} := \nabla_V g_{\mu\nu} = D_\mu V_\nu + D_\nu V_\mu,\]

where the second equality in (4.20) is a simple consequence of (3.63) and the torsion-free property of the connection $D$.

Lemma 4.10 (Vectorfield commutator properties). Let $Y$ be an $S_{t,u}$-tangent vectorfield. Then $[L, \tilde{R}], [L, Y]$, and $[\tilde{R}, Y]$ are also $S_{t,u}$-tangent and the following identities hold:

\[(V)\pi_{\#}^{\#} := \pi^{\#}_{\#} Y, \]

\[(4.21a) [L, \tilde{R}] = \mathcal{L}_L \tilde{R} = \mathcal{L}_L \tilde{R} = (R)_{\#}^{\#} = - (L)_{\#}^{\#},\]

\[(4.21b) [L, Y] = \mathcal{L}_L Y = \mathcal{L}_L Y = (V)_{\#}^{\#},\]

\[(4.21c) [\tilde{R}, Y] = \mathcal{L}_{\tilde{R}} Y = \mathcal{L}_{\tilde{R}} Y = (V)_{\#}^{\#}.\]

Above, the vectorfields $^{(V)}\pi_{\#}^{\#}$ are the $g$-duals of the one-forms $^{(V)}\pi_{\#}$ defined by (3.43) and (4.20).

Proof. We first prove the equalities in (4.21c). To prove the first two, it suffices to show that $[\tilde{R}, Y]t = [\tilde{R}, Y]u = 0$. These identities follow easily from the identities $Y_t = Y_u = \tilde{R}_t = 0$ and $\tilde{R}u = 1$ (see (3.23a)). To deduce the final equality in (4.21c), it suffices to show that $(V)\pi_{\#}^{\#} = g([\tilde{R}, Y], X_A)$ for $A = 1, 2$. To this end, we use the torsion-free property $[\tilde{R}, Y] = \mathcal{D}_\tilde{R} Y - \mathcal{D}_Y \tilde{R}$, the identity $g(\tilde{R}, X_A) = 0$, and the fact that $[X_A, Y]$ is $S_{t,u}$-tangent (since it is the Lie bracket of two $S_{t,u}$-tangent vectorfields) to compute that

\[(4.22) (V)\pi_{\#}^{\#} := g(\mathcal{D}_R Y, X_A) + g(\mathcal{D}_A Y, \tilde{R}) = g([\tilde{R}, Y], X_A) + g(\mathcal{D}_Y \tilde{R}, X_A) + g(\mathcal{D}_A Y, \tilde{R}) = g([\tilde{R}, Y], X_A) + g(\mathcal{D}_Y X_A, \tilde{R}) + g(\mathcal{D}_A Y, \tilde{R}) = g([\tilde{R}, Y], X_A) + g([X_A, Y], \tilde{R}) = g([\tilde{R}, Y], X_A),\]

as desired. The identities in (4.21b) follow similarly with the help of the identities $Lt = 1$ and $Lu = 0$ (see (3.15a)). The identities in (4.21a) then follow similarly with the help of the fact that by (4.21b) and (4.21c), $[L, X_A]$ and $[\tilde{R}, X_A]$ are $S_{t,u}$-tangent.
Lemma 4.11 (Basic properties of the $S_{t,u}$ projection operator). Let $\Pi_{\mu}^\mu$ be the $S_{t,u}$ projection operator from Def. 3.38. If $Y$ is an $S_{t,u}$-tangent vector field, and if $V \in \{L, qL, \tilde{R}\}$ or $V$ is also an $S_{t,u}$-tangent vector field, then we have, $(\mu = 0, 1, 2, 3)$:

\begin{equation}
Y^\alpha \mathcal{L}_V \Pi_{\alpha}^\mu = 0.
\end{equation}

Furthermore, we have

\begin{equation}
(\mathcal{d}_A x^\alpha) \mathcal{L}_V \Pi_{\alpha}^\mu = 0.
\end{equation}

Finally, we have, $(\mu, \nu = 0, 1, 2, 3)$:

\begin{equation}
\Pi_{\nu}^\alpha \mathcal{L}_V \Pi_{\alpha}^\mu = 0.
\end{equation}

Proof. Since $Y^\mu = Y^\alpha \Pi_{\alpha}^\mu$, the Leibniz rule implies that $\mathcal{L}_V Y^\mu = \mathcal{L}_V (Y^\alpha \Pi_{\alpha}^\mu) = (\mathcal{L}_V Y^\alpha) \Pi_{\alpha}^\mu + Y^\alpha \mathcal{L}_V \Pi_{\alpha}^\mu$. On the other hand, Lemma 4.10 implies that $\mathcal{L}_V Y^\mu = (\mathcal{L}_V Y^\alpha) \Pi_{\alpha}^\mu$. The desired identity (4.23) now follows from equating these two identities for $\mathcal{L}_V Y^\mu$.

To prove (4.24), we note that $\mathcal{d}_A x^\alpha = X_A^\alpha$ by (3.61). Since for each fixed $A$ the vectorfield with rectangular spatial components $X_A^\alpha$ is $S_{t,u}$-tangent, (4.24) follows from (4.23).

To prove (4.25), we simply note that for each fixed $\nu$, $\Pi_{\nu}^\alpha$ can be viewed as an $S_{t,u}$-tangent vector field. Hence, (4.25) follows from (4.23).

Corollary 4.12 (Sometimes $S_{t,u}$ projection is redundant). If $\xi$ is a type $(0^n)$ spacetime tensor field and if $V \in \{L, qL, \tilde{R}\}$ or $V$ is an $S_{t,u}$-tangent vector field, then

\begin{equation}
\mathcal{L}_V \xi = \mathcal{L}_V \Pi_{\alpha}^\mu \xi.
\end{equation}

Proof. The identity (4.26) is an easy consequence of definitions (3.42) and (3.67b) and the identity (4.25).

Corollary 4.13 (Basic commutation formula for $S_{t,u}$-projected Lie derivatives). If $\xi$ is a type $(0^n)$ $S_{t,u}$ tensor field, if $V \in \{L, qL, \tilde{R}\}$ or $V$ is an $S_{t,u}$-tangent vector field, and if $W \in \{L, qL, \tilde{R}\}$ or $W$ is an $S_{t,u}$-tangent vector field, then

\begin{equation}
[\mathcal{L}_V, \mathcal{L}_W] \xi = \mathcal{L}_{[V,W]} \xi.
\end{equation}

Proof. We give the proof in the case that $\xi$ is an $S_{t,u}$ one-form; the general case can be handled in the same way. We first recall the standard commutation property (3.66) for Lie derivatives: $[\mathcal{L}_V, \mathcal{L}_W] \xi = \mathcal{L}_{[V,W]} \xi$. Thus, a simple calculation yields that

\begin{equation}
[\mathcal{L}_V, \mathcal{L}_W] \xi_{\mu} = \mathcal{L}_{[V,W]} \xi_{\mu} + \Pi_{\mu}^{\alpha} (\mathcal{L}_V \Pi_{\alpha}^{\nu}) \mathcal{L}_W \xi_{\nu} - \Pi_{\mu}^{\alpha} (\mathcal{L}_W \Pi_{\alpha}^{\nu}) \mathcal{L}_V \xi_{\nu},
\end{equation}

where $\Pi_{\mu}^{\alpha}$ is the $S_{t,u}$ projection tensor field from Def. 3.38. Using (4.25), we see that the last two terms on the right-hand side of (4.28) vanish. We have thus proved (4.27).
Lemma 4.14 (Expressions for $S_{t,u}$-projected Lie derivatives). Let $\xi$ be a spacetime one-form with rectangular components $\xi_\alpha = \xi_\alpha(\Psi)$ that are functions of $\Psi$, and let $\xi'$ be the one-form with rectangular components $\xi'_\alpha = \xi'_\alpha(\Psi) := \frac{d}{d\Psi} \xi_\alpha(\Psi)$. Let $\xi, \xi'$ denote the projections of $\xi, \xi'$ onto $S_{t,u}$ (see Def. 3.40). Let $Z \in \{L, gL, \bar{R}\}$ or let $Z$ be $S_{t,u}$-tangent. Then

\begin{equation}
\Psi \frac{\partial}{\partial \xi_\alpha} Z = (\Psi_{\xi_\alpha})_A = \xi'_\alpha Z \Psi + \xi_\alpha \delta^A Z^\alpha.
\end{equation}

Furthermore, if $V \in \{L, R, \frac{\partial}{\partial x^j}\}_{j=1,2,3}$, then with $\xi_V := \xi_\alpha V^\alpha$ and $\xi'_V := \xi'_\alpha V^\alpha$, we have

\begin{equation}
\begin{split}
Z \xi_V := Z(\xi_V) = \xi'_V Z \Psi + \xi_\alpha Z V^\alpha.
\end{split}
\end{equation}

In addition, if $V \in \{L, R, \frac{\partial}{\partial x^j}\}_{j=1,2,3}$, then with $G_{\mu\nu}(\Psi)$ and $G'_{\mu\nu}(\Psi)$ as defined in Def. 2.7, we have

\begin{align}
Z G_{\nu W} := Z(G_{\nu W}) &= G'_{\nu W} Z \Psi + G_{\nu W} Z V^\alpha + G_{\nu A} Z W^\alpha, \\
\begin{split}
\Psi \frac{\partial}{\partial \xi_\alpha} G_{\nu A} := (\Psi_{\xi_\alpha} G_{\nu A})_A &= \xi'_\alpha Z \Psi + \xi_\alpha \delta^A \xi_\beta Z^\alpha + G_{V\alpha} \xi'_A Z^\alpha, \\
\begin{split}
\Psi \frac{\partial}{\partial \xi_\alpha} G'_{\nu A} := (\Psi_{\xi_\alpha} G'_{\nu A})_A &= \xi'_\alpha Z \Psi + \xi_\alpha \delta^A \xi_\beta Z^\alpha + G_{\nu A} \xi'_\alpha Z^\alpha.
\end{split}
\end{align}

Above, $G_{\nu A}$ is the $S_{t,u}$ one-form given by projecting the one-form with rectangular components $G_{\nu A} = G_{\alpha\beta} V^\alpha$ onto $S_{t,u}$, $G'$ is the symmetric type $(0,2)$ $S_{t,u}$ tensor field given by projecting the symmetric type $(0,2)$ tensor with rectangular components $G_{\mu\nu}$ onto $S_{t,u}$, $G'$ is the symmetric type $(0,2)$ $S_{t,u}$ tensor field given by projecting the symmetric type $(0,2)$ tensor with rectangular components $G'_{\mu\nu}$ onto $S_{t,u}$, and similarly for the other quantities (see Def. 3.40).

Proof. We prove only (4.31b); the proofs of the remaining identities are essentially the same. We first note that the $i$th rectangular component of the $S_{t,u}$ one-form $G_{\nu A}$ is $G_{\alpha\beta} V^\alpha \Pi^\beta_i$, where $\Pi$ is the $S_{t,u}$ projection from Def. 3.38. Hence, using the Leibniz and chain rules, the fact that the $0$—containing components of $\Pi$ are trivial, and the fact that the $0$ component of $V$ is constant, we have

\begin{equation}
\begin{split}
L_Z(G_{\alpha\beta} V^\alpha \Pi^\beta_i) &= V^\alpha \Pi^\beta_i L_Z G_{\alpha\beta} + \Pi^\beta_i G_{\alpha\beta} L_Z V^\alpha + G_{\alpha\beta} V^\alpha L_Z \Pi^\beta_i \\
&= V^\alpha \Pi^\beta_i Z G_{\alpha\beta} + \Pi^\beta_i V^\alpha G_{\gamma\beta} \partial_\gamma Z^\gamma + \Pi^\beta_i \gamma_i \beta G_{\beta\gamma} V Z^\gamma + \Pi^\beta_i G_{\alpha\beta} V Z^\alpha \\
&= G_{\alpha\beta} V^\alpha \Pi^\beta_i.
\end{split}
\end{equation}

Contracting the left-hand side of (4.32) against $\delta^A x^i$ and using (3.61) yields $(\Psi_{\xi_\alpha} G_{\nu A})_A$. On the other hand, contracting the right-hand side of (4.32) against $\delta^A x^i$ and using (3.61), the identities $Z V^\alpha = \delta^A_{\alpha} Z^0 = 0$, and $(\delta^A x^i) L_Z \Pi^\beta_i = 0$ (that is, (4.24)), we obtain the sum $G_{\nu A} Z \Psi + G_{V\alpha} \xi'_A Z^\alpha + G_{\alpha A} Z V^\alpha + G_{\alpha A} Z V^\alpha - G_{\alpha A} V Z^\alpha$. Noting the cancellation of the third and fifth terms in this equation, we obtain the desired identity (4.31b).
Corollary 4.15 (The L derivatives of some components of \( G_{\text{Frame}} \)).
The following identities hold:

\[(4.33a) \quad L G_{LL} = \left( \begin{array}{c} G_{\text{Frame}} G_{\text{Frame}}^\# \\ G_{\text{Frame}}' \end{array} \right) \left( \begin{array}{c} L \Psi \\ \phi \Psi \end{array} \right), \]

\[(4.33b) \quad L \chi_{LA} = \phi_L B X_{AB} + \left( \begin{array}{c} G_{\text{Frame}} G_{\text{Frame}}^\# \\ G_{\text{Frame}}' \end{array} \right) \left( \begin{array}{c} L \Psi \\ \phi \Psi \end{array} \right), \]

\[(4.33c) \quad L \chi_{AB} = \phi_{AC} X_{B} + \phi_{BC} X_{A} + \left( \begin{array}{c} G_{\text{Frame}} G_{\text{Frame}}^\# \\ G_{\text{Frame}}' \end{array} \right) \left( \begin{array}{c} L \Psi \\ \phi \Psi \end{array} \right), \]

where the first term on the right-hand side of (4.33b) and the first two terms on
the right-hand side of (4.33c) are exact and the remaining ones are schematic, and
\( G_{\text{Frame}}, G_{\text{Frame}}^\# \) and \( G_{\text{Frame}}' \) are as in Defs. 2.7 and 3.64.

Proof. We prove only (4.33b) since the proofs of the other identities are similar. We first use (4.31b) with \( V = Z := L \) to deduce that

\[(4.34) \quad L \chi_{LA} = \phi_{LA} L \Psi + \phi_{LA} L \Psi + \phi_{LA} L \Psi. \]

Inserting (4.9a) and (4.10a) into (4.34), we deduce that

\[(4.35) \quad L \chi_{LA} = \phi_{LA} L \Psi + \frac{1}{2} G_{LL} \chi_{AB} L \Psi - \phi_{LA} L \Psi + \frac{1}{2} G_{LL} \chi_{AB} L \Psi + G_{LR} \chi_{A} \psi_{B}. \]

The desired identity (4.33b) now follows from (4.35), (4.11a), and (4.11c). \( \square \)
CHAPTER 5

Connection Coefficients of the Rescaled Frames and Geometric Decompositions of the Wave Operator

In this chapter, we compute the connection coefficients of the two rescaled frames \( \{L, \bar{R}, X_1, X_2\} \) and \( \{L, \bar{L}, X_1, X_2\} \). We refer to these frames as “rescaled” because the vectorfields \( \bar{R} \) and \( \bar{L} \) are adapted to the behavior of \( \mu \) and hence can significantly deviate from their Minkowskian counterparts, which are \(-\partial_r\) and \(\partial_t - \partial_r\). We then provide several decompositions of the \( \mu \)-weighted covariant wave operator \( \mu \Box g(\Psi) \) relative to these frames.

5.1. Connection coefficients of the rescaled frame

In the next lemma, we compute the connection coefficients of the rescaled frame \( \{L, \bar{R}, X_1, X_2\} \).

**LEMMA 5.1 (Connection coefficients of the rescaled frame \{L, \bar{R}, X_1, X_2\} and their decomposition into \(\mu^{-1}\)-singular and \(\mu^{-1}\)-regular pieces).** Let \( \zeta \) be the \( S_t,u \) one-form defined by (see the identity (3.75))

\[
\zeta_A := \frac{k}{\rho_A} = g(\mathcal{D}_A L, R) = \mu^{-1} g(\mathcal{D}_A L, \bar{R}).
\]

Then the covariant derivatives of the frame vectorfields can be expressed as follows, where the tensorfields \( k, \chi, \) and \( \omega \) are defined in (3.69), (3.70), and (4.5):

\[
\mathcal{D}_L L = \mu^{-1} \omega L, \tag{5.2a}
\]
\[
\mathcal{D}_L \bar{R} = -\omega L + \mu \zeta^A X_A, \tag{5.2b}
\]
\[
\mathcal{D}_A L = -\zeta_A L + \chi_A B X_B, \tag{5.2c}
\]
\[
\mathcal{D}_A R = \mu \zeta^A X_A, \tag{5.2d}
\]
\[
\mathcal{D}_R \bar{R} = \mu \omega L + \left\{ \mu^{-1} \bar{R} \mu + \omega \right\} \bar{R} - \mu (\rho^A \mu) X_A, \tag{5.2e}
\]
\[
\mathcal{D}_A \bar{R} = \mu \zeta_A L + \chi_A \bar{R} + \mu^{-1} (\rho_A \mu) \bar{R} + \mu \bar{k}^B X_B - \mu X_A^B X_B, \tag{5.2f}
\]
\[
\mathcal{D}_L X_A = \mathcal{D}_A L, \tag{5.2g}
\]
\[
\mathcal{D}_A X_B = \nabla_A X_B + \bar{k}_{AB} L + \mu \mu X_{AB} \bar{R}. \tag{5.2h}
\]

Furthermore, we can decompose the frame components of the tensorfields \( \zeta \) and \( \bar{k} \) into \( \mu^{-1}\)-singular and \( \mu^{-1}\)-regular pieces as follows:

\[
\zeta_A = \mu^{-1} \zeta_A^{\text{(Trans-}\Psi)} + \zeta_A^{\text{(Tan-}\Psi)}, \tag{5.3a}
\]
\[
\bar{k}_{AB} = \mu^{-1} \bar{k}_{AB}^{\text{(Trans-}\Psi)} + \bar{k}_{AB}^{\text{(Tan-}\Psi)}. \tag{5.3b}
\]
where

\[(5.4a) \quad c_1^{(Trans-\Psi)} := -\frac{1}{2} \mathcal{G}_{LA} \tilde{\Psi}, \]

\[(5.4b) \quad \mathcal{F}_{AB}^{(Trans-\Psi)} := \frac{1}{2} \mathcal{G}_{AB} \tilde{\Psi}, \]

and

\[(5.5a) \quad c_2^{(Tan-\Psi)} := \frac{1}{2} \mathcal{G}_{RA} L \Psi - \frac{1}{2} G_{LR} \phi_A \Psi - \frac{1}{2} G_{RR} \phi_A \Psi, \]

\[(5.5b) \quad \mathcal{F}_{AB}^{(Tan-\Psi)} := \frac{1}{2} \mathcal{G}_{AB} L \Psi - \frac{1}{2} \mathcal{G}_{LB} \phi_A \Psi - \frac{1}{2} \mathcal{G}_{LA} \phi_B \Psi - \frac{1}{2} \mathcal{G}_{RB} \phi_A \Psi - \frac{1}{2} \mathcal{G}_{RA} \phi_B \Psi. \]

**Proof.** We prove two representative identities; the remaining identities in the lemma can be proved using similar arguments with the help of Lemma 4.10 and the torsion-free property \(\mathcal{D}_V W - \mathcal{D}_W V = [V, W]\), valid for arbitrary vector fields \(V\) and \(W\). We first prove (5.2f). To proceed, we expand \(\mathcal{D}_A \tilde{R}\) relative to the frame as follows:

\[(5.6) \quad \mathcal{D}_A \tilde{R} = a^L L + a^R \tilde{R} + a^B X_B, \]

where \(a^L\), \(a^R\), and \(a^B\) are scalars to be determined. To compute \(a^R\), we first take the inner product of the left-hand side of (5.6) with \(L\) and compute, with the help of Lemma 3.19, that \(g(\mathcal{D}_A \tilde{R}, L) = g(\mathcal{D}_A (\mu \tilde{R}), L) = (\phi_A \mu)g(\tilde{R}, L) - \mu g(\mathcal{D}_A L) = -\phi_A \mu - \mu \phi_A.\) On the other hand, the inner product of the right-hand side of (5.6) with \(L\) is \(-\mu \phi_A\). Equating these two quantities, we deduce that \(a^R = \mu^{-1} \phi_A \mu + \zeta_A\) as desired.

To compute \(a^L\), we first take the inner product of the left-hand side of (5.6) with \(\tilde{R}\) and compute, with the help of Lemma 3.19, that \(g(\mathcal{D}_A \tilde{R}, \tilde{R}) = \frac{1}{2} \phi_A g(\tilde{R}, \tilde{R}) = \frac{1}{2} \phi_A (\mu^2) = \mu \phi_A \mu.\) On the other hand, the inner product of the right-hand side of (5.6) with \(\tilde{R}\) is \(-\mu a^L + \mu^2 a^R\). Equating these two quantities and using the above expression for \(a^R\), we deduce that \(a^L = \mu \zeta_A\) as desired.

To compute \(a^B\), we take the inner product of (3.73) with \(X_B\) and use (3.19c), (3.73), and (3.74) to compute that \(a^C \phi_{BC} = g(\mathcal{D}_A X_B) = g(\mathcal{D}_A (\mu R), X_B) = \mu g(\mathcal{D}_A R, X_B) = \mu g(\mathcal{D}_A N, X_B) - \mu g(\mathcal{D}_A L, X_B) = \mu \phi_{AB} - \mu \chi_{AB}\) as desired. We have thus proved (5.2f).

As our second example, we prove (5.3b), (5.4b), and (5.5b). To proceed, we use definition (3.69) and the chain rule identity \(N g_{ij} = G_{ij} N\Psi\) to deduce that relative to rectangular coordinates, we have

\[(5.7) \quad 2k_{ij} = G_{ij} N \Psi + g_{i\alpha} \partial_j N^\alpha + g_{j\alpha} \partial_i N^\alpha. \]

Contracting (5.7) against \(X_i^j X_j^i\), recalling that \(N = L + R = L + \mu^{-1} \tilde{R}\), and using the decomposition (3.52a), we deduce that

\[(5.8) \quad 2k_{AB} = G_{AB} \left\{ \mu^{-1} \tilde{R} \Psi + L \Psi \right\} + \phi_A \phi_B \left\{ L^\alpha + R^\alpha \right\} + \phi_A \phi_B \left\{ L^\alpha + R^\alpha \right\}. \]

To conclude the desired identities (5.3b), (5.4b), and (5.5b), we use equations (4.10a) and (4.10b) to substitute for \(\phi_A L^\alpha, \phi_B L^\alpha, \phi_A R^\alpha,\) and \(\phi_B R^\alpha\) in (5.8), use
the identities \((g^{-1})^{BC}g_{Aa}x^a = \delta^B_A\) (see (3.61)) and \(g_{Aa}R^a = 0\), and perform straightforward calculations. This concludes our proof of the lemma. □

**Corollary 5.2 (An expression for \([L, \tilde{R}]\)).** The following identity holds:

\[
L_L \tilde{R}^A = [L, \tilde{R}]^A = -(g^{-1})^{AB}\eta_B - 2\mu(g^{-1})^{AB}\xi_B.
\]

**Proof.** The corollary follows from the torsion-free property \([L, \tilde{R}] = \mathcal{D}_L \tilde{R} - \mathcal{D}_{\tilde{R}}L\), (5.2b), and (5.2d). □

### 5.2. Connection coefficients of the rescaled null frame

For convenience, we perform some of our computations relative to the rescaled null frame \(\{L, \tilde{L}, X_1, X_2\}\). In the following lemma, we provide the connection coefficients of this frame.

**Lemma 5.3 (Connection coefficients of the rescaled null frame \(\{L, \tilde{L}, X_1, X_2\}\)).**

We define the \(S_{t,u}\) tensorfields

\[
\begin{align*}
\eta &:= \xi + \mu^{-1}\eta, \\
\chi &:= 2\mu\chi - \mu\xi,
\end{align*}
\]

where the tensorfields \(k, \chi, \text{ and } \xi\) are defined by (3.69), (3.70), and (5.1). Then the covariant derivatives of the rescaled null frame vectorfields can be expressed as follow:

\[
\begin{align*}
\mathcal{D}_L L &= \mu^{-1}(L\mu)L, \\
\mathcal{D}_L \tilde{L} &= -(L\mu)L + 2\mu\eta^AX_A, \\
\mathcal{D}_A L &= -\xi_A L + \chi_A^BX_B, \\
\mathcal{D}_L \tilde{L} &= -2\mu\xi^AX_A, \\
\mathcal{D}_L \tilde{L} &= (\mu^{-1}\tilde{L}\mu + L\mu)\tilde{L} - 2\mu(\eta^A\mu)X_A, \\
\mathcal{D}_A \tilde{L} &= \eta_AL + \chi_A^BX_B, \\
\mathcal{D}_L X_A &= \mathcal{D}_A L, \\
\mathcal{D}_A X_B &= \nabla_A X_B + \frac{1}{2}\mu^{-1}\chi_{AB}L + \frac{1}{2}\mu^{-1}\chi_{AB}\tilde{L}.
\end{align*}
\]

**Proof.** Lemma 5.3 follows from the identity \(\tilde{L} = \mu L + 2\tilde{R}\), Lemma 5.1 and straightforward computations. □

### 5.3. Frame decomposition of the inverse-foliation-density-weighted wave operator

In the next proposition, we decompose the \(\mu\)-weighted wave operator \(\mu\Box_{g(\psi)}\) relative to the rescaled frame \(\{L, \tilde{R}, X_1, X_2\}\).

**Proposition 5.4 (Frame decomposition of \(\mu\Box_{g(\psi)}f\)).** Let \(f\) be a scalar-valued function. Then relative to the frame \(\{L, \tilde{R}, X_1, X_2\}\), \(\mu\Box_{g(\psi)}f\) can be expressed in either of the following two forms, where \(\varrho = 1 - u + t\) is the geometric
radial variable from definition (3.5):

\[
(5.12a) \quad \mu g(\Psi) f = -L(\mu L f + 2 \tilde{R} f) + \mu \Delta f \\
\quad - \mu g(\text{Trans} - \Psi) L f - \mu g(\text{Tan} - \Psi) L f \\
\text{slowest decay} \\
- 2 \xi(\text{Trans} - \Psi) \cdot \delta f - 2 \mu \zeta(\text{Tan} - \Psi) \cdot \delta f,
\]

\[
(5.12b) \quad \mu g(\Psi) f = - (\mu L + 2 \tilde{R})(L f) + \mu \Delta f \\
\quad - \mu g(\text{Trans} - \Psi) L f - \mu g(\text{Tan} - \Psi) L f \\
\text{slowest decay} \\
- \mu g(\text{Trans} - \Psi) L f - \mu g(\text{Tan} - \Psi) L f \\
- 2 \mu \zeta(\text{Trans} - \Psi) \cdot \delta f + 2 \mu \zeta(\text{Tan} - \Psi) \cdot \delta f + 2(\delta \cdot \mu) \cdot \delta f.
\]

Furthermore, with \( \tilde{L} = \mu L + 2 \tilde{R} \), we also have the following alternate decompositions:

\[
(5.13a) \quad L \left\{ L(\mu f) \right\} = - \theta \mu g(\Psi) f \\
\quad + \theta \Delta f + \theta (\mu - 1) \Delta f \\
\quad + 2(\mu - 1) L f + \theta(\text{Trans} - \Psi) f + \mu \theta(\text{Tan} - \Psi) f \\
- \theta g(\text{Trans} - \Psi) L f - \theta g(\text{Tan} - \Psi) L f \\
- \theta g(\text{Small}) \tilde{R} f - 2 \theta \zeta(\text{Trans} - \Psi) \cdot \delta f - 2 \theta \zeta(\text{Tan} - \Psi) \cdot \delta f,
\]

\[
(5.13b) \quad \tilde{R} \left\{ \theta \left( L f + \frac{1}{2} \tau g(\Psi) f \right) \right\} = - \frac{1}{2} \mu L(\theta L f) + \frac{1}{2} \theta \mu \Delta f \\
\quad - \frac{1}{2} \theta \mu g(\Psi) f \\
- \frac{1}{2} \theta \omega(\text{Trans} - \Psi) L f - \frac{1}{2} \theta \mu \omega(\text{Tan} - \Psi) L f \\
- \frac{1}{2} \theta g(\text{Trans} - \Psi) L f - \frac{1}{2} \theta \mu g(\text{Tan} - \Psi) L f \\
+ \theta \zeta(\text{Trans} - \Psi) \cdot \delta f + \theta \zeta(\text{Tan} - \Psi) \cdot \delta f + \theta (\delta \cdot \mu) \cdot \delta f \\
+ \frac{1}{2} \mu L f - \theta L f \\
+ \frac{1}{2} \theta (\tilde{R} \tau g(\text{Small})) f - \frac{1}{2} \tau g(\text{Small}) f.
\]

In the above expressions, the \( S_{\mu} \) tensor fields \( \chi, \chi(\text{Small}), \omega(\text{Trans} - \Psi), \omega(\text{Tan} - \Psi), \xi(\text{Trans} - \Psi), \xi(\text{Tan} - \Psi) \), and \( \xi(\text{Tan} - \Psi) \) are defined by (3.70), (4.1c), (4.6a), (4.6b), (5.4a), (5.4b), (5.5a), and (5.5b).
Proof. Using (3.51b), Lemmas 5.1 and 5.3 and the Leibniz rule identities $X_A(X_B f) = (\mathcal{D}_A X_B f + \mathcal{D}_B X_A f) = (\nabla_A X_B f + \nabla_B X_A f)$, we compute that

\begin{equation}
\mu \Box g(\Psi) f = \mu (g^{-1})^{\alpha \beta} \mathcal{D}_\alpha \mathcal{D}_\beta f = \mu (g^{-1})^{AB} \mathcal{D}_A \mathcal{D}_B f
\end{equation}

By (5.14),

\begin{align*}
\mu \Box g(\Psi) f &= \mu (g^{-1})^{\alpha \beta} \mathcal{D}_\alpha \mathcal{D}_\beta f = - \mathcal{D}_L f + \mu \mathcal{D}_A \mathcal{D}_B f \\
&= -L(\mathcal{L} f) + (\mathcal{D}_L \mathcal{L}) f + \mu (g^{-1})^{AB} \nabla^2_{AB} f \\
&= -L(\mathcal{L} f) - 2 \mu \mathcal{\zeta}^\# \cdot \mathcal{\zeta} f + \mu \nabla X f - \mu \mathcal{\tau} \mathcal{\kappa} L f - \mathcal{\tau} \mathcal{\chi} \mathcal{\hat{R}} f \\
&= -L(\mathcal{L} f) + \mu \nabla X f - \mathcal{\tau} \mathcal{\chi} \mathcal{\hat{R}} f - \mathcal{\tau} \mathcal{\kappa}^{(Trans-\Psi)} L f - \mu \mathcal{\tau} \mathcal{\kappa}^{(Tan-\Psi)} L f \\
&\quad - 2 \mathcal{\chi}^{(Trans-\Psi)} \mathcal{\kappa} \mathcal{\zeta}^\# \cdot \mathcal{\kappa} f - 2 \mu \mathcal{\zeta}^{(Trans-\Psi)} \mathcal{\kappa} \mathcal{\zeta}^\# \cdot f.
\end{align*}

From (5.14) and the identity $\mathcal{L} = \mu L + 2 \mathcal{R}$, we deduce (5.12a). The proof of (5.12b) is similar; we simply interchange the order of $L$ and $\mathcal{L}$ in (5.14).

To prove (5.13a), we multiply both sides of (5.12a) by $\varrho$, use the identities $L \varrho = 1$ and $\mathcal{R} \varrho = -1$ together with the decomposition $\mathcal{\tau} \mathcal{\kappa} \mathcal{\chi} = 2 \varrho^{-1} + \mathcal{\tau} \mathcal{\chi}^{(Small)}$, use Lemma 4.6 to substitute for $L \mu$, and carry out straightforward computations.

To prove (5.13b), we multiply both sides of (5.12b) by $\varrho$ and use a similar argument. \qed
Construction of the Rotation Vectorfields and Their Basic Properties

In this chapter, we construct the \( S_{t,u} \)–tangent rotation vectorfields \( O \) and derive some of their basic properties. Our construction is not difficult: we simply project away the dangerous \( R \) component present in the Euclidean rotations. If we did not remove this dangerous component, then the rotational derivatives of \( \Psi \) could blow-up like \( \mu^{-1} \) at the shock-formation points. Hence, they would be useless for detecting dispersive behavior that persists up until the shock.

6.1. Construction of the rotation vectorfields

We first note that the type \((1,1)\) \( S_{t,u} \) tensorfield \( \Pi \), which projects onto the spheres \( S_{t,u} \) (see Def. 3.38 and the remarks following it), has the following non-zero rectangular components (see (3.40)), \((i,j) = (1,2,3)\):

\[
\Pi_{ij} = \delta_{ij} - g_{ja} R^a R^i = (g^{-1})^{ia} g_{aj},
\]

where \( \delta_{ij} \) is the standard Kronecker delta, \( g^{-1} \) is the inverse first fundamental form from Def. 3.8, and we have used Lemmas 3.47 and 4.3.

**Definition 6.1 (Rotation vectorfields).** For \( l = 1,2,3 \), we define the **Euclidean rotation** \( O_{(\text{Flat};l)} \) to be the \( \Sigma_t \)–tangent vectorfield with the following rectangular spatial components, \((i = 1,2,3)\):

\[
O^i_{(\text{Flat};l)} := \epsilon_l a^i x^a,
\]

where \( \epsilon_{ijk} \) is the fully antisymmetric symbol normalized by \( \epsilon_{123} = 1 \).

We define the **geometric rotation** \( O_{(l)} \) to be the \( S_{t,u} \)–tangent vectorfield with the following rectangular spatial components, \((i = 1,2,3)\):

\[
O^i_{(l)} := \Pi^i_{a} O^a_{(\text{Flat};l)},
\]

6.2. Basic properties of the rotation vectorfields

Some of our most delicate analysis involves the components of the Euclidean rotations in the direction of \( R \). This component is captured in the next definition.

**Definition 6.2 (The \( R \) component of \( O_{(\text{Flat};l)} \)).** We define the following scalar-valued functions \( \rho_{(l)} \), \((l = 1,2,3)\):

\[
\rho_{(l)} := g(O_{(\text{Flat};l)}, R).
\]

In the next lemma, we decompose \( O_{(\text{Flat};l)} \) into \( O_{(l)} \) plus an error term in the radial direction \( R \). We also provide an explicit expression for the radial component \( \rho_{(l)} \).
Lemma 6.3 (Decomposition $O_{(l)}$ into $O_{(Flat;l)}$ plus an error, and an expression for $\rho_{(l)}$). The following identities hold, where $g_{ij}^{(Small)}$ and $R_{ij}^{(Small)}$ are defined by (2.4) and (4.1b):

\begin{align}
&O_{(Flat;l)} = O_{(l)} + \rho_{(l)} R, \\
&\rho_{(l)} = gb_{bc}\epsilon_{lab}x^a R^c = \epsilon_{lab}x^a R^c_{(Small)} + \epsilon_{lab}g_{bc}(Small) \ x^a R^c_{(Small)} - \frac{1}{q} g_{bc}(Small) \ \epsilon_{lab}x^a x^c.
\end{align}

Proof. The identity (6.5) follows easily from definition (6.3), definition (6.4), and the fact that $g(R, R) = 1$ (see (3.20c)).

The first equality in (6.6) follows directly from expressing the right-hand side of (6.4) in rectangular spatial coordinates and from definition (6.2). To deduce the second equality, we insert the decompositions $g_{ab} = \delta_{ab} + g_{ab}^{(Small)}$ (see (2.4)) and $R^c = -g^{-1}x^c + R^c_{(Small)}$ (see (4.1b)) into the first equality. By the anti-symmetry of $\epsilon$, the "large" term $q^{-1} \delta_{bc} \epsilon_{lab} x^a x^c$ vanishes and hence the second equality follows. \hfill \Box

Lemma 6.4 (The rectangular components of $O_{(l)}$). The rectangular spatial components $O_{(l)}$, $(i = 1, 2, 3)$, can be expressed as follows:

\begin{equation}
O^i_{(l)} = \epsilon_{ia}x^a - \rho_{(l)} R^i = \epsilon_{ia}x^a + \rho_{(l)} \ \frac{x^i}{q} - \rho_{(l)} R^i_{(Small)}.
\end{equation}

Proof. Lemma 6.4 follows easily from definition (6.3), the identity (6.5), and the decomposition (4.1b). \hfill \Box

Lemma 6.5 (An expression for the $S_{l,u}$ components of $O_{(l)}$). The following identities hold, where $g_{ij}^{(Small)}$ is defined by (2.4), $(A = 1, 2$ and $\hat{\Psi}^A x^b = (\hat{g}^{-1})^{AB} \hat{\Psi}^B x^b)$:

\begin{equation}
O^A_{(l)} = \epsilon_{lca}g_{ab} x^c \hat{\Psi}^A x^b = \epsilon_{lab}x^a \hat{\Psi}^A x^b + \epsilon_{lca}g_{ab}^{(Small)} x^c \hat{\Psi}^A x^b.
\end{equation}

Proof. First, using definition (6.2), (6.5), and the identities $g(R, X_B) = 0$ and $X_B^i = \hat{\Psi}^B x^i$ (see (3.61)), we compute that $O^A_{(l)} := g(O_{(l)}, X_B) = g(O_{(Flat;l)}, X_B) = g_{ab} \epsilon_{lca}x^c X_B^b = \epsilon_{lca}g_{ab}^{(Small)} \hat{\Psi}^A x^b$. The first equality in (6.8) now follows from contracting the previous identity against $(\hat{g}^{-1})^{AB}$. The second then follows from the decomposition $g_{ab} = \delta_{ab} + g_{ab}^{(Small)}$ (see (2.4)). \hfill \Box

In the next lemma, we derive an expression for the Lie derivatives $\mathcal{L}_{O_{(l)}} O_{(m)}$. The most important aspect of the lemma is that the expression does not involve the dangerous transversal derivative $R \hat{\Psi} = \mu^{-1} \hat{R} \hat{\Psi}$.

Lemma 6.6 (Expression for the commutators $[O_{(m)}, O_{(l)}]$). Let $\chi^{(Small)}$ and $\Theta^{(Tan-\Psi)}$ be the type $\left(\begin{smallmatrix} 2 \\ 1 \end{smallmatrix}\right)$ $S_{l,u}$ tensorfields defined in (1.1c) and (4.11d), let $R_{i}^{(Small)}$ be the $\Sigma_i^{ab}$-tangent vectorfield defined in (4.1b), and let $\rho_{(l)}$, $(l = 1, 2, 3)$, be the scalar-valued functions defined in (6.4). Then the following identity holds:

\begin{equation}
\mathcal{L}_{O_{(l)}} O_{(m)} = [O_{(l)}, O_{(m)}] = -\epsilon_{lma} O_{(n)} + (l,m) W^#,
\end{equation}
where \((l,m)W\) is the \(S_{t,u}\) one-form given by

\[
(l,m)W_A = -\rho(l)O_B^{(\text{Small})}_{(m)}X^{(\text{Small})}_{BA} + \rho(m)O_B^{(\text{Small})}_{(l)}X^{(\text{Small})}_{BA} + \rho(l)O_B^{(\text{Small})}_{(m)}\Theta^{(\text{Small})}_{BA} - \rho(m)O_B^{(\text{Small})}_{(l)}\Theta^{(\text{Small})}_{BA} - \rho(l)\epsilon_{mcl}R^{\text{Small}}_{(l)}g_{bc}\phi^{(l,m)}_{A}x^c + \rho(m)\epsilon_{lcm}R^{\text{Small}}_{(m)}g_{bc}\phi^{(l,m)}_{A}x^c.
\]

**Proof.** Using \([6.5]\) and the decompositions \([4.1b]\) and \([6.7]\), we compute that

\[
O(l)O^{(l)}_{(m)} = O(l)\epsilon_{mci} - \rho(m)O(l)R^i - (O(l)\rho(m))R^i
= O(l)\epsilon_{mci} + \rho(l)R^c_{(\text{Small})}\epsilon_{mci} - \rho(m)\epsilon_{mci}x^c + \rho(l)\epsilon_{mci}x^c
= -\rho(l)\epsilon_{mci}x^c - \rho(m)\epsilon_{mci}x^c - (O(l)\rho(m))R^i.
\]

Using equation \([4.10d]\) to substitute for \(O(l)R^i_{(\text{Small})} = O_A^R R^i_{(\text{Small})}\) on the right-hand side of \([6.11]\), we deduce that

\[
O(l)O^{(l)}_{(m)} = O^c_{(\text{Flat};l)}\epsilon_{mci} - \rho(l)R^c_{(\text{Small})}\epsilon_{mci} + \rho(l)\epsilon_{mci}x^c + \rho(m)\epsilon_{mci}x^c
+ \rho(m)\epsilon_{mci}x^c - \rho(m)\epsilon_{mci}x^c - (O(l)\rho(m))R^i.
\]

We now compute \([\mathcal{L}_O(l)O^{(l)}_{(m)}] = O(l)O^{(l)}_{(m)} - O^{(l)}_{(m)}O^{(l)}\) by interchanging the roles of \(l\) and \(m\) in \([6.12]\) and then subtracting the two identities. It is straightforward to compute that the first term on the right-hand side of \([6.12]\) generates the term \([O(l)\mathcal{O}_{(\text{Flat};l)})\mathcal{O}^{(l)(\text{Flat};m)}) = -\epsilon_{lmn}O^i_{(\text{Font})} = -\epsilon_{lmn}O^i_{(imn)} - \rho(l)\epsilon_{lmn}R^i\). Moreover, since \([O(l),O^{(l)}_{(m)}] = S_{t,u}-\text{tangent}\), we can then apply the \(S_{t,u}\) projection tensorfield \(\Pi^j_i\) \([6.11]\) to both sides of the resulting expression, which preserves the vector \([O(l),O^{(l)}_{(m)}]\) on the left-hand side and annihilates the product \(\rho(m)\epsilon_{lmn}R^i\) from the previous sentence as well as all terms on the last line of \([6.12]\), which are proportional to the vector \(R\). In total, we deduce from this line of reasoning that for \(j = 1, 2, 3\), we have

\[
O(l),O^{(l)}_{(m)} = -\epsilon_{lmn}O^j_{(m)} - \rho(l)R^c_{(\text{Small})}\Pi^j_i\epsilon_{mci} + \rho(m)R^c_{(\text{Small})}\Pi^j_i\epsilon_{mci} + \rho(m)\epsilon_{mci}x^c - \rho(l)\epsilon_{mci}x^c - (O(l)\rho(m))R^i.
\]

Clearly, the first term on the right-hand side of \([6.13]\) is the first term on the right-hand side of \([6.10]\) as desired. To show that the remaining terms on the right-hand side of \([6.13]\) are \([\text{viewed as } S_{t,u}-\text{tangent vectors with rectangular components } (\cdot)^j\) \(\phi^j - \text{dual to } (l,m)W\), we contract them against \(g_{jk}\phi^j_{D}x^k\) and use the identities \(g_{jk}(\phi^j_{D}x^k)\Pi^j_i = g_{ic}\phi^c_{D}x^c\) and \(g_{jk}(\phi^j_{C}x^j)\phi^j_{D}x^k = \phi^j_{CD}\) (see \([3.61]\)).
CHAPTER 7

Definition of the Commutation Vectorfields and Deformation Tensor Calculations

In this chapter, we define the set \( \mathcal{Z} \) of commutation vectorfields that we use to commute the wave equation \( \mu \Box g(\Phi) \Psi = 0 \). We also compute the components of the deformation tensors \( (\mathcal{Z})_\pi \) of the vectorfields \( Z \in \mathcal{Z} \) relative to the rescaled frame \( \{ L, \hat{R}, X_1, X_2 \} \). In order to prove our sharp classical lifespan theorem, we must precisely understand the structure of some of these components. The reason is that the derivatives of the \( (\mathcal{Z})_\pi \) appear as inhomogeneous terms in the commuted wave equation (see Lemma 9.4 and Prop. 9.6), and some of the corresponding frame components are difficult to analyze. In fact, some of them seem to be on the border of the kinds of terms that would allow the proof of our sharp classical lifespan theorem to go through.

7.1. The commutation vectorfields

To prove our sharp classical lifespan theorem, we commute the covariant wave equation \( \mu \Box g(\Phi) \Psi = 0 \) with the vectorfields belonging to the following set \( \mathcal{Z} \).

**Definition 7.1 (Commutation vectorfields).** We define the set \( \mathcal{Z} \) of commutation vectorfields as follows:

\[
\mathcal{Z} := \{ \varrho L, \hat{R}, O_{(1)}, O_{(2)}, O_{(3)} \},
\]

(7.1)

where \( \varrho, L, \hat{R}, \) and \( O_{(l)} \) are defined in (3.5), (3.12), (3.19a), and (6.3).

In our analysis, we also use the following subsets of \( \mathcal{Z} \).

**Definition 7.2 (Spatial and rotation commutation subsets).** We define the subsets \( \mathcal{S}, \mathcal{O} \subset \mathcal{Z} \) of spatial commutation vectorfields and rotation commutation vectorfields as follows:

\[
\mathcal{S} := \{ \hat{R}, O_{(1)}, O_{(2)}, O_{(3)} \},
\]

(7.2a)

\[
\mathcal{O} := \{ O_{(1)}, O_{(2)}, O_{(3)} \}.
\]

(7.2b)

**Remark 7.3 (The meaning of \( \mathcal{O} \)).** Throughout the monograph, we often use the symbol \( \mathcal{O} \) to denote a generic element of \( \mathcal{O} \).

On rare occasion, we commute the wave equation with the set of Euclidean rotations.

**Definition 7.4 (Euclidean rotation commutation subset).** We define the subset \( \mathcal{O}_{(\text{Flat})} \) of Euclidean rotation vectorfields as follows:

\[
\mathcal{O}_{(\text{Flat})} := \{ O_{(\text{Flat};1)}, O_{(\text{Flat};2)}, O_{(\text{Flat};3)} \},
\]

(7.3)

where \( O_{(\text{Flat};l)} \) is defined in (6.2).
7.2. Deformation tensor calculations

We recall that the deformation tensor \((V)\pi\) of a vectorfield \(V\) is defined in Def. 4.9. In this section, we calculate \((V)\pi\) for various vectorfields \(V\). We begin with the next lemma, which shows that for some important vectorfields \(V\), the \(S_{t,u}\) projection of \((V)\pi\) is the same as \(\mathcal{L}_V \mathcal{g}\).

**Lemma 7.5** (Connection between projected Lie derivatives of \(\mathcal{g}\) and \(\pi\)). Let \(\mathcal{g}\) be the first fundamental form of \(S_{t,u}\) from Def. 3.8. If \(V \in \{L, qL, \tilde{R}\}\) or \(V\) is an \(S_{t,u}\)-tangent vectorfield, then

\[
(7.4a) \quad \mathcal{L}_V \mathcal{g}_{AB} = (Z)\pi \mathcal{g}_{AB},
\]

\[
(7.4b) \quad (\mathcal{L}_V \mathcal{g}^{-1})^{AB} = -(Z)\pi \mathcal{g}^{AB}.
\]

**Proof.** The identity \((7.4a)\) follows from Cor. 4.12, Def. 4.9, and the identity \(g = \Pi g\). \((7.4b)\) then follows from \((7.4a)\) and the identity \((\mathcal{L}_V \mathcal{g}^{-1})^{AB} = -(\mathcal{g}^{-1})^{AC}(\mathcal{g}^{-1})^{BD} \mathcal{L}_V \mathcal{g}_{CD} = -(\mathcal{g}^{-1})^{AC}(\mathcal{g}^{-1})^{BD} \mathcal{L}_V \mathcal{g}_{CD}\), which is a simple consequence of the identity \(\mathcal{g}_{AC}(\mathcal{g}^{-1})^{CB} = \delta^B_A\), the Leibniz rule, and the fact that \(\mathcal{L}_V \delta^B_A = 0\) (see Lemma 4.11). \(\square\)

We now calculate the frame components of the deformation tensors \((V)\pi_{\mu\nu}\) of various vectorfields including the commutation vectorfields \(\mathcal{Z}\). The main result is the following proposition.

**Remark 7.6** (Some important structural features). The following three aspects of the proposition are highly important.

- The dangerous transversal derivative \(R\Psi = \mu^{-1} \tilde{R}\Psi\) is completely absent from the right-hand sides of the expressions.
- \((2)\pi_{LL} = 0\) for all \(Z \in \mathcal{Z}\). This identity in particular implies the absence of the dangerous quadratic term \(\mu^{-1}(Z)\pi_{LL} \tilde{R}\Psi\), whose derivatives would appear on the right-hand side of the identity \(9.13\). The presence of such a term could in principle destroy our proof of sharp classical lifespan theorem because we would have no obvious way to control the dangerous factor \(\mu^{-1}\).
- \(\mu^{-1}(\{2\}\pi_{LR} + Z\mu\})\) is either 0 or \(-1\) for all \(Z \in \mathcal{Z}\). We elaborate upon the importance of this fact in Remark 9.2.

**Proposition 7.7** (Expressions for the frame components of various deformation tensors). We have the following identities, where \(\chi^{(\text{Small})}\) is the symmetric type \((0,2)\) \(S_{t,u}\) tensorfield defined in \(4.1c\), we are using the notation of
Sects. 3.11 and 3.20, and the quantities $f$ are smooth functions of $\Psi$:

\begin{align*}
(7.5a) & \quad (\tilde{R})_{\pi LL} = 0, \\
(7.5b) & \quad (\tilde{R})_{\pi RR} = 2\tilde{R}\mu, \\
(7.5c) & \quad (\tilde{R})_{\pi LR} = -\tilde{R}\mu, \\
(7.5d) & \quad (\tilde{R})_{\pi LA} = -\delta_{A\mu} + G_{(Frame)} \begin{pmatrix} \mu L\Psi \\ \tilde{R}\Psi \\ \mu d\Psi \end{pmatrix}, \\
(7.5e) & \quad (\tilde{R})_{\pi RA} = 0, \\
(7.5f) & \quad (\tilde{R})_{\hat{\pi} AB} = -2\mu \chi_{(Small)}^{(Trans-\Psi)} + 2\hat{\chi}_{AB}^{(Trans-\Psi)} + 2\mu \hat{\chi}_{AB}^{(Tan-\Psi)} \\
& \quad = -2\mu \chi_{AB}^{(Small)} + G_{(Frame)} \hat{\otimes} \begin{pmatrix} \mu L\Psi \\ \tilde{R}\Psi \\ \mu d\Psi \end{pmatrix}, \\
(7.5g) & \quad \text{tr}_{\hat{\pi}} (\tilde{R})_{\hat{\pi}} = -\frac{4}{\varrho} \mu - 2\mu \chi_{(Small)}^{(Trans-\Psi)} + 2\mu \hat{\chi}_{AB}^{(Tan-\Psi)} \\
& \quad = -\frac{4}{\varrho} \mu - 2\mu \chi_{AB}^{(Small)} + G_{(Frame)} \hat{\otimes} \begin{pmatrix} \mu L\Psi \\ \tilde{R}\Psi \\ \mu d\Psi \end{pmatrix}.
\end{align*}

\begin{align*}
(7.6a) & \quad (L)_{\pi LL} = 0, \\
(7.6b) & \quad (L)_{\pi RR} = 2L\mu = G_{(Frame)} \begin{pmatrix} \mu L\Psi \\ \tilde{R}\Psi \end{pmatrix}, \\
(7.6c) & \quad (L)_{\pi LR} = -L\mu = G_{(Frame)} \begin{pmatrix} \mu L\Psi \\ \tilde{R}\Psi \end{pmatrix}, \\
(7.6d) & \quad (L)_{\delta LA} = 0, \\
(7.6e) & \quad (L)_{\delta RA} = \delta_{A\mu} + G_{(Frame)} \begin{pmatrix} \mu L\Psi \\ \tilde{R}\Psi \\ \mu d\Psi \end{pmatrix}, \\
(7.6f) & \quad (L)_{\hat{\delta} AB} = 2\hat{\chi}_{AB}^{(Small)} , \\
(7.6g) & \quad \text{tr}_{\hat{\delta}} (L)_{\hat{\delta}} = 2\text{tr}_{\hat{\delta}} \chi_{AB}^{(Small)} + \frac{4}{\varrho}.
\end{align*}
(7.7a) \[(g^L)_\pi^{LL} = 0,\]
(7.7b) \[(g^L)_\pi^{RR} = 2g^L \mu + 2\mu = gG_{\text{Frame}} \left( \frac{\mu L \Psi}{\tilde{R}\Psi} \right) + 2\mu,\]
(7.7c) \[(g^L)_\pi^{LR} = -g^L \mu - \mu = gG_{\text{Frame}} \left( \frac{\mu L \Psi}{\tilde{R}\Psi} \right) - \mu,\]
(7.7d) \[(g^L)_\pi^{LA} = 0,\]
(7.7e) \[(g^L)_\pi^{RA} = g\delta_A \mu + gG_{\text{Frame}} \left( \frac{\mu L \Psi}{\tilde{R}\Psi} \right),\]
(7.7f) \[(g^L)_\pi^{AB} = 2g\delta_{\text{Small}} \mu,\]
(7.7g) \[\text{tr}_g(g^L)_\pi = 2g\text{tr}_g\chi^{\text{Small}} + 4,\]
(7.8a) \[O(i)_\pi^{LL} = 0,\]
(7.8b) \[O(i)_\pi^{RR} = 2O(i)_\mu,\]
(7.8c) \[O(i)_\pi^{LR} = -O(i)_\mu,\]
(7.8d) \[O(i)_\pi^{LA} = -\chi_{\text{Small}}^B O(i)_\mu + (O(i)_{\text{Error}})_\pi^{LA},\]
(7.8e) \[O(i)_\pi^{RA} = \mu \chi_{\text{Small}} A O(i)_\mu + (O(i)_{\text{Error}})_\pi^{RA},\]
(7.8f) \[O(i)_\pi^{AB} = 2\rho(i) \chi_{\text{Small}} + (O(i)_{\text{Error}})_\pi^{AB},\]
(7.8g) \[\text{tr}_g(O(i)_{\pi}) = 2\rho(i) \chi_{\text{Small}} + \text{tr}_g(O(i)_{\text{Error}})_\pi,\]
(7.9a) \[(O(i)_{\text{Error}})_\pi = G_{\text{Frame}} \left( \frac{O(i)}{\rho(i)} \right) \left( \frac{L\Psi}{\phi\Psi} \right) + f(\Psi) L_{\text{Small}} \phi d\Psi,\]
(7.9b) \[(O(i)_{\text{Error}})_\pi = G_{\text{Frame}} \left( \frac{\mu O(i)}{\mu \rho(i)} \right) \left( \frac{L\Psi}{\phi\Psi} \right) + G_{\text{Frame}} \rho(i) \tilde{R}\Psi + \mu f(\Psi) \left( \frac{L\Psi}{\phi\Psi} \right) \phi d\Psi,\]
(7.9c) \[(O(i)_{\text{Error}})_\pi = G_{\text{Frame}} \left( \frac{O(i)}{\rho(i)} \right) \left( \frac{L\Psi}{\phi\Psi} \right) + f(\Psi) \phi d\Psi,\]
(7.9d) \[\text{tr}_g(O(i)_{\text{Error}})_\pi = G_{\text{Frame}} \phi^{-1} \left( \frac{O(i)}{\rho(i)} \right) \left( \frac{L\Psi}{\phi\Psi} \right) + \frac{\rho(i)}{\phi} + f(\Psi) \phi d\Psi \phi d\Psi.\]

**Remark 7.8 (Clarification of the meaning of O(\text{i}) in the above schematic relations).** In (7.9a)-(7.9d), the vectorfield O(\text{i}) appearing in the first array is not acting as a differential operator, but rather as a tensorfield that is being contracted against other tensorfields such as G\_{\text{Frame}} and \phi\Psi.

Before proving the proposition, we first compute some covariant derivatives of the S_{L,u} projection tensorfield \Pi relative to frame vectorfields \{L, \tilde{R}, X_1, X_2\}.
Lemma 7.9 (Frame covariant derivatives of the spherical projection tensorfield $\Pi$). Let $\Pi$ be the type $(1,1) S_{l,u}$ projection tensorfield defined in (3.39b). Then we have the following identities:

\begin{align}
(7.10a) & \quad (\mathcal{D}_L \Pi) \cdot R = \mu^{-1} \zeta^{(\text{Trans} - \Psi)} A X_A + \xi^{(\text{Trans} - \Psi)} A X_A, \\
(7.10b) & \quad (\mathcal{D}_L \Pi) \cdot X_A = -\mu^{-1} \zeta_A^{(\text{Trans} - \Psi)} L - \xi_A^{(\text{Trans} - \Psi)} L, \\
(7.10c) & \quad (\mathcal{D}_R \Pi) \cdot R = (\delta^A \mu) X_A, \\
(7.10d) & \quad (\mathcal{D}_R \Pi) X_A = \zeta_A^{(\text{Trans} - \Psi)} L + \mu \xi_A^{(\text{Trans} - \Psi)} L + \xi_A^{(\text{Trans} - \Psi)} R + \mu \zeta_A^{(\text{Trans} - \Psi)} R + (\delta^A \mu) R, \\
(7.10e) & \quad (\mathcal{D}_A \Pi) \cdot R = X_A^B X_B - \mu^{-1} \xi_A^{(\text{Trans} - \Psi)} B X_B - \zeta_A^{(\text{Trans} - \Psi)} B X_B, \\
(7.10f) & \quad (\mathcal{D}_A \Pi) \cdot X_B = \mu^{-1} \xi^{(\text{Trans} - \Psi)} A + \mu \xi^{(\text{Trans} - \Psi)} A + \xi^{(\text{Trans} - \Psi)} A + \xi^{(\text{Trans} - \Psi)} A + (\delta^A \mu) R.
\end{align}

In the above expressions, the $S_{l,u}$ tensorfields $X$, $\zeta^{(\text{Trans} - \Psi)}$, $\xi^{(\text{Trans} - \Psi)}$, $\zeta^{(\text{Trans} - \Psi)}$, and $\xi^{(\text{Trans} - \Psi)}$ are defined by (3.70), (5.4a), (5.4b), (5.5a), and (5.5b).

Proof. The main idea of the proof is to use the decompositions provided by Lemma 5.1. As examples, we prove (7.10a) and (7.10k). The remaining identities in (7.10a)-(7.10f) can be proved using similar arguments. To prove (7.10a), we differentiate the identity $\Pi \cdot \hat{R} = 0$ and use the identity $\hat{R} = \mu \hat{R}$ to deduce that $(\mathcal{D}_L \Pi) \cdot R = \mu^{-1} (\mathcal{D}_L \Pi) \cdot \hat{R} = -\mu^{-1} \Pi \cdot \mathcal{D}_L \hat{R}$. The desired identity (7.10a) now follows easily from the previous identity, (5.2d), and (5.3a).

To prove (7.10d), we differentiate the identity $\Pi X_A = X_A$ to deduce $(\mathcal{D}_R \Pi) \cdot X_A = \mathcal{D}_R X_A - \Pi \cdot \mathcal{D}_R X_A$. Since $\mathcal{D}_R X_A - \mathcal{D}_A \hat{R} = [\hat{R}, X_A]$ is $S_{l,u}$-tangent (see (4.21c)), it follows that $(\mathcal{D}_R \Pi) \cdot X_A = \mathcal{D}_A \hat{R} - \Pi \cdot \mathcal{D}_A \hat{R}$. The desired identity (7.10d) now follows easily from the previous identity, (5.2e), and (5.3a).

Proof of Prop. 7.7. The main idea of the proof is to use the decompositions provided by Lemmas 5.1 and 7.9. We give four examples, which by far involve the most difficult computations.

We begin by proving (7.8f) and (7.8g). These identities and (7.8d) are the only ones in the proposition for which it requires some effort to see the cancellation of some terms involving the dangerous transversal derivative $\hat{R} \Psi = \mu^{-1} \hat{R} \Psi$. To proceed, we use Defs. 4.9 and 6.1 to deduce that

\begin{align}
(7.11) & \quad \hat{\Pi}^{(\text{Ord})} AB = g(\mathcal{D}_A \Pi \cdot O(\text{Flat};l), X_B) + g(\mathcal{D}_B \Pi \cdot O(\text{Flat};l), X_A) \\
& \quad = g([\mathcal{D}_A \Pi] \cdot O(\text{Flat};l), X_B) + g([\mathcal{D}_B \Pi] \cdot O(\text{Flat};l), X_A) \\
& \quad + g(\mathcal{D}_A O(\text{Flat};l), X_B) + g(\mathcal{D}_B O(\text{Flat};l), X_A).
\end{align}
From (6.5), (7.10e), (7.10f), (5.3b), (5.4b), and (5.5b), we deduce that
(7.12)

\[ g([\mathcal{D}_A] \cdot O_{(Flat;l)}, X_B) + g([\mathcal{D}_B] \cdot O_{(Flat;l)}, X_A) \]
\[ = 2\rho_{(l)}X_{AB} - 2\mu^{-1}\rho_{(l)}\epsilon T_{AB}^{(\text{Trans};\Psi)} - 2\rho_{(l)}\epsilon T_{AB}^{(\text{Tan};\Psi)} \]
\[ = 2\rho_{(l)}X_{AB} - \mu^{-1}\rho_{(l)}\mathcal{G}_{AB} \tilde{R}\Psi + \rho_{(l)}G_{(Frame)} \left( \frac{L\Psi}{\partial\Psi} \right). \]

Next, we use (4.1c), (6.5), (6.8), (7.10a), (7.10b), (7.10e), (7.10f), (5.3a), (5.4a), and (5.5a), to deduce that
(7.13)

\[ g(\mathcal{D}_A O_{(Flat;l)}, X_B) + g(\mathcal{D}_B O_{(Flat;l)}, X_A) \]
\[ = \epsilon_{lca} g_{ab} \hat{\phi}_A x^c \hat{\phi}_b x^b + \epsilon_{lca} g_{ab} \hat{\phi}_A x^c \hat{\phi}_b x^b + \mathcal{G}_{AB} O_{(Flat;l)} \Psi. \]

We now insert the decompositions \( O_{(Flat;l)} = O_{(l)} + \rho_{(l)} R \) and \( g_{ab} = \delta_{ab} + g_{(Small)}^{(Small)} \) (see (2.4)) into (7.13) and observe that by the antisymmetry of \( c_{..} \), the \( \delta_{ab} \) part cancels from the first two terms on the right-hand side of (7.13). Hence, we have
(7.14)

\[ g(\mathcal{D}_A O_{(Flat;l)}, X_B) + g(\mathcal{D}_B O_{(Flat;l)}, X_A) \]
\[ = \epsilon_{lca} g_{ab}^{(Small)} (\hat{\phi}_A x^c \hat{\phi}_b x^b + \hat{\phi}_A x^c \hat{\phi}_b x^b) \]
\[ + \mu^{-1}\rho_{(l)}\mathcal{G}_{AB} \tilde{R}\Psi + \mathcal{G}_{AB} O_{(l)} \Psi. \]

We now add (7.12) and (7.14) and note the cancellation of the dangerous product \( \mu^{-1}\rho_{(l)}\mathcal{G}_{AB} \tilde{R}\Psi \). Also using (7.11) and the fact that \( g_{ab}^{(Small)} \) is a smooth function of \( \Psi \) that vanishes at \( \Psi = 0 \) (see (2.4)), we conclude that
(7.15)

\[ (O_{(l)})_{\hat{\phi} A B} = 2\rho_{(l)}X_{AB} + G_{(Frame)} \begin{pmatrix} O_{(l)} \\ \rho_{(l)} \end{pmatrix} \left( \frac{L\Psi}{\partial\Psi} \right) + f(\Psi)\Psi d\xi \otimes d\xi. \]

The desired identities (7.8a) and (7.8g) now follow from (7.15) and (4.1c).

As a third example, we now prove (7.8d). To proceed, we use Defs. 6.1 and 4.9 to deduce
(7.16)

\[ (O_{(l)})_{\hat{\phi} L A} = g(\mathcal{D}_L [\mathcal{H} \cdot O_{(Flat;l)}], X_A) + g(\mathcal{D}_A [\mathcal{H} \cdot O_{(Flat;l)}], L) \]
\[ = g([\mathcal{D}_L \mathcal{H}] \cdot O_{(Flat;l)}, X_A) + g([\mathcal{D}_A \mathcal{H}] \cdot O_{(Flat;l)}, L) + g(\mathcal{D}_L O_{(Flat;l)}, X_A). \]

From (4.1c), (6.5), (6.8), (7.10a), (7.10b), (7.10e), (7.10f), (5.3a), (5.4a), and (5.5a), we deduce that
(7.17)

\[ g([\mathcal{D}_L \mathcal{H}] \cdot O_{(Flat;l)}, X_A) + g([\mathcal{D}_A \mathcal{H}] \cdot O_{(Flat;l)}, L) \]
\[ = -X_{AB} O_{(l)}^B + \mu^{-1}\rho_{(l)}\mathcal{G}_{AB}^{(Trans;\Psi)} + \rho_{(l)}\mathcal{G}_{AB}^{(Tan;\Psi)} \]
\[ = -\frac{1}{2} \epsilon_{lca} g_{ab} \hat{\phi}_A x^c \hat{\phi}_b x^b - X_{AB} O_{(l)}^B - \frac{1}{2} \mu^{-1}\rho_{(l)}\mathcal{G}_{LA} \tilde{R}\Psi \]
\[ + \rho_{(l)}G_{(Frame)} \left( \frac{L\Psi}{\partial\Psi} \right). \]
Next, we use (4.4a), (4.4b), Def. 6.1 (6.5), the identity $R = \mu^{-1}\tilde{R}$, and the identity $\tilde{\phi}_A x^i = X_A^i$ (see (3.61)) to compute (relative to rectangular coordinates) that

\begin{equation}
(7.18) \quad g(\mathcal{D}_L O_{(Flat:t)}, X_A) = \epsilon_{lca} g_{ab} L^c \phi_A x^b + \frac{1}{2} g_{LA} O_{(Flat:t)} \Psi \\
+ \frac{1}{2} g_{OA} L^c \phi_A x^b - \frac{1}{2} G_{LO_{(Flat:t)}} \phi_A \Psi.
\end{equation}

We now insert the decompositions $O_{(Flat:t)} = O(l) + \rho(l) R$ and $L^c = \frac{x^c}{\theta} + L^c_{(Small)}$ (see (4.1a)) into (7.18) and deduce that

\begin{equation}
(7.19) \quad g(\mathcal{D}_L O_{(Flat:t)}, X_A) = \frac{1}{\theta} \epsilon_{lca} g_{ab} x^c \phi_A x^b + \epsilon_{lca} g_{ab} L^c \phi_A x^b + \frac{1}{2} \mu^{-1} \rho(l) g_{LA} \tilde{R} \Psi \\
+ G_{(Frame)} \left( \begin{array}{c} O(l) \\ \rho(l) \end{array} \right) \left( \begin{array}{c} L^c \\ \mu \end{array} \right).
\end{equation}

We now add (7.17) and (7.19) and observe that the first and third terms on the right-hand sides cancel. The desired identity (7.8d) thus follows.

As a final example, we prove (7.8e). This example is somewhat simpler than the previous examples in the sense that we do not have to observe the cancellation of any dangerous $\mu^{-1} \tilde{R} \Psi$-containing products (although we still have to observe some other cancellations). To proceed, we use Defs. 4.9 and 6.1 to deduce

\begin{equation}
(7.20) \quad (O(l)) \tilde{\phi}_{RA} = g(\mathcal{D}_R [\Pi \cdot O_{(Flat:t)}], X_A) + g(\mathcal{D}_R [\Pi \cdot O_{(Flat:t)}], \tilde{R}) \\
= g(\mathcal{D}_R [\Pi \cdot O_{(Flat:t)}], X_A) + g([\mathcal{D}_R [\Pi \cdot O_{(Flat:t)}], \tilde{R}] + g(\mathcal{D}_R O_{(Flat:t)}, X_A).
\end{equation}

Next, using (4.1c), (6.5), (6.8), (7.10c), (7.10d), (7.10e), (7.10f), (5.3b), (5.4b), (5.5b), and the identity $\tilde{R} = \mu \tilde{R}$, we deduce that

\begin{equation}
(7.21) \quad g(\mathcal{D}_R [\Pi \cdot O_{(Flat:t)}], X_A) + g([\mathcal{D}_R [\Pi \cdot O_{(Flat:t)}], \tilde{R}] \\
= \rho(l) \tilde{\phi}_A x^b - \tilde{\phi}_A x^b + \frac{1}{2} g_{RA} O_{(Flat:t)} \tilde{R} \Psi + G_{(Frame)} \left( \begin{array}{c} \mu L^c \\ \mu \end{array} \right).
\end{equation}

Next, from (4.4a), (4.4b), Def. 6.1 the identity $\tilde{R} = \mu \tilde{R}$, and the identity $\tilde{\phi}_A x^b = X_A^b$ (see (3.61)), we compute (relative to rectangular coordinates) that

\begin{equation}
(7.22) \quad g(\mathcal{D}_R O_{(Flat:t)}, X_A) = \mu \epsilon_{lca} g_{ab} R^c \phi_A x^b + \frac{1}{2} g_{LA} O_{(Flat:t)} \tilde{R} \Psi \\
+ \frac{1}{2} \mu g_{RA} O_{(Flat:t)} \tilde{R} \Psi - \frac{1}{2} \mu G_{RO_{(Flat:t)}} \phi_A \Psi.
\end{equation}
We now insert the decompositions \( O_{(\text{Flat}; l)} = O(l) + \rho(l) R \) and \( R^c = -x^c \frac{\partial}{\partial \phi} + R^c_{(\text{Small})} \) (see (6.5) and (4.1b)) into (7.22) and deduce that
\[
g(D \bar{R} O_{(\text{Flat}; l)}, X_A) = -\frac{1}{\rho} \epsilon^{lab} g_{ab} x^c \delta_A x^b + \mu \epsilon^{lab} g_{bc} R^c_{(\text{Small})} \delta_A x^b + \frac{1}{2} \epsilon^a_{AB} O_{(l)} \bar{R} \Psi
\]
\[+ G_{(\text{Frame})} (\mu \Psi) O(l) + G_{(\text{Frame})} \rho(l) \bar{R} \Psi + \mu G_{(\text{Frame})} \rho(l) \Psi.
\]
Adding (7.21) and (7.23), noting that the first and third terms on the right-hand side of (7.23) are exactly canceled by two terms on the right-hand side of (7.21), and using the fact that \( R^l = -L^l_{(\text{Small})} \) plus a smooth function of \( \Psi \) that vanishes at \( \Psi = 0 \) (that is, (4.3)), we arrive at (7.8e).

The remaining identities in the proposition can be proved in a similar fashion with the help of Lemma 4.10 and the torsion-free property \( \mathcal{D}_V W - \mathcal{D}_W V = [V, W] \), valid for arbitrary vectorfields \( V \) and \( W \). The computations are much simpler and we leave the details to the reader.

\[\square\]

**Corollary 7.10 (Expression for the \( S_{t,u} \) covariant derivatives of the rotation vectorfields).** The type \((1,1)\) \( S_{t,u} \) tensorfield \( \nabla O(l) \) can be expressed as follows, where \( \chi \) is the symmetric type \((0,2)\) \( S_{t,u} \) tensorfield defined in (3.70), we are using the notation of Sects. 3.11 and 3.20 and Remark 7.8, and \( f \) is a smooth function of \( \Psi \):
\[
\nabla_A O^B_{(l)} = \epsilon_{lab} (\delta_A x^c) \delta^B x^b + \rho(l) X_A^B
\]
\[+ G_{(\text{Frame})} \delta^{B} \left( O_{(l)} \right) \frac{\partial \Psi}{\partial \phi} + f(\Psi) \Psi \partial x \otimes \partial^\phi x.
\]

**Proof.** Since \( \nabla_A O^B_{(l)} = (\delta^{-1})^{BC} g(\mathcal{D}_A O(l), X_B) \), the proof is essentially the same as the proof of (7.15). The main difference is that in the present case, we do not have the cancellation of the “\( \delta_{ab} \) part” noted below equation (7.13) because the quantity under consideration is not symmetrized over the indices \( A, B \). This results in the presence of the “non-small” term \( \epsilon_{lab} (\delta_A x^c) \delta^B x^b \) on the right-hand side of (7.24). \[\square\]
CHAPTER 8

Geometric Operator Commutator Formulas and Schematic Notation for Repeated Differentiation

In this chapter, we provide geometric expressions for the commutators of some operators that we encounter in our analysis. We also define some schematic notation connected to repeated differentiation with respect to commutation vectorfields $Z \in \mathcal{V}$.

8.1. Definitions of various differential operators

In this section, we define various differential operators that play a role in our analysis.

**Definition 8.1 (Angular divergence).** If $Y$ is an $S_{t,u}$-tangent vectorfield, then we define $\text{div} Y$ to be the following function:

$$ (\text{div} Y)^A := \nabla_A Y^A. $$

(8.1a)

If $\xi$ is an $S_{t,u}$ one-form, then we define $\text{div} \xi$ to be the following function:

$$ (\text{div} \xi)_A := (g^{-1})^{AB} \nabla_B \xi_A. $$

(8.1b)

If $\xi$ is a type $(1)$ $S_{t,u}$ tensorfield, then we define $\text{div} \xi$ to be the following $S_{t,u}$ one-form:

$$ (\text{div} \xi)_A := \nabla_A \xi_B. $$

(8.1c)

If $\xi$ is a symmetric type $(0,2)$ $S_{t,u}$ tensorfield, then we define $\text{div} \xi$ to be the following $S_{t,u}$ one-form:

$$ (\text{div} \xi)_A := \nabla_A \xi_B. $$

(8.1d)

**Definition 8.2 (Trace-free $S_{t,u}$-projected Lie derivatives).** If $\xi$ is a type $(0,1)$ $S_{t,u}$ tensorfield and $V$ is a spacetime vectorfield, then we define $\text{div} \xi$ to be the following $S_{t,u}$ one-form:

$$ (\text{div} \xi)_A := \nabla_B \xi_A. $$

(8.1e)

**Definition 8.3 (Trace-free part of $\nabla^2$).** If $f$ is a function, then we define the trace-free type $(0,2)$ $S_{t,u}$ tensorfield $\nabla^2 f$ as follows:

$$ \nabla^2_{AB} f := \nabla^2_{AB} f - \frac{1}{2} (\Delta f) g_{AB}. $$

(8.3)
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**Definition 8.4 (The operator \( \nabla \)).** If \( \xi \) is a type \((\mathbb{0}_2)\) \( S_{t,u} \) tensorfield, then we define the type \((\mathbb{0}_3)\) \( S_{t,u} \) tensorfield \( \nabla \xi \) as follows:

\[
\nabla_A \xi_{BC} := \frac{1}{2} \left( \nabla_A \xi_{BC} + \nabla_B \xi_{AC} - \nabla_C \xi_{AB} \right).
\]

**8.2. Operator commutator identities**

In this section, we provide a collection of operator commutator identities that we use in our analysis.

**Definition 8.5 (Commutator of two operators).** If \( P \) and \( Q \) are two operators, then \([P,Q] := PQ - QP\) denotes their commutator.

**Lemma 8.6 (L, \( \varrho L \), \( \tilde{R} \), O commute with \( d / \)).** If \( f \) is a function and \( V \in \{L, \varrho L, \tilde{R}, O_{(1)}, O_{(2)}, O_{(3)}\} \), then

\[
\mathcal{L}_V \phi f = \phi V f.
\]

**Proof.** We prove \((8.5)\) only when \( V = \tilde{R} \) since the other vectorfields \( V \) can be treated by using a similar argument and the fact that \( d \varrho = 0 \). To proceed, we set \( V = \tilde{R} \), contract the right-hand side of \((8.5)\) against the vector \( X_A \), and use the Leibniz rule together with the fact that \([X_A, \tilde{R}]\) is \( S_{t,u} \)-tangent (which follows from \((4.21c)\) in order to deduce that

\[
\phi_A \tilde{R} f = X_A (\tilde{R} f) = \tilde{R} (X_A f) + \phi f \cdot [X_A, \tilde{R}].
\]

On the other hand, we contract the left-hand side of \((8.5)\) against \( X_A \) and use the Leibniz rule together with \((4.21c)\) to deduce that

\[
(\mathcal{L}_R \phi f) \cdot X_A = (\mathcal{L}_R \phi f) \cdot X_A = \tilde{R} (\phi f \cdot X_A) + \phi f \cdot [X_A, \tilde{R}].
\]

We now note that the right-hand sides of \((8.6)\) and \((8.7)\) are equal, which yields the desired identity \((8.5)\). \(\square\)

**Lemma 8.7 (Leibniz rules with an angular differential commutation).** If \( X \) is an \( S_{t,u} \)-tangent vectorfield, \( V \in \{L, \varrho L, \tilde{R}, O_{(1)}, O_{(2)}, O_{(3)}\} \), and \( f \) is a function, then the following commutator identity holds:

\[
V(X \cdot \phi f) = X \cdot \phi L f + \mathcal{L}_V X \cdot \phi f.
\]

**Proof.** Lemma \(8.7\) follows from the Leibniz rule and Lemma \(8.6\). \(\square\)

**Lemma 8.8 (Commutator of the Lie derivative of the trace-free part and the trace-free Lie derivative).** If \( \xi \) is a symmetric type \((\mathbb{0}_2)\) \( S_{t,u} \) tensorfield and \( Z \in \mathcal{L} \), then

\[
\mathcal{L}_Z \hat{\xi}_{AB} - \hat{\mathcal{L}}_Z \xi_{AB} = \frac{1}{2} (Z)_g^{CD} \xi_{CD} \phi_{AB} - \frac{1}{2} \text{tr}_g \xi (Z)_g^{CD} g_{AB}.
\]

If in addition \( \xi \) is trace-free, then

\[
\mathcal{L}_Z \xi_{AB} - \hat{\mathcal{L}}_Z \xi_{AB} = \frac{1}{2} (Z)_g^{CD} \xi_{CD} \phi_{AB}.
\]
8.2. OPERATOR COMMUTATOR IDENTITIES

Proof. From the decomposition $\xi = \frac{1}{2} \text{tr}_g \xi \hat{\mathfrak{g}} + \xi$, the Leibniz rule, and the identities $\mathcal{L} \hat{\mathfrak{g}}_{AB} = (Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{AB}$ and $(\mathcal{L} \hat{\mathfrak{g}}^{-1})_{AB} = -(Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{AB}$ (see Lemma 7.5), we compute that

\begin{equation}
Z \text{tr}_g \xi = -(Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{AB} \xi + \text{tr}_g \mathcal{L} \hat{\mathfrak{g}}_{\xi},
\end{equation}

\begin{equation}
\mathcal{L} \hat{\mathfrak{g}}_{Z \xi} = \mathcal{L} \hat{\mathfrak{g}}_{\xi} - \frac{1}{2} \text{tr}_g \mathcal{L} \hat{\mathfrak{g}}_{\xi AB} + \frac{1}{2} (Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{CD} \xi_{AB} - \frac{1}{2} \text{tr}_g (Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{AB} - \frac{1}{2} \text{tr}_g (Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{AB},
\end{equation}

where to deduce the second equality in (8.11) we used definition (8.2), and to deduce the last equality in (8.11) we used the decompositions $(Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{AB} = \frac{1}{2} \text{tr}_g (Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{AB} + (Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{AB}$ and $(Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{CD} = \frac{1}{2} \text{tr}_g (Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{CD} + (Z)^{\mathcal{L}} \hat{\mathfrak{g}}_{CD}$. We have thus proved (8.9a). The identity (8.9b) follows trivially from (8.9a).

Lemma 8.9 (Commuting $\nabla_L$, $\bar{R}$, $O$ with $\nabla$). If $\xi$ is an $S_{1,2}$ one-form and $V \in \{L, \nabla_L, \bar{R}, O(1), O(2), O(3)\}$, then we have the following commutator identity, where the operator $\nabla$ is defined in Def. 8.4.

\begin{equation}
([\nabla_A, \mathcal{L}_V]) \xi_B = (\nabla_A (V)^{\mathcal{L}} (V)^{\mathcal{L}}) \xi_C.
\end{equation}

Similarly, if $\xi$ is a symmetric type $(0, 2)$ $S_{1,2}$ tensorfield and $V \in \{L, \nabla_L, \bar{R}, O(1), O(2), O(3)\}$, then we have the following commutator identities:

\begin{equation}
([\nabla_A, \mathcal{L}_V]) \xi_{BC} = (\nabla_A (V)^{\mathcal{L}} (V)^{\mathcal{L}}) \xi_{CD} + (\nabla_A (V)^{\mathcal{L}} (V)^{\mathcal{L}}) \xi_{BD}.
\end{equation}

Proof. We first prove (8.13) in the case $V = L$. We compute relative to the geometric coordinates, and we use the fact that the vectorfield $L = \frac{\partial}{\partial t}$ commutes with the coordinate vectorfields $\frac{\partial}{\partial(x_1, x_2)} = (X_1, X_2)$. Also using Lemma 7.5 we deduce the following identities: $\frac{\partial}{\partial t} \hat{\mathfrak{g}}_{AB} = \mathcal{L}_L \hat{\mathfrak{g}}_{AB} = (L)^{\mathcal{L}} \hat{\mathfrak{g}}_{AB}$, $\frac{\partial}{\partial x} (\hat{\mathfrak{g}}^{-1})_{AB} = (\mathcal{L}_L \hat{\mathfrak{g}}^{-1})_{AB} = -(L)^{\mathcal{L}} \hat{\mathfrak{g}}_{AB}$. To proceed, we note that the Christoffel symbols $\Gamma_{AB}^C$ of $\mathfrak{g}$ (relative to the local coordinates $(\partial^1, \partial^2)$) can be expressed as

\begin{equation}
\Gamma_{AB}^C = \frac{1}{2} (\hat{\mathfrak{g}}^{-1})_{CD} \left\{ \frac{\partial}{\partial x_A} \hat{\mathfrak{g}}_{DB} + \frac{\partial}{\partial x_B} \hat{\mathfrak{g}}_{AD} - \frac{\partial}{\partial x_D} \hat{\mathfrak{g}}_{AB} \right\}.
\end{equation}

Next, we state the following standard covariant derivative identities:

\begin{equation}
\nabla_A \xi_{BC} = \frac{\partial}{\partial x_A} \xi_{BC} - \nabla_A B \xi_{DC} - \nabla_A D \xi_{BD}.
\end{equation}

\begin{equation}
\nabla_A \mathcal{L}_L \xi_{BC} = \nabla_A \frac{\partial}{\partial t} \xi_{BC} = \frac{\partial}{\partial t} \frac{\partial}{\partial x_A} \xi_{BC} - \nabla_A B \frac{\partial}{\partial t} \xi_{DC} - \nabla_A D \frac{\partial}{\partial t} \xi_{BD}.
\end{equation}
We now set $\Gamma_{ABD} := \partial CD \Gamma^{C}_{AB} = \left\{ \frac{\partial}{\partial \theta^A} \#_{DB} + \frac{\partial}{\partial \theta^B} \#_{AD} - \frac{\partial}{\partial \theta^D} \#_{AB} \right\}$, refer to definition 8.4, and use the above calculations and the symmetry property $\Gamma_{ABD} = \Gamma_{BDA}$ to compute that

\begin{equation}
\frac{\partial}{\partial t} \Gamma^{C}_{AB} = - (L)^{C}_{DB} \Gamma_{ABD} + \frac{1}{2} ((\partial^{-1})^{CD} \left\{ \frac{\partial}{\partial \theta^A} (L)^{C}_{DB} + \frac{\partial}{\partial \theta^B} (L)^{C}_{AD} - \frac{\partial}{\partial \theta^D} (L)^{C}_{AB} \right\} = (\partial^{-1})^{CD} \hat{\nabla}_A (L)^{C}_{BD} \right.
\end{equation}

Using (8.16) and (8.18), we compute that

\begin{equation}
\xi_{L} \nabla \xi_{BC} = \frac{\partial}{\partial t} \nabla \xi_{BC} - \frac{\partial}{\partial \theta^A} \xi_{BC} - \hat{\nabla}_{A} \xi_{BC} - \hat{\nabla}_{A} \xi_{BC} - (\partial^{-1})^{DE} \hat{\nabla}_{A} (L)^{C}_{DE} \xi_{BD} - (\partial^{-1})^{DE} \hat{\nabla}_{A} (L)^{C}_{DE} \xi_{BD}.
\end{equation}

Finally, subtracting (8.19) from (8.17) and noting that the right-hand side of (8.17) cancels the first three terms on the right-hand side of (8.19), we arrive at the desired identity [8.13] in the case $V = L$.

Since $(\partial^L)^{\#} = (\partial^{L})^{\#}$, the identity [8.13] for $\partial L$ follows directly from the identity for $L$.

A similar argument involving one minor adjustment yields [8.13] when $V = \widetilde{R}$. The minor adjustment is that we first endow $\Sigma_{t}^{U_{0}}$ with local coordinates $(u, \tilde{\theta}^{1}, \tilde{\theta}^{2})$ (where $u$ is the eikonal function) in such a way that $\widetilde{R} = \frac{\partial}{\partial u} \tilde{\theta}^{1}, \tilde{\theta}^{2}$. We already carried out such a construction in our proof of Cor. 3.46. We can then proceed as in the proof of [8.13] in the case $V = L$, but using the coordinates $\tilde{\theta}^{A}$ in place of $\theta^{A}$.

To prove [8.13] in the case $V = O$, we let $\varphi_{(\lambda)} : M_{t,u} \rightarrow M_{t,u}$ be the flow map (see Remark 3.55) of the $S_{t,u}$-tangent vector field $O$. Let $\varphi_{(\lambda)}^{*}(\nabla \xi)$, $\varphi_{(\lambda)}^{*}(\hat{\nabla} \xi)$, and $\varphi_{(\lambda)}^{*}(\xi)$ respectively denote the pullbacks (see equation 3.65) of the tensor fields $\nabla \xi$, $\hat{\nabla} \xi$ and $\xi$ by $\varphi_{(\lambda)}$, and let $\varphi_{(\lambda)}^{*}(\nabla \xi)$ denote the Levi-Civita connection of $\varphi_{(\lambda)}^{*}(\hat{\nabla} \xi)$. Then by covariance, we have the identity $\varphi_{(\lambda)}^{*}(\nabla \xi) = (\varphi_{(\lambda)}^{*}(\nabla) \varphi_{(\lambda)}^{*}(\xi)$.

To simplify the notation, we denote $(\lambda)^{\nabla} := \varphi_{(\lambda)}^{*}(\nabla)$, $(\lambda)^{\hat{\nabla}} := \varphi_{(\lambda)}^{*}(\hat{\nabla})$, and $(\lambda)^{\xi} := \varphi_{(\lambda)}^{*}(\xi)$. We also let $(\lambda)^{\nabla \Gamma}_{A B} \Gamma_{C}$ denote the Christoffel symbols of $(\lambda)^{\hat{\nabla}}$ relative to the local coordinates $(\theta^{1}, \theta^{2})$. In particular, the above covariance identity can be written as

\begin{equation}
\varphi_{(\lambda)}^{*}(\nabla \xi) = (\lambda)^{\nabla}(\lambda)^{\xi}.
\end{equation}

Using the fact that the Lie derivative of a tensor field with respect to a vector field is the derivative (with respect to the flow parameter $\lambda$) of the pullback of the tensor field by the flow map of the vector field, the fact that $O$ and $\hat{\nabla}$ are $\varphi_{(\lambda)}^{*}$ tensor fields, and Cor. 4.12, we deduce the tensorial identities $\frac{d}{d\lambda} |_{\lambda=0} (\lambda)^{\#}_{AB} = \xi_{L} (\lambda)^{\#}_{AB} = (O)^{\#}_{AB}$ and $\frac{d}{d\lambda} |_{\lambda=0} (\lambda)^{\hat{\nabla}^{-1}}_{AB} = -(O)^{\hat{\nabla}}_{AB}$, where $(\lambda)^{-1}$ denotes the inverse of $(\lambda)^{\hat{\nabla}}$. From these identities, we deduce that the identity [8.18] holds with the left-hand side replaced by $\frac{d}{d\lambda} |_{\lambda=0} (\lambda)^{\#}_{AB} B$ and all terms $(\lambda)^{\#}$ on the
right-hand side replaced by \((O)\). That is, we have

\[
\frac{d}{d\lambda}|_{\lambda=0} (\lambda) \Gamma_{ABC} = (g^{-1})^{CD} \nabla_A (O) \#_{BD}.
\]

We now consider the \(ABC\) component of the right-hand side of (8.20), that is, \((\lambda) \nabla_A (\lambda) \xi_{BC}\). This component is equal to the right-hand side of (8.16) except with \((\lambda) \nabla, (\lambda) \xi,\) and \((\lambda) \Gamma\) respectively in place of \(\nabla, \xi,\) and \(\Gamma\). Hence, applying the operator \(\frac{d}{d\lambda}|_{\lambda=0}\) to the right-hand side of (8.20) and using the identity (8.21), we deduce that

\[
\left(\frac{d}{d\lambda}|_{\lambda=0} \left\{(\lambda) \nabla (\lambda) \xi\right\}\right)_{ABC} = (\nabla L_O \xi)_{ABC} + (\nabla_A (O) \#_B^D) \xi_{DC} + (\nabla_A (O) \#_C^D) \xi_{BD}.
\]

On the other hand, applying the operator \(\frac{d}{d\lambda}|_{\lambda=0}\) to the left-hand side of (8.20) and considering the \(ABC\) component, we deduce (from the representation of Lie differentiation in terms of the derivative of the pullback by the flow map) that

\[
\left(\frac{d}{d\lambda}|_{\lambda=0} \left\{\varphi^*(\lambda) (\nabla \xi)\right\}\right)_{ABC} = (\nabla L_O \xi)_{ABC}.
\]

Subtracting (8.23) from (8.22), we conclude (8.13) in the case \(V = O\). We have thus proved (8.13) in all cases.

The identities (8.12) and (8.14) can be proved in an analogous fashion, and we omit the details.

\[\square\]

**Lemma 8.10** (\(\{L + \text{tr} \psi \xi\}, \text{di} \psi\) = 0 for \(S_{t,u}\)–tangent vectorfields). Let \(Y\) be an \(S_{t,u}\)–tangent vectorfield and let \(\psi\) be the \(S_{t,u}\) tensorfield defined in (3.70). Then we have the following identity:

\[
\{L + \text{tr} \psi \xi\} \text{di} \psi Y = \text{di} \psi \left\{L Y + \text{tr} \psi Y\right\}.
\]

**Proof.** Let \(\xi\) be the \(S_{t,u}\) one-form that is \(\psi–\)dual to \(Y\). Using the Leibniz rule and the identity \((\xi L) g^{-1})^{AB} = -(L (\xi L) g^{-1})^{AB}\) (see (7.4b)) and commuting the operators \(\xi L\) and \(\nabla\), we deduce that \(\text{Ld} \psi Y = L \left\{(g^{-1})^{AB} \nabla_A \xi_B\right\} = -(L (\psi) \nabla A \xi_B) + Y (\text{di} \psi) \xi_B\). Using the identity (\(L (\xi L) g^{-1})^{AB} \nabla_A \xi_B = (\psi) \xi_B\) (see (7.4a) and (5.72) with \(L\) in the role of \(V\), we deduce that \((g^{-1})^{AB} \nabla_A \xi_B = Y (\text{di} \psi) \xi_B\). Furthermore, since \(\xi_B = g_{BC} Y^C\), we deduce from the Leibniz rule and (7.4a) that \(\xi_B = 2 \chi_B Y^C + g_{BC} \xi_L Y^C\). Hence, we deduce that \((g^{-1})^{AB} \nabla_A \xi_B = 2 (\text{di} \psi) \chi_B \cdot Y + 2 g_{AB} \nabla_A Y_B + \text{di} \psi \xi_L Y\). Combining these identities, we deduce that

\[
\text{Ld} \psi Y = \text{di} \psi \xi_L Y + Y (\text{tr} \psi) \chi.
\]

The desired identity (8.24) now follows from (8.25) and the Leibniz rule identity \(\text{di} \psi (\text{tr} \psi Y) = \text{tr} \psi (\text{di} \psi Y + Y (\text{tr} \psi) \chi)\).

\[\square\]

**Lemma 8.11** (Commuting \(g L, \bar{\nabla}^2\)). If \(f\) is a scalar-valued function and \(V \in \{L, g L, \bar{\nabla}, O(1), O(2), O(3)\}\), then we have the following commutator identities:

\[
([\bar{\nabla}^2, L] f)_{AB} = (\bar{\nabla}^2_A (V) \#_B^C) g_{CD} f,
\]

\[
([\bar{\nabla}^2, O(1)] f)_{AB} = (\bar{\nabla}^2_A (O(1)) \#_B^C) g_{CD} f,
\]

\[
([\bar{\nabla}^2, O(2)] f)_{AB} = (\bar{\nabla}^2_A (O(2)) \#_B^C) g_{CD} f,
\]

\[
([\bar{\nabla}^2, O(3)] f)_{AB} = (\bar{\nabla}^2_A (O(3)) \#_B^C) g_{CD} f.
\]
Lemma 8.6. \[ [\Delta, \mathcal{L}_V] f = (\nabla)^2 \mathcal{L}_V f + \nabla \mathcal{L}_V f. \]

**Proof.** The identity (8.26a) follows from (8.12) with \( \mathcal{D} f \) in the role of \( \xi \) and Lemma 8.6.

To deduce (8.26b), we take the trace over the \( AB \) indices in (8.26a) and use the operator commutator identity \( (\mathcal{D} f)^{AB} \mathcal{L}_V \mathcal{D} f = V \Delta f + (\nabla)^2 \mathcal{D} f, \) which is a simple consequence of (7.4b) and the Leibniz rule. \( \square \)

### 8.3. Notation for repeated differentiation

In this section, we introduce some notation that allows for a compact presentation of expressions involving repeated differentiation.

**Definition 8.12 (Notation for repeated differentiation).** We fix a labeling \( \mathcal{J} = \{ Z_{(i)} \}_{i=1}^5 \) of the five commutation vectorfields (see Def. 7.1). We use the following notation:

- If \( \mathcal{I} = (\iota_1, \iota_2, \cdots, \iota_N) \) is a multi-index of order \( |\mathcal{I}| := N \) with \( \iota_1, \iota_2, \cdots, \iota_N \in \{1, 2, 3, 4, 5\} \), then \( \mathcal{J}^\mathcal{I} := Z_{(\iota_1)} Z_{(\iota_2)} \cdots Z_{(\iota_N)} \) denotes the corresponding \( N \)th order differential operator.

- When we are not concerned with the precise structure of the multi-index \( \mathcal{I} \), we abbreviate \( \mathcal{J}^\mathcal{I} := Z_{(\iota_1)} Z_{(\iota_2)} \cdots Z_{(\iota_N)}. \)

- Similarly, \( \mathcal{L}^\mathcal{I} := \mathcal{L}_{(\iota_1)} \mathcal{L}_{(\iota_2)} \cdots \mathcal{L}_{(\iota_N)} \) denotes an \( N \)th order \( S_{\iota,u} \)-projected Lie derivative operator (see Def. 3.56).

- Similarly, \( \mathcal{L}^{\mathcal{I} N} := \mathcal{L}_{(\iota_1)} \mathcal{L}_{(\iota_2)} \cdots \mathcal{L}_{(\iota_N)} \) denotes an \( N \)th order trace-free \( S_{\iota,u} \)-projected Lie derivative operator (see Def. 8.2).

- We use similar notation with \( \mathcal{F}, \mathcal{G}, \) or \( \mathcal{G}_{(\text{Flat})} \) in place of \( \mathcal{J} \) when the derivatives are all, respectively, spatial derivatives, geometric rotation derivatives, or Euclidean rotation derivatives (see Defs. 7.2 and 7.4).

**Definition 8.13 (Schematic notation for a pointwise norm of a quantity and its derivatives).** We use the following schematic notation:

- If \( f \) is a function, then \( \| \mathcal{J}^\mathcal{I} f \| \) denotes any term that is \( \leq \sum_{|\mathcal{I}| \leq N} c_{\mathcal{I}} \| \mathcal{J}^\mathcal{I} f \| \), where the \( c_{\mathcal{I}} \) are non-negative constants that verify \( \sum_{|\mathcal{I}| \leq N} c_{\mathcal{I}} \| \mathcal{J}^\mathcal{I} f \| \leq 1 \). Similarly, \( \| \mathcal{J}^{\mathcal{I} N} f \| \) denotes any term that is \( \leq \sum_{|\mathcal{I}| = N} c_{\mathcal{I}} \| \mathcal{J}^{\mathcal{I} N} f \| \), where the \( c_{\mathcal{I}} \) are non-negative constants that verify \( \sum_{|\mathcal{I}| = N} c_{\mathcal{I}} \| \mathcal{J}^{\mathcal{I} N} f \| \leq 1 \). Similarly, if \( V \) is a vectorfield, then \( \| V \mathcal{J}^{\mathcal{I} N} f \| \) denotes any term that is \( \leq \sum_{|\mathcal{I}| \leq N} c_{\mathcal{I}} \| V \mathcal{J}^{\mathcal{I} N} f \| \), where the \( c_{\mathcal{I}} \) are non-negative constants that verify \( \sum_{|\mathcal{I}| \leq N} c_{\mathcal{I}} \| V \mathcal{J}^{\mathcal{I} N} f \| \leq 1 \). Similarly, \( \| V \mathcal{J}^{\mathcal{I} N} f \| \) denotes any term that is \( \leq \sum_{|\mathcal{I}| = N} c_{\mathcal{I}} \| V \mathcal{J}^{\mathcal{I} N} f \| \), where the \( c_{\mathcal{I}} \) are non-negative constants that verify \( \sum_{|\mathcal{I}| = N} c_{\mathcal{I}} \| V \mathcal{J}^{\mathcal{I} N} f \| \leq 1 \). We use similar notation for other expressions.

- If \( \xi \) is an \( S_{\iota,u} \) tensor, then \( \| \mathcal{L}^{\mathcal{I} N} \xi \| \) denotes any term that is \( \leq \sum_{|\mathcal{I}| \leq N} c_{\mathcal{I}} \| \mathcal{L}^{\mathcal{I} N} \xi \| \), where the \( c_{\mathcal{I}} \) are non-negative constants that verify \( \sum_{|\mathcal{I}| \leq N} c_{\mathcal{I}} \| \mathcal{L}^{\mathcal{I} N} \xi \| \leq 1 \). Similarly, \( \| \mathcal{L}^{\mathcal{I} N} \xi \| \) denotes any term that is \( \leq \sum_{|\mathcal{I}| = N} c_{\mathcal{I}} \| \mathcal{L}^{\mathcal{I} N} \xi \| \), where the \( c_{\mathcal{I}} \) are non-negative constants that verify \( \sum_{|\mathcal{I}| = N} c_{\mathcal{I}} \| \mathcal{L}^{\mathcal{I} N} \xi \| \leq 1 \).
non-negative constants that verify \( \sum_{|\vec{I}|=N} c_{\vec{I}} \leq 1 \). Similarly, if \( V \) is a vectorfield, then \( |\mathcal{L}_V \mathcal{L}_X^N \xi| \) denotes any term that is \( \leq \sum_{|\vec{I}|\leq N} c_{\vec{I}} |\mathcal{L}_V \mathcal{L}_X^I \xi| \), where the \( c_{\vec{I}} \) are non-negative constants that verify \( \sum_{|\vec{I}|\leq N} c_{\vec{I}} \leq 1 \). Similarly, \( |\mathcal{L}_V \mathcal{L}_X^N \xi| \) denotes any term that is \( \leq \sum_{|\vec{I}|=N} c_{\vec{I}} |\mathcal{L}_V \mathcal{L}_X^I \xi| \), where the \( c_{\vec{I}} \) are non-negative constants that verify \( \sum_{|\vec{I}|=N} c_{\vec{I}} \leq 1 \). We use similar notation for other expressions, including the case in which trace-free \( S_{t,u} \)-projected (see Def. 8.2) Lie derivatives \( \mathcal{L} \) are present instead of ordinary \( S_{t,u} \)-projected Lie derivatives \( \mathcal{L} \).

- We use similar notation with \( \mathcal{I} \), \( \mathcal{O} \), or \( \mathcal{O}(\text{Flat}) \) in place of \( \mathcal{F} \) when the derivatives are all, respectively, spatial derivatives, geometric rotation derivatives, or Euclidean rotation derivatives (see Defs. 7.2 and 7.4).
CHAPTER 9

The Structure of the Wave Equation
Inhomogeneous Terms After One Commutation

In this chapter, we commute the wave equation $\mu \square_g \Psi = 0$ with a commutation vectorfield $Z \in \mathcal{L}$ (see Def. 7.1) and decompose the corresponding inhomogeneous terms relative to the frame $\{L, \hat{R}, X_1, X_2\}$. In order to prove our sharp classical lifespan theorem, we need to know the precise structure, including numerical constants, of some of the terms. Furthermore, the special properties of $Z$ lead to some exact cancellations that are essential for the proof of the theorem. We provide the main result in Proposition 9.6.

9.1. Preliminary calculations

We start with the following lemma, which provides a preliminary decomposition of the commutator term $[Z, \mu \square_g \Psi] \Psi$.

**Lemma 9.1 (Preliminary vectorfield-covariant wave operator commutator expression).** Let $Z$ be any spacetime vectorfield and let $(Z)_{\pi}^{\mu\nu}$ be its deformation tensor (see Def. 4.9). Assume that $(Z)_{\pi}^{\mu\nu}_L := (Z)_{\pi}^{\alpha\beta} L^\alpha L^\beta = 0$. Then the following commutation identity holds:

$$
\mu \square_g \Psi \left( Z \Psi \right) = Z \left( \mu \square_g \Psi \right) - \mu \left( Z \square_g \Psi \right) - \frac{1}{2} \text{tr}_g (Z)_{\pi}^{\alpha\beta} \left( \partial^\alpha \Psi - \frac{1}{2} \text{tr}_g (Z)_{\pi}^{\alpha\beta} \partial^\beta \Psi \right) + \frac{1}{2} \left( Z \square_g \Psi \right) - \mu \left( Z \square_g \Psi \right) - \frac{1}{2} \text{tr}_g (Z)_{\pi}^{\alpha\beta} \left( \partial^\alpha \Psi - \frac{1}{2} \text{tr}_g (Z)_{\pi}^{\alpha\beta} \partial^\beta \Psi \right) + \frac{1}{2} \mu \left( \partial^\alpha \Psi - \frac{1}{2} \text{tr}_g (Z)_{\pi}^{\alpha\beta} \partial^\beta \Psi \right).
$$

**Proof.** Using the Leibniz rule for $\partial$, the symmetry property $\partial_\alpha \partial_\beta \Psi = \partial_\beta \partial_\alpha \Psi$, the fact that $\partial g = 0$, and the decomposition $\partial_\alpha Z_\beta = \frac{1}{2} \left( \partial_\alpha Z_\beta - \partial_\beta Z_\alpha \right) + \frac{1}{2} (Z)_{\pi}^{\alpha\beta}$, we compute that

$$
\mu \square_g \Psi \left( Z \Psi \right) = Z \left( \mu \square_g \Psi \right) - \mu \left( Z \square_g \Psi \right) - \frac{1}{2} \text{tr}_g (Z)_{\pi}^{\alpha\beta} \left( \partial^\alpha \Psi - \frac{1}{2} \text{tr}_g (Z)_{\pi}^{\alpha\beta} \partial^\beta \Psi \right) + \frac{1}{2} \mu \left( \partial^\alpha \Psi - \frac{1}{2} \text{tr}_g (Z)_{\pi}^{\alpha\beta} \partial^\beta \Psi \right).
$$
Furthermore, with \( R^{\alpha}_{\beta} := \left( g^{-1}\right)^{\alpha\lambda} R_{\alpha\kappa\beta\lambda} \) denoting the Ricci curvature tensor of \( g \), we compute that the following commutator identities hold:

\[
(9.3) \quad Z^{\alpha} \mathcal{D}^{\beta} \mathcal{D}_{\beta} \mathcal{D}_{\alpha} \Psi - Z^{\alpha} \mathcal{D}_{\alpha} \mathcal{D}^{\beta} \mathcal{D}_{\beta} \Psi = R^{\beta}_{\alpha} Z^{\alpha} \mathcal{D}_{\beta} \Psi,
\]

\[
(9.4) \quad \frac{1}{2} \left\{ \mathcal{D}^{\alpha} \left( Z^{\beta}_{\alpha} - Z^{\beta}_{\beta} \right) \mathcal{D}_{\beta} \Psi - \frac{1}{2} \left( \mathcal{D}^{\alpha} \mathcal{D}^{\beta} \Psi \right) - \frac{1}{2} \left( \mathcal{D}_{\alpha} \mathcal{D}^{\beta} \Psi \right) - \mathcal{R}^{\beta}_{\alpha} Z^{\alpha} \mathcal{D}_{\beta} \Psi \right\}.
\]

The desired identity \( (9.1) \) now follows from \( (9.2), (9.3), (9.4), \) Lemma 3.47, the decomposition \( \frac{1}{2} \text{tr}_g (Z^\pi) = -\mu^{-1}(Z^\pi L R + Z^\mu) \) (which is based in part on the assumption \( (Z^\pi)_{L L} = 0 \)), and straightforward computations.

**Remark 9.2 (Some good properties of the commutation vectorfields).**

For commutation vectorfields \( Z \in \mathcal{Z} \) (see Def. 7.1), we have \( (Z^\pi)_{L L} = 0 \). Furthermore, for \( Z \in \mathcal{Z} \), the “potentially dangerous factor” on the right-hand side of \( (9.1) \) contains no powers of \( \mu^{-1} \) and therefore, despite superficial appearances, is not actually dangerous. Specifically, Prop. 7.7 implies that for each \( Z \in \mathcal{Z} \), \( \mu^{-1} \left\{ (Z^\pi)_{L R} + Z^\mu \right\} \) is equal to either 0 or \( -1 \). These properties of \( \mathcal{Z} \) are essential for closing our \( L^2 \) estimates.

We now define a family of commutation current vectorfields that will facilitate our analysis of the structure of the inhomogeneous terms on the right-hand side of \( (9.1) \).

**Definition 9.3 (Commutation currents).** Let \( Z \) be any vectorfield, and let \( (Z^\pi)_{\mu\nu} \) be its deformation tensor (see Def. 4.9). We define the corresponding commutation current (vectorfield) \( (Z)^{\alpha}[\Psi] \) as follows:

\[
(9.5) \quad (Z)^{\alpha}[\Psi] := (Z)^{\alpha\beta} \mathcal{D}_{\beta} \Psi - \frac{1}{2} \text{tr}_g (Z^\pi) \mathcal{D}^{\alpha} \Psi.
\]

We now use commutation currents to provide an alternate description of the inhomogeneous terms on the right-hand side of \( (9.1) \).

**Lemma 9.4 (Basic structure of the inhomogeneous terms in the once-commutated wave equation).** Given any \( Z \in \mathcal{Z} \) (note that \( (Z)_{L L} = 0 \) by Prop. 7.7), let \( (Z)^{\alpha}[\Psi] \) be the commutation current \( (9.5) \). Then \( Z\Psi \) verifies the inhomogeneous wave equation

\[
(9.6) \quad \mu \Box_g (Z\Psi) = \mu \mathcal{D}^{\alpha} (Z)^{\alpha}[\Psi] + Z(\mu \Box_g (\Psi)) - \mu^{-1} \left\{ (Z)_{L R} + Z^\mu \right\} (\mu \Box_g (\Psi)) + \frac{1}{2} \text{tr}_g (Z) \mathcal{D}(\mu \Box_g (\Psi)).
\]

\(^1\)See Def. 11.1 for our sign conventions for the Riemann curvature tensor \( \hat{R}_{\alpha\kappa\beta\lambda} \).
\textbf{Proof.} The lemma follows easily from applying $\mathcal{D}_\alpha$ to the right-hand side of (9.5) and comparing the resulting expression to the right-hand side of (9.1). \hfill \square

Lemma 9.4 shows that in order to estimate the inhomogeneous terms in the wave equation verified by $Z\Psi$, we have to analyze the structure of the commutation currents $\mu \mathcal{D}_\alpha (Z) j^\alpha [\Psi]$. Moreover, to obtain estimates for the higher-order derivatives of $\Psi$, we must analyze the derivatives of $\mu \mathcal{D}_\alpha (Z) j^\alpha [\Psi]$. As a first step, in Prop. 9.6, we decompose $\mu \mathcal{D}_\alpha (Z) j^\alpha [\Psi]$ relative to the frame \{L, $R, X_1, X_2$\}. We use the following preliminary lemma in our proof of the proposition.

**Lemma 9.5 (The divergence of $j$ in terms of rescaled frame derivatives).** Let $j$ be any spacetime vectorfield and consider its decomposition relative to the rescaled frame \{L, $R, X_1, X_2$\} (see Remark 3.37):

$$j = -j_L L - \mu^{-1} j_R R - \mu^{-1} j_L \bar{R} + j,$$

where $j$ is the projection of $j$ onto $S_{t,u}$. Then the following $\mu$-weighted spacetime covariant divergence identity holds:

$$\mu \mathcal{D}_\alpha J^\alpha = -L(\mu j_L) - L(j_R) - \bar{R}(j_L) + dj(\mu j) + \left\{ \left( \text{tr}_g k^{\text{Trans} - \Psi} \right) + \mu \text{tr}_g k^{(\text{Tan} - \Psi)} \right\} j_L - \text{tr}_g X j_R.$$

The $S_{t,u}$-tensorfields $X$, $k^{\text{Trans} - \Psi}$, and $k^{(\text{Tan} - \Psi)}$ appearing in (9.8) are defined in (3.70), (5.4b), and (5.5b).

**Proof.** We fix a hypersurface region $\Sigma^u_{t_0}$. We will show that (9.8) holds along $\Sigma^u_{t_0}$. Since the identity (9.8) is invariant with respect to changes of angular coordinates of the form $\bar{\Omega}^1 = f^1(u, \vartheta^1, \vartheta^2)$, $\bar{\Omega}^2 = f^2(u, \vartheta^1, \vartheta^2)$ (where the $f^A$ are the coordinate transformation functions), it suffices to show that (3.50a) holds for a well-chosen version $(\bar{\Omega}^1, \bar{\Omega}^2)$ of such angular coordinates. To this end, we use the angular coordinates constructed in the proof of Cor. 3.40, which are such that along $\Sigma^u_{t_0}$, we have $\bar{R} = \frac{\partial}{\partial \vartheta^1} \big|_{t, \vartheta^1, \vartheta^2}$. By transporting $\bar{\Omega}^1, \bar{\Omega}^2$ via the ODEs $L \bar{\Omega}^1 = L \bar{\Omega}^2 = 0$, we may assume that $L = \frac{\partial}{\partial \vartheta^1} \big|_{t, \vartheta^1, \vartheta^2}$ along $\Sigma^u_{t_0}$. We now expand $j$ relative to the coordinate frame \{ $\frac{\partial}{\partial t}, \frac{\partial}{\partial u}, \frac{\partial}{\partial \vartheta^1}, \frac{\partial}{\partial \vartheta^2}$\} as follows: $j = j^t \frac{\partial}{\partial t} + j^u \frac{\partial}{\partial u} + j^A \frac{\partial}{\partial \vartheta^A}$, where $j$ is $S_{t,u}$-tangent. Furthermore, from the identities $g(L, L) = g(L, \frac{\partial}{\partial \vartheta^A}) = g(\bar{R}, \frac{\partial}{\partial \vartheta^A}) = 0$, $g(L, \bar{R}) = -\mu$, and $g(\bar{R}, \frac{\partial}{\partial u}) = \mu^2$ (see (3.46) and Lemma 3.19), it is straightforward to compute that

$$j^t = -j_L - \mu^{-1} j_R, \quad j^u = -\mu^{-1} j_L.$$ 

To complete the proof, we use the following standard formula for the divergence $\mathcal{D}_\alpha J^\alpha$ of $j$ relative to the coordinates $(t, u, \vartheta^1, \vartheta^2)$:

$$\mathcal{D}_\alpha J^\alpha = \frac{1}{\sqrt{|\det g|}} \left\{ \frac{\partial}{\partial t} (\sqrt{|\det g|} j^t) + \frac{\partial}{\partial u} (\sqrt{|\det g|} j^u) + \frac{\partial}{\partial \vartheta^A} (\sqrt{|\det g|} j^A) \right\},$$

\[9.10\]
In (9.10), $\det g$ is taken relative to the coordinates $(t, u, \tilde{\theta}^1, \tilde{\theta}^2)$. We next note that the identity (3.50a) holds relative to the coordinates $(t, u, \tilde{\theta}^1, \tilde{\theta}^2)$, as was shown in the proof of (3.50a). Inserting the square root of the identity into (9.10), using the fact that

$$
\frac{1}{\sqrt{|\det g|}} \frac{\partial}{\partial \theta^A} (\mu \sqrt{|\det g|} J^A) = \text{div} (\mu J)
$$

(where the determinant in (9.11) is taken relative to the coordinates $(\tilde{\theta}^1, \tilde{\theta}^2)$ induced on $S_{t,u}$), and multiplying the resulting equation by $\mu$, we deduce that

$$
\mu D^\alpha J_\alpha = \frac{\partial}{\partial t}(\mu J_t) + \frac{\partial}{\partial u}(\mu J_u) + \text{div} (\mu J) (9.12)
$$

Next, from the standard matrix identity $\frac{\partial}{\partial t} \ln \sqrt{|\det g|} = \frac{1}{2} \langle d^{-1} \rangle_{AB} \frac{\partial}{\partial t} \delta_{AB}$ and the fact that $\frac{\partial}{\partial t} \delta_{AB} = \mathcal{L}_t \delta_{AB} = (\mathcal{L}_t) \delta_{AB} = 2 \chi_{AB}$ (see (7.4a) and (3.72)), we deduce that $\frac{\partial}{\partial t} \ln \sqrt{|\det g|} = \text{tr} \chi$. Similarly, with the help of (7.5g) and (4.1c), we deduce that $\frac{\partial}{\partial u} \ln \sqrt{|\det g|} = \frac{1}{2} \text{tr} \mathcal{R} = -\mu \text{tr} \chi + \text{tr} \mathcal{K}^{(\text{trans-} \Psi)} + \mu \text{tr} \mathcal{K}^{(\text{Tang-} \Psi)}$. Inserting these identities, the identities $\frac{\partial}{\partial t} |_{t, \tilde{\theta}^1, \tilde{\theta}^2} = L$ and $\frac{\partial}{\partial u} |_{t, \tilde{\theta}^1, \tilde{\theta}^2} = \tilde{R}$ (along $\Sigma^v_{t_0}$), and (9.9) into (9.12), we arrive at (9.8).

**9.2. Frame decomposition of the commutation current**

We now use Lemma 9.5 to derive a detailed frame decomposition of the term $\mu D^\alpha (Z) J_\alpha [\Psi]$ on the right-hand side of (9.6). When we derive a priori $L^2$ estimates, the top-order derivatives of this term are by far the most difficult quantities that we have to bound. In fact, in order to close our top-order $L^2$ estimates, we must understand the precise structure of some of the terms in $\mu D^\alpha (Z) J_\alpha [\Psi]$ including the exact numerical constants that appear. In order to close our below-top-order $L^2$ estimates, we need to know much less about their structure.

**Proposition 9.6 (Frame decomposition of the divergence of the commutation current).** Let $Z$ be any vector field verifying $(Z)\pi_{LL} = 0$, and let $(Z) J [\Psi]$ be the commutation current (9.5) associated to $Z$. Then

$$
\mu D^\alpha (Z) J_\alpha [\Psi] = \mathcal{K}^{(Z) \text{Danger} } [\Psi] + \mathcal{K}^{(Z) \text{Cancel-1} } [\Psi] + \mathcal{K}^{(Z) \text{Cancel-2} } [\Psi] + \mathcal{K}^{(Z) \text{Elliptic} } [\Psi] + \mathcal{K}^{(Z) \text{Good} } [\Psi] + \mathcal{K}^{(Z) \text{Low} } [\Psi],
$$

(9.13)
where

\begin{align}
\mathcal{K}^{(Z)}_{\text{(\pi-Danger)}}[\Psi] & := -(\text{div}^Z)^{\#} \partial L \Psi, \\
\mathcal{K}^{(Z)}_{\text{(\pi-Cancel-1)}}[\Psi] & := \left\{ \frac{1}{2} \partial R^g (Z)^{\#} - \text{div}^Z (Z)^{\#} - \mu \text{div}^Z (Z)^{\#} \right\} L \Psi, \\
\mathcal{K}^{(Z)}_{\text{(\pi-Cancel-2)}}[\Psi] & := \left\{ -E_{\partial}^{(Z)^{\#}} \right\} \cdot \partial \Psi, \\
\mathcal{K}^{(Z)}_{\text{(\pi-Elliptic)}}[\Psi] & := \mu (\text{div}^Z (Z)^{\#}) \cdot \partial \Psi, \\
\mathcal{K}^{(Z)}_{\text{(\pi-Good)}}[\Psi] & := \frac{1}{2} \mu (L \partial g (Z)^{\#}) L \Psi + (L (Z) \pi_{LR}) L \Psi + (L (Z) \pi_{RR}) L \Psi \\
& + \frac{1}{2} (L \partial g (Z)^{\#}) R \Psi - \mu (E_{\partial}^{(Z)^{\#}}) \cdot \partial \Psi - (E_{\partial}^{(Z)^{\#}}) \cdot \partial \Psi,
\end{align}

\begin{align}
\mathcal{K}^{(Z)}_{\text{(\psi)}}[\Psi] & := \varrho^{-1} \left\{ \frac{1}{2} \text{tr}^g (Z)^{\#} + (Z) \pi_{LR} + (Z) \pi_{RR} \right\} \left\{ L (\partial L \Psi) + \frac{1}{2} \text{tr}^g \chi (\partial L \Psi) \right\} \\
& + \text{tr}^g (Z)^{\#} \left\{ L R \Psi + \frac{1}{2} \text{tr}^g \chi R \Psi \right\} \\
& - 2 \varrho^{-1} (Z)^{\#} \cdot \partial (\partial L \Psi) - 2 (Z)^{\#} \cdot \partial R \Psi - 2 \varrho^{-1} (Z)^{\#} \cdot \partial (\partial L \Psi) \\
& + (Z) \pi_{LR} \Delta \Psi + \mu (Z)^{\#} \cdot \nabla^2 \Psi,
\end{align}

and

\begin{align}
\mathcal{K}^{(Z)}_{\text{(Low)}}[\Psi] & := \frac{1}{2} \text{tr}^g \chi^{(\text{Small})} \left\{ (Z) \pi_{LR} + (Z) \pi_{RR} - \frac{1}{2} \text{tr}^g (Z)^{\#} \right\} L \Psi \\
& + \frac{1}{2} \left\{ L \mu + \text{tr}^g f^{(\text{\trans})} + \mu \text{tr}^g f^{(\text{\tan})} - 2 \varrho^{-1} \mu \right\} \text{tr}^g (Z)^{\#} L \Psi \\
& - \left\{ (Z)^{\#} \cdot \partial \mu \right\} L \Psi \\
& - \left\{ \text{tr}^g f^{(\text{\trans})} + \mu \text{tr}^g f^{(\text{\tan})} \right\} (Z)^{\#} \cdot \partial \Psi \\
& - \left\{ 2 \varrho^{-1} + \text{tr}^g \chi^{(\text{Small})} \right\} (Z)^{\#} \cdot \partial \Psi + \frac{1}{2} \text{tr}^g (Z)^{\#} \cdot \partial \Psi \\
& + \text{tr}^g (Z)^{\#} \left\{ f^{(\text{\trans})} + \mu f^{(\text{\tan})} \right\} \cdot \partial \Psi + \left( \partial \mu , (Z)^{\#} \right) \cdot \partial \Psi,
\end{align}

In the above expressions, the $S_{\text{u,\mu}}$ tensorfields $\chi$, $\chi^{(\text{Small})}$, $f^{(\text{\trans})}$, $f^{(\text{\tan})}$, $\zeta^{(\text{\trans})}$, and $\zeta^{(\text{\tan})}$ are defined by \eqref{3.70}, \eqref{4.1c}, \eqref{5.4a}, \eqref{5.4b}, \eqref{5.5a}, and \eqref{5.5b}. In addition, the type \((0)\) $S_{\text{u,\mu}}$ tensor $\nabla^2 \Psi$ is defined by \eqref{8.3}. Moreover, $\varrho = 1 - u + t$ is the geometric radial variable defined in \eqref{3.35}.

**Remark 9.7 (The importance of $(Z) \pi_{LL} = 0$).** The assumption $(Z) \pi_{LL} = 0$ implies the absence, on the right-hand sides of \eqref{9.14a}--\eqref{9.16}, of the dangerous term mentioned in Remark 7.6.

**Remark 9.8 (Favorable combinations).** Note that we have carefully combined various terms to create sums of the form $LZ \Psi + \frac{1}{2} \text{tr}^g Z \Psi$ (where $Z \in \mathcal{Z}$) and
placed them on the right-hand side of in (9.15). These combinations have better $t-$decay properties than the individual summands; see, for example, Lemma 12.58.

**Proof.** With the help of Lemma 3.47 and the decomposition \( \frac{1}{2} \text{tr}_g (Z) \pi = -\mu^{-1}(Z) \pi_{L \hat{R}} + \frac{1}{2} \text{tr}_g (Z) \pi \) (which relies in part on the assumption \((Z) \pi_{LL} = 0\), we compute that the components of \((Z) \mathcal{J}[\Psi]\) relative to the frame \(\{L, \hat{R}, X_1, X_2\}\) are:

\[
(9.17) \quad (Z) \mathcal{J}_L[\Psi] := g((Z) \mathcal{J}, L) = -\frac{1}{2} \text{tr}_g (Z) \pi_{L \hat{R}} L \Psi + (Z) \pi_{L \hat{R}} L \Psi + \frac{1}{2} \text{tr}_g (Z) \pi \hat{R} \Psi,
\]

\[
(9.18) \quad (Z) \mathcal{J}_{\hat{R}}[\Psi] := g((Z) \mathcal{J}, \hat{R}) = -(Z) \pi_{L \hat{R}} L \Psi - (Z) \pi_{\hat{R} \hat{R}} L \Psi + (Z) \pi_{\hat{R} \hat{R}} \hat{R} \Psi - \frac{1}{2} \text{tr}_g (Z) \pi \hat{R} \Psi,
\]

\[
(9.19) \quad \mu \mathcal{J}_A[\Psi] := \mu g((Z) \mathcal{J}, X_A) = -\mu (Z) \pi_{L \hat{R}} L \Psi - (Z) \pi_{\hat{R} \hat{R}} L \Psi - (Z) \pi_{\hat{R} \hat{R}} \hat{R} \Psi + (Z) \pi_{L \hat{R}} B \Psi + (Z) \pi_{B \hat{R}} B \Psi.
\]

The identity (9.13) now follows from applying Lemma 9.5 to the frame components (9.17), (9.19) and carrying out straightforward computations with the help of the commutator identity (5.9), Lemma 8.6, the identity \(\text{tr} \chi = 2 \delta - 1 + \text{tr} \chi^{(Small)}\) (see (4.1c)), and the identity \(L \mu = 1\). \(\square\)

**Remark 9.9 (Explanation of the various types of error terms).** We now make some remarks concerning the terms on the right-hand side of (9.13) for the commutation vectorfields \(Z \in \mathcal{Z}\) defined in Def. 7.1. When we derive top-order \(L^2\) estimates for the error terms in the commuted wave equation, we have to be very careful in how we estimate the top-order derivatives of \(\mathcal{H}(Z)\) (\(\pi\)-Danger), \(\mathcal{H}(Z)\) (\(\pi\)-Cancel-1), \(\mathcal{H}(Z)\) (\(\pi\)-Cancel-2), \(\mathcal{H}(Z)\) (\(\pi\)-Elliptic), \(\mathcal{H}(Z)\) (\(\pi\)-Good), for it is precisely these terms that lead to the presence of the top-order derivatives of the eikonal function quantities: as we outlined in Sect. 2.10.3 such terms are difficult to estimate in \(L^2\) and lead to \(v^{-1}\)-degenerate top-order \(L^2\) estimates.

- The most difficult terms are generated by the top-order derivatives of \(\mathcal{H}(Z)\) (\(\pi\)-Danger). The reason is that the factor \(\hat{R} \Psi\) decays at the non-integrable rate \(\varepsilon(1 + t)^{-1}\) (see Sect. 12.4.1). In closing our top-order \(L^2\) estimates for this term, we must uncover some special structure that allows us to connect the product \(G_{LL} \hat{R} \Psi\) back to \(L \mu\) via the transport equation (4.5); see, for example, the proof of Prop. 17.7.
- We must exploit some critically important algebraic cancellation that occurs in \(\mathcal{H}(Z)\) (\(\pi\)-Cancel-1) and \(\mathcal{H}(Z)\) (\(\pi\)-Cancel-2); see just below equation 16.52. The cancellation is based in part on the special structure of the deformation tensors of the vectorfields belonging to the commutation set \(\mathcal{Z}\). In particular, if not for the cancellation present in \(\mathcal{H}(Z)\) (\(\pi\)-Cancel-2), our error terms would involve certain top-order derivatives of the eikonal function quantities that we would have no means of controlling (that is, our estimates would lose derivatives); see Remark 2.14.
The top-order derivatives of $\mathcal{K}(Z)_{(\pi-Elliptic)}[\Psi]$ are relatively easy to bound, even though we must treat some of the terms with elliptic estimates on the spheres $S_{t,u}$ in order to avoid losing derivatives.

The top-order derivatives of $\mathcal{K}(Z)_{(\pi-Good)}[\Psi]$ are relatively easy to bound because all of the top-order derivatives of the eikonal function quantities contain at least one $L$ differentiation; for such terms, there is no danger of losing derivatives.

The top-order derivatives of $\mathcal{K}(Z)_{(\Psi)}[\Psi]$ generate terms involving the top-order derivatives of $\Psi$, but not of the eikonal function quantities; such terms are relatively easy to bound.

The term $\mathcal{K}(Z)_{(Low)}[\Psi]$ consists of products that are lower-order in the sense of number of derivatives. Hence, $\mathcal{K}(Z)_{(Low)}[\Psi]$ is relatively easy to bound at all derivative levels.
CHAPTER 10

Energy and Cone Flux Definitions and the Fundamental Divergence Identities

In this chapter, we define energies and cone fluxes, which are $L^2$-type quantities that we use to control solutions to $\Box g(\Psi)\Psi = 0$. We then use the vectorfield multiplier method to derive divergence theorem-type identities verified by the energies and cone fluxes. To derive the identities, we use two distinct vectorfield multipliers, a timelike multiplier and a Morawetz-type multiplier, which in the present context is a weighted version of $L$. In the case of the identity generated by the Morawetz multiplier, we use the correction current (10.18c) to generate some additional terms that lead to favorable cancellations. We use the identities in Chapter 20 in order to derive, via a lengthy Gronwall argument, a priori $L^2$ estimates for $\Psi$ and its up-to-top-order derivatives.

10.1. Preliminary calculations

Remark 10.1 (The size of the $S_{t,u}$ area form). Throughout this monograph, the geometric spherical area form $d\psi / g$ on $S_{t,u}$ implicitly contains a factor of magnitude $\approx \rho^2$ (see inequality (12.153)) compared to the standard Euclidean area form on the Euclidean-unit sphere $(S^2, \rho / e)$, where $e / \rho$ is the Riemannian metric induced on the Euclidean unit sphere by the Euclidean metric $e$ on $\Sigma_t$. Note that relative to the rectangular spatial coordinates on $\Sigma_t$, we have $e_{ij} = \delta_{ij}$.

We start with the following standard lemma, which we often use in our analysis.

Lemma 10.2 (Derivatives of $S_{t,u}$ integrals). We have the following identities:

\[(10.1a) \quad \frac{\partial}{\partial t} \left( \int_{S_{t,u}} f d\psi / g \right) = \int_{S_{t,u}} Lf + \text{tr} g / \chi f d\psi / g, \]

\[(10.1b) \quad \frac{\partial}{\partial u} \left( \int_{S_{t,u}} f d\psi / g \right)
= \int_{S_{t,u}} \bar{R} f d\psi / g
+ \int_{S_{t,u}} \left\{ -\frac{2}{\rho} (\mu - 1) - \mu \text{tr} g / \chi (\text{Small}) + \text{tr} g / k (\text{Trans} - \Psi) + \mu \text{tr} g / k (\text{Tan} - \Psi) \right\} f d\psi / g. \]

In the above expressions, the $S_{t,u}$ tensorfields $\chi, \chi (\text{Small}), k (\text{Trans} - \Psi)$, and $k (\text{Tan} - \Psi)$ are defined by (3.70), (4.1c), (5.4b), and (5.5b).
10. ENERGY AND CONE FLUX IDENTITIES

PROOF. For each real number $\lambda$ belonging to a small neighborhood of 0, let $\varphi_{(\lambda)}: \mathcal{M}_{t,u} \to \mathcal{M}_{t,u}$ be the flow map of $L$ (see Remark 3.55). Let $\varphi^*_{(\lambda)}$ denote pullback by $\varphi_{(\lambda)}$ (see equation (3.65)) so that in particular, $\varphi^*_{(\lambda)} f = f \circ \varphi_{(\lambda)}$ for functions $f$. Note that since $Lt = 1$, it follows that $\varphi_{(\lambda)}$ bijectively maps the sphere $S_{t,u}$ onto the sphere $S_{t+\lambda,u}$. Hence, by covariance, we have

\begin{equation}
\int_{S_{t+\lambda,u}} f d\nu_\hat{g} = \int_{S_{t,u}} \varphi^*_{(\lambda)} f d\nu_\hat{g}.
\end{equation}

We now claim that

\begin{equation}
\frac{d}{d\lambda} \mid_{\lambda=0} d\nu_\hat{g} = \mathcal{L}_L (L f) d\nu_\hat{g} = \frac{1}{2} \text{tr}_g (L f) d\nu_\hat{g}.
\end{equation}

The identity (10.3) is straightforward to verify in the local $S_{t,u}$ coordinates $(\theta^1, \theta^2)$, in which $d\nu_\hat{g} = \sqrt{\det \varphi^*_{(\lambda)} g} d\theta^1 \wedge d\theta^2$. In particular, one uses the identity

\begin{equation}
\frac{d}{d\lambda} \mid_{\lambda=0} \ln \det \varphi^*_{(\lambda)} g = \left( (\varphi^*_{(\lambda)} g)^{-1}\right)^{AB} \frac{d}{d\lambda} \mid_{\lambda=0} \varphi^*_{(\lambda)} g = (g^{-1})^{AB} \mathcal{L}_L (g_{AB}),
\end{equation}

(7.4a), and the identity $\mathcal{L}_L (g_{AB}) = (L g)_{AB}$ (see (7.4a)). Thus, differentiating each side of (10.2) with $\frac{d}{d\lambda}$, setting $\lambda = 0$, and using (10.3), we deduce

\begin{equation}
\frac{\partial}{\partial t} \left( \int_{S_{t,u}} f d\nu_\hat{g} \right) = \frac{d}{d\lambda} \mid_{\lambda=0} \int_{S_{t+\lambda,u}} f d\nu_\hat{g} = \int_{S_{t,u}} (L f) d\nu_\hat{g} + \int_{S_{t,u}} f \mathcal{L}_L d\nu_\hat{g} = \int_{S_{t,u}} (L f) d\nu_\hat{g} + \frac{1}{2} \int_{S_{t,u}} f \text{tr}_g (L f) d\nu_\hat{g}.
\end{equation}

Similarly, since $\tilde{R}u = 1$, the identity (10.5) holds with $\frac{\partial}{\partial t}$ replaced by $\frac{\partial}{\partial u}$ and $L$ replaced by $\tilde{R}$. Lemma 10.2 thus follows from the identity (10.5) and the identities

\begin{equation}
\frac{1}{2} \text{tr}_g (L g) = \text{tr}_g \chi.
\end{equation}

\begin{equation}
\frac{1}{2} \text{tr}_g (\tilde{R} g) = \left\{ -\frac{2}{\vartheta} \mu - \mu \text{tr}_g \chi^{(\text{Small})} + \text{tr}_g \chi^{(\text{Trans})} + \text{tr}_g \chi^{(\text{Tan})} \right\},
\end{equation}

which follow from Prop. 7.7.

The following tensorfield is a core ingredient in our derivation of $L^2$-type estimates for solutions to the inhomogeneous wave equation $\mu \Box_g \Psi = \tilde{F}$.

DEFINITION 10.3 (Energy-momentum tensorfield). We define $Q[\Psi]$, the energy-momentum tensorfield associated to $\Psi$, to be the following type $(1,2)$ tensorfield:

\begin{equation}
Q_{\mu\nu} = Q_{\mu\nu}[\Psi] := \mathcal{D}_\mu \Psi \mathcal{D}_\nu \Psi - \frac{1}{2} g_{\mu\nu} (g^{-1})^{\alpha\beta} \mathcal{D}_\alpha \Psi \mathcal{D}_\beta \Psi.
\end{equation}

In the next lemma, we provide the fundamental divergence property of $Q[\Psi]$ for solutions to the inhomogeneous wave equation.

LEMMA 10.4 (Fundamental divergence property of $Q[\Psi]$). If $\Psi$ verifies the $\mu$-weighted equation

\begin{equation}
\mu \Box_g \Psi = \tilde{F},
\end{equation}

then

\begin{equation}
\int_{S_{t,u}} Q_{\mu\nu} \frac{\partial}{\partial \mu} d\nu_\hat{g} = \int_{S_{t,u}} Q_{\mu\nu} \frac{\partial}{\partial \mu} d\nu_\hat{g} - \int_{S_{t,u}} Q_{\mu\nu} \frac{\partial}{\partial \mu} d\nu_\hat{g}.
\end{equation}

then
\begin{equation}
\mu \mathcal{D}_\alpha Q^\alpha [\Psi] = \mathcal{F}_\nu [\Psi].
\end{equation}

**Proof.** To derive (10.10), we take the divergence of the right-hand side of (10.8), multiply by \(\mu\), and replace the factor \(\mu \Box g(\Psi) \Psi = \mu (g^{-1})^{\alpha \beta} \mathcal{D}_\alpha \mathcal{D}_\beta \Psi \) with \(\mathcal{F}\) when it arises.

**Remark 10.5** (The role of the \(\mu\)-weighted wave operator). We use the \(\mu\)-weighted product \(\mu \Box g(\Psi) \Psi \) in (10.9) because this is the product that will appear when we apply the divergence theorem. The reason that this product appears rather than \(\Box g(\Psi) \Psi \) is that our spacetime integrals are defined in terms of a rescaled spacetime volume \(d\varpi\) in which the term \(\mu\) has been factored out (see Sect. 3.19).

We use the following two multiplier vectorfields to construct the \(L^2\)-type quantities that control \(\Psi\).

**Definition 10.6** (Multiplier vectorfields). We define the timelike multiplier vectorfield \(T\) and the Morawetz multiplier vectorfield \(\tilde{K}\) as follows:
\begin{align}
T &:= (1 + \mu)L + \tilde{L} = (1 + 2\mu)L + 2\tilde{R}, \\
\tilde{K} &:= g^2 L,
\end{align}
where \(g\) is defined in (3.5).

We note that \(T\) is \(g\)-future-directed and \(g\)-timelike (in particular, we have \(g(T, T) = -4\mu(1 + \mu) < 0\)). Moreover, \(\tilde{K}\) is \(g\)-future-directed and \(g\)-null. \(T\) is an analog of the Minkowskian vectorfield \(2\partial_t + L_{\text{Flat}} = 3\partial_t + \partial_r\), but it has been carefully constructed so as to be useful both in regions where \(\mu\) is large and in regions where \(\mu\) is small. \(\tilde{K}\) is an analog of the Morawetz multiplier (1.70) that we encountered in our earlier review of the linear wave equation. We note that neither \(T\) nor \(\tilde{K}\) are Killing fields, even for the background solution \(\Psi = 0\). That is, the deformation tensors \((T)\pi\) and \((\tilde{K})\pi\) are both non-zero. In fact, some of the error terms generated by \((\tilde{K})\pi\) contain weights that are large in \(t\); see (10.50a). To handle such error terms when deriving \(L^2\)-type estimates, we exploit the \(U_0\)-thinness (relative to the eikonal function \(u\)) of the spacetime region.

We now derive expressions for the components of \(Q[\Psi]\) relative to the rescaled null frame.

**Lemma 10.7** (Null components of \(Q_{\mu\nu}\)). Let \(Q[\Psi]\) be the energy-momentum tensorfield defined in (10.8). The components of \(Q[\Psi]\) relative to the rescaled null frame \(\{L, \tilde{L}, X_1, X_2\}\) are:
\begin{align}
Q_{LL}[\Psi] &= (L\Psi)^2, \\
Q_{L\tilde{L}}[\Psi] &= (\tilde{L}\Psi)^2, \\
Q_{\tilde{L}L}[\Psi] &= \mu|\phi\Psi|^2, \\
Q_{LA}[\Psi] &= (L\Psi)\phi_A^{\Psi}, \\
Q_{\tilde{L}A}[\Psi] &= (\tilde{L}\Psi)\phi_A^{\Psi}, \\
Q_{AB}[\Psi] &= (\phi_A^{\Psi})(\phi_B^{\Psi}) - \frac{1}{2}\phi_{AB}^{\Psi} \left\{ -\mu^{-1}(L\Psi)(\tilde{L}\Psi) + |\phi\Psi|^2 \right\}.
\end{align}
Proof. The proof is a series of computations that can be carried out with the help of the decomposition (3.51b) of $g^{-1}$ relative to the null frame. For example, using the identity $g(L,L) = -2\mu$ (see (3.13)), we compute that $Q_L L(\Psi) = (L\Psi)(\bar{L}\Psi) - \frac{1}{2}g(L,L) \left\{-\mu^{-1}(L\Psi)(\bar{L}\Psi) + |\Psi|^2\right\} = \mu|\Psi|^2$. We have thus proved (10.12a). We leave the proofs of the remaining identities to the reader.

Lemma 10.8 (Null components of $(T)\pi$ and $(\tilde{K})\pi - g^2\text{tr}_g\chi g$). Let $T$ and $\tilde{K}$ be the multiplier vectorfields from Def. 10.6. Let $(T)\pi$ and $(\tilde{K})\pi$ denote the corresponding deformation tensors as defined in Def. 4.7. Then relative to the rescaled null frame $\{L, \bar{L}, X_1, X_2\}$, the components of $(T)\pi$ are:

10.13a) $(T)\pi_{LL} = 0$,
10.13b) $(T)\pi_{L} = -4\mu \left\{L\mu - (1 + \mu)L\mu\right\},
10.13c) (T)\pi_{2LL} = -2\mu \left\{-\mu^{-1}(L\mu + L\mu) + 3L\mu\right\},
10.13d) (T)\pi_{LA} = -2\mu - 4\zeta_A^{(\text{Trans}\Psi)} - 4\mu \zeta_A^{(\text{Tan}\Psi)},
10.13e) (T)\pi_{LA} = 2(1 - \mu)\zeta_A^{(\text{Trans}\Psi)} + 4(1 + \mu) \left\{\zeta_A^{(\text{Trans}\Psi)} + \mu \zeta_A^{(\text{Tan}\Psi)}\right\},
10.13f) (T)\pi_{AB} = 2 \left\{\chi_{AB} + 2\hat{K}_{AB}^{(\text{Trans}\Psi)} + 2\mu \hat{K}_{AB}^{(\text{Trans}\Psi)}\right\},
10.13g) \text{tr}_g (T)\pi = 2 \left\{\text{tr}_g\chi + 2\text{tr}_g\hat{K}^{(\text{Trans}\Psi)} + 2\mu \text{tr}_g\hat{K}^{(\text{Trans}\Psi)}\right\}.

Furthermore, the components of $(\tilde{K})\pi - g^2\text{tr}_g\chi g$ are:

10.14a) $(\tilde{K})\pi_{LL} - g^2\text{tr}_g\chi g(L,L) = 0$,
10.14b) $(\tilde{K})\pi_{L} = -\frac{1}{2}g^2\text{tr}_g\chi g(L,L) = -4\mu \left\{2g\bar{L}\bar{L} - g^2L\mu\right\},
10.14c) (\tilde{K})\pi_{2LL} = -2\mu \left\{L\mu - \text{tr}_g\chi^{(\text{Small})}\right\},
10.14d) (\tilde{K})\pi_{LA} = -g^2\text{tr}_g\chi g(L,X_A) = 0,
10.14e) (\tilde{K})\pi_{LA} = -g^2\text{tr}_g\chi g(L,X_A) = 0,
10.14f) (\tilde{K})\pi_{AB} = -g^2\text{tr}_g\chi g(L, X_A) = 0,
10.14g) \text{tr}_g(\tilde{K})\pi - g^2\text{tr}_g\chi g = 0.

In the above expressions, the $S_{\mu\nu}$ tensorfields $\chi^{(\text{Small})}$, $\zeta^{(\text{Trans}\Psi)}$, $\hat{K}^{(\text{Trans}\Psi)}$, $\zeta^{(\text{Tan}\Psi)}$, and $\hat{K}^{(\text{Tan}\Psi)}$ are defined by (3.70), (4.14), (5.4a), (5.4b), (5.5a), and (5.5b).
Proof. The proof is a series of computations based on the rescaled null frame connection coefficient identities of Lemma 5.3 and the ideas used in the proof of Lemma 10.7. We give two examples. We use the notation \( \langle \cdot, \cdot \rangle \) to simplify the presentation. As a first example, we prove (10.13f) and (10.13g). Using \((4.20)\) and \((10.11a)\), we compute that

\[
\langle T_{AB} \rangle = (1 + \mu)\langle \mathcal{D}_A (\mu L + \tilde{L}), X_B \rangle + \langle \mathcal{D}_B (\mu L + \tilde{L}), X_A \rangle
\]

Also using Lemma 5.3 and the decomposition \((5.3b)\), we deduce that the right-hand side of \((10.15)\) is equal to \(2\chi_{AB} + 4\chi^{\text{Trans} - \Psi} + 4\mu\chi^{\text{Tan} - \Psi}\). The desired identities (10.13f) and (10.13g) now follow from splitting this expression into its trace and trace-free parts.

As a second example, we prove (10.14c). Using \((4.20)\), \((10.11b)\), and the identities \(L_\theta = 1\) and \(\tilde{L}_\theta = -2\), we compute that

\[
\langle \tilde{K} \rangle_{\pi L \tilde{L}} = \langle \mathcal{D}_L (\mu^2 L), \tilde{L} \rangle + \langle \mathcal{D}_{\tilde{L}} (\mu^2 L), L \rangle
\]

Also using Lemma 5.3, we deduce that the right-hand side of \((10.16)\) is equal to \(-4g_{\mu} - 2\mu^2 L\mu\), which is the first product on the left-hand side of \((10.14c)\). Furthermore, using the decomposition \(\text{tr}_g \chi = 2\alpha^{-1} + \text{tr}_g \chi^{(\text{Small})}\), we compute that the second term on the left-hand side of \((10.14c)\) is

\[
-\mu^2 \text{tr}_g \chi g(L, \tilde{L}) = 4g_{\mu} + 2\mu \mu^2 \text{tr}_g \chi^{(\text{Small})}.
\]

Adding the previous term \(-4g_{\mu} - 2\mu^2 L\mu\) to \((10.17)\) yields \(-\mu^2 L\mu + 2\mu \mu^2 \text{tr}_g \chi^{(\text{Small})}\), from which we easily conclude the desired identity (10.14c).

We now define vectorfields that we use for bookkeeping when we integrate by parts to derive energy-cone flux identities.

Definition 10.9 (Compatible currents). Let \(\Psi\) be a function and let \(Q[\Psi]\) be the energy-momentum tensorfield defined in \((10.8)\). Let \(T\) and \(\tilde{K}\) be the multiplier vectorfields from Def. 10.6. We associate to \(\Psi\) the following four “compatible current” vectorfields:

\[
(T)_{\nu} \Psi : = Q'_{\nu} [\Psi] T',
\]

\[
(\tilde{K})_{\nu} \Psi : = Q'_{\nu} [\Psi] \tilde{K}',
\]

\[
(\text{Correction})_{\nu} \Psi : = \left\{ \frac{1}{2} \left( \mu^2 \text{tr}_g \chi \Psi \mathcal{D}_{\nu} \Psi - \frac{1}{2} \Psi^2 \mathcal{D}_{\nu} [\mu \text{tr}_g \chi] \right) \right\},
\]

\[
(\tilde{K} + \text{Correction})_{\nu} \Psi : = (\tilde{K})_{\nu} [\Psi] + (\text{Correction})_{\nu} [\Psi].
\]

In the next lemma, as a precursor to applying the divergence theorem, we compute the divergence of the compatible currents.

Lemma 10.10 (Preliminary expressions for the \(\mu\)-weighted divergence of the currents). If \(\Psi\) verifies the \(\mu\)-weighted inhomogeneous wave equation

\[
\mu \Box_{g(\Psi)} \Psi = \tilde{\eta},
\]

then \(\mu \Box_{g(\Psi)} \Psi = \tilde{\eta}\).
then the following divergence identities hold for the compatible currents from Def. 10.9:

\begin{align}
(10.20a) & \quad \mu \mathcal{D}^{(T)}_\alpha j^\alpha[\Psi] = \left\{ (1 + 2\mu) L \Psi + 2 \tilde{R} \Psi \right\} \tilde{\Theta} + \frac{1}{2} \mu Q^{\alpha\beta}[\Psi]^{(T)} \pi_{\alpha\beta}, \\
(10.20b) & \quad \mu \mathcal{D}^{(\tilde{K})}_\alpha j^\alpha[\Psi] = g^2 (L \Psi) \tilde{\Theta} + \frac{1}{2} \mu Q^{\alpha\beta}[\Psi]^{(\tilde{K})} \pi_{\alpha\beta}, \\
(10.20c) & \quad \mu \mathcal{D}^{(Correction)}_\alpha j^\alpha[\Psi] = \frac{1}{2} g^2 \text{tr}_g \chi \Psi \tilde{\Theta} + \frac{1}{2} g^2 \text{tr}_g \chi \mu (g^{-1})^{\alpha\beta} \mathcal{D}_\alpha \Psi \mathcal{D}_\beta \Psi \\
& \quad \quad \quad \quad - \frac{1}{4} \mu \left\{ \Box g(\Psi) [\mu^2 \text{tr}_g \chi] \right\} \Psi^2, \\
(10.20d) & \quad \mu \mathcal{D}^{(\tilde{K}+Correction)}_\alpha j^\alpha[\Psi] = g^2 \tilde{\Theta} \left( L \Psi + \frac{1}{2} \text{tr}_g \chi \right) \\
& \quad \quad \quad + \frac{1}{2} \mu Q^{\alpha\beta}[\Psi] \left\{ (\tilde{K}) \pi_{\alpha\beta} - g^2 \text{tr}_g \chi g_{\alpha\beta} \right\} \\
& \quad \quad \quad - \frac{1}{4} \mu \left\{ \Box g(\Psi) [\mu^2 \text{tr}_g \chi] \right\} \Psi^2,
\end{align}

where \( \chi \) is the \( S_{t,u} \) tensorfield defined in \((3.70)\) and \((^V)\pi \) is the deformation tensor of \( V \) (see Def. 4.9).

**Proof.** Equation \((10.20a)\) follows from applying \( \mathcal{D}_\nu \) to \((10.18a)\), using the Leibniz rule and Lemma 10.3, definition \((10.20)\), definition \((10.11b)\), and the symmetry of \( Q_{\mu\nu}[\Psi] \) and \((^T)\pi_{\mu\nu}\). The proof of \((10.20b)\) is based on definition \((10.18b)\) and is similar; we omit the details.

Equation \((10.20c)\) follows from applying \( \mathcal{D}_\nu \) to \((10.18c)\), using the Leibniz rule, and from using equation \((10.19)\) to substitute for the term \( \mu \Box g(\Psi) \Psi \) when it arises.

Equation \((10.20d)\) follows from definition \((10.18d)\), equations \((10.20b)\) and \((10.20c)\), and the identity \( g_{\alpha\beta} Q^{\alpha\beta}[\Psi] = -(g^{-1})^{\alpha\beta} \mathcal{D}_\alpha \Psi \mathcal{D}_\beta \Psi \), which easily follows from definition \((10.8)\).

\( \Box \)

### 10.2. The energy-cone flux integral identities

We are now ready to define the energies and cone fluxes that we use in our \( L^2 \) analysis of solutions. We establish their coerciveness properties in Lemma 14.1.

**Definition 10.11 (Energies and cone fluxes).** Let \( \Psi \) be a scalar function and let \( N = \frac{1}{2} L + \frac{1}{2} \mu L^{-1} \mathcal{L} = L + R \) denote the future-directed unit normal to \( \Sigma_t \) (see Lemma 3.19). We define the energies \( \mathcal{E}[\Psi](t,u) \), \( \mathcal{E}^{(T)}[\Psi](t,u) \) and the cone fluxes \( \mathcal{F}[\Psi](t,u) \), \( \mathcal{F}^{(T)}[\Psi](t,u) \) as follows, where the rescaled volume forms \( d\omega \) and \( d\bar{\omega} \) are defined in Def. 3.67 and \((^T)j^\alpha[\Psi] \), \((^\tilde{K})j^\alpha[\Psi] \), \((^\text{Correction})j^\alpha[\Psi] \), and \((^\tilde{K}+\text{Correction})j^\alpha[\Psi] \) are defined in Def. 10.9.

\begin{align}
(10.21a) & \quad \mathcal{E}[\Psi](t,u) := \int_{\Sigma_t} \mu^{(T)} j_N[\Psi] d\omega, \\
(10.21b) & \quad \mathcal{E}^{(T)}[\Psi](t,u) := \int_{\Sigma_t} \mu^{(\tilde{K}+\text{Correction})} j_N[\Psi] d\omega - \frac{1}{2} \int_{\Sigma_t} g^2 \text{tr}_g \chi \Psi \tilde{R} \Psi d\omega \\
& \quad \quad \quad + \frac{1}{4} \int_{\Sigma_t} \left\{ \mu L [g^2 \text{tr}_g \chi] + \tilde{R} [g^2 \text{tr}_g \chi] + \frac{1}{2} \mu g^2 (\text{tr}_g \chi)^2 \right\} \Psi^2 d\omega,
\end{align}
10.2. THE ENERGY-CONE FLUX INTEGRAL IDENTITIES

\( F[\Psi](t,u) := \int_{C^u_t} (T) J_L[\Psi] \, d\varpi, \)

\( \widetilde{F}[\Psi](t,u) := \int_{C^u_t} (\widetilde{K} + \text{Correction}) J_L[\Psi] \, d\varpi + \frac{1}{4} \int_{C^u_t} \{ L[g^2 \text{tr}_g \chi \Psi^2] + g^2 (\text{tr}_g \chi)^2 \Psi^2 \} \, d\varpi. \)

In the next proposition, we derive our main energy-cone flux identities, which are the starting points of our \( L^2 \) analysis of \( \Psi \) and its derivatives. As a preliminary step, we first prove the following lemma, which provides a version of the divergence theorem on the spacetime region \( M_{t,u} \). Note that we explicitly indicate the factors of \( \mu \) in the lemma; there are no “hidden factors” in the volume forms.

**Lemma 10.12 (The divergence theorem on the region \( M_{t,u} \)).** Let \( J \) be any spacetime vector field. Let \( N = L + R \) (see (3.19c) and Lemma 3.19) be the future-directed unit normal to \( \Sigma^u_t \). Then the following integral identity holds, where the rescaled volume forms \( d\varpi, d\varpi^u, \) and \( d\varpi^u \) are defined in Def. 3.67:

\[
\int_{\Sigma^u_t} \mu N \, d\varpi^u + \int_{C^u_t} J_L \, d\varpi - \int_{\Sigma^0_u} \mu N \, d\varpi - \int_{C^0_t} J_L \, d\varpi = \int_{M_{t,u}} \mu D_\alpha J^\alpha \, d\varpi.
\]

**Proof.** We can expand \( J \) relative to the geometric coordinate frame as follows:

\[
J = J^t \frac{\partial}{\partial t} + J^u \frac{\partial}{\partial u} + J^\varphi \frac{\partial}{\partial \varphi},
\]

where \( J^t \) is the projection of \( J \) onto \( S^u_t \). Furthermore, as we obtained in the proof of (9.9), we have

\[
J^t = -J_N, \quad J^u = -\mu^{-1} J_L.
\]

We will use the following standard formula for the divergence \( D_\alpha J^\alpha \) of \( J \):

\[
D_\alpha J^\alpha = \frac{1}{\sqrt{|\det g|}} \left\{ \frac{\partial}{\partial t} (\sqrt{|\det g|} J^t) + \frac{\partial}{\partial u} (\sqrt{|\det g|} J^u) + \frac{\partial}{\partial \varphi} (\sqrt{|\det g|} J^\varphi) \right\},
\]

where the determinant \( \det g \) is taken relative to the geometric coordinates \((t,u,\varphi)\).

Inserting the square root of (3.50a) into (10.25), we deduce that

\[
\frac{\partial}{\partial t} (\mu \sqrt{|\det g|} J^t) + \frac{\partial}{\partial u} (\mu \sqrt{|\det g|} J^u) + \frac{\partial}{\partial \varphi} (\mu \sqrt{|\det g|} J^\varphi) = (\mu D_\alpha J^\alpha) \sqrt{|\det g|}.
\]

Integrating (10.26) over \( S^2 \) with respect to \( d\varpi \) and noting that the integral of the last term on the left-hand side of (10.26) vanishes, we deduce that

\[
\frac{\partial}{\partial t} \left( \int_{S_{t,u}} J^t \, dv^t \right) + \frac{\partial}{\partial u} \left( \int_{S_{t,u}} J^u \, dv^u \right) = \int_{S_{t,u}} \mu D_\alpha J^\alpha \, dv^t.
\]

Integrating (10.27) with respect to \( dv^t \, dv^u \) over the coordinate rectangle \([0,t] \times [0,u]\), we deduce that

\[
\int_{S^u_t} \mu J^t \, d\varpi - \int_{S^0_t} \mu J^t \, d\varpi + \int_{C^u_t} \mu J^u \, d\varpi = \int_{M_{t,u}} \mu D_\alpha J^\alpha \, d\varpi.
\]
We now derive our main energy-cone flux identities.

**Proposition 10.13** (Energy-cone flux identities via the divergence theorem with important cancellations). Consider the energies and fluxes of Def. 10.11. For solutions $\Psi$ to

\[ \mu \Box_g \Psi = \mathfrak{F} \]

that vanish along the outer null cone $C_0$, we have the following integral identities:

\[ E[\Psi](t, u) + F[\Psi](t, u) = E[\Psi](0, u) \quad (10.29a) \]

\[- \int_{\mathcal{M}_{t,u}} \left\{ (1 + 2\mu)(L\Psi) + 2\widetilde{K}\Psi \right\} \Psi^2 \, d\omega - \frac{1}{2} \int_{\mathcal{M}_{t,u}} \mu Q^{\alpha\beta}[\Psi](T)\pi_{\alpha\beta} \, d\omega, \]

\[ \widetilde{E}[\Psi](t, u) + \widetilde{F}[\Psi](t, u) = \widetilde{E}[\Psi](0, u) \quad (10.29b) \]

\[- \frac{1}{4} \int_{\Sigma_0^u} \left\{ \tilde{L} [\mu^2 \text{tr}_g \chi] - \frac{1}{2} \mu^2 \mu (\text{tr}_g \chi)^2 \right\} \Psi^2 \, d\omega - \frac{1}{4} \int_{\Sigma_0^u} \left\{ \mu^2 \text{tr}_g \chi \tilde{K}^{(\text{Trans-} \Psi)} + \mu^2 \mu \text{tr}_g \chi \tilde{K}^{(\text{Tan-} \Psi)} \right\} \Psi^2 \, d\omega \]

\[ + \frac{1}{4} \int_{\Sigma_0^u} \left\{ \tilde{L} [\mu^2 \text{tr}_g \chi] - \frac{1}{2} \mu^2 \mu (\text{tr}_g \chi)^2 \right\} \Psi^2 \, d\omega + \frac{1}{4} \int_{\Sigma_0^u} \left\{ \mu^2 \text{tr}_g \chi \tilde{K}^{(\text{Trans-} \Psi)} + \mu^2 \mu \text{tr}_g \chi \tilde{K}^{(\text{Tan-} \Psi)} \right\} \Psi^2 \, d\omega \]

\[ - \int_{\mathcal{M}_{t,u}} \left\{ L\Psi + \frac{1}{2} \text{tr}_g \chi \Psi \right\} \mathfrak{F} \, d\omega - \frac{1}{2} \int_{\mathcal{M}_{t,u}} \mu Q^{\alpha\beta}[\Psi \{ (\tilde{K})_{\pi_{\alpha\beta}} - \mu^2 \text{tr}_g \chi_{\alpha\beta} \} \, d\omega \]

\[ + \frac{1}{4} \int_{\mathcal{M}_{t,u}} \mu \{ \Box_g \Psi \} [\mu^2 \text{tr}_g \chi] \Psi^2 \, d\omega. \]

In the above expressions, the $S_{t,u}$ tensor fields $\chi$, $\tilde{K}^{(\text{Trans-} \Psi)}$, and $\tilde{K}^{(\text{Tan-} \Psi)}$ are defined by (3.70), (5.4b), and (5.5b). Moreover, the rescaled volume form $d\omega$ is defined in Def. 3.67.

**Proof.** The overall strategy is to apply Lemma 10.12 with various currents $J$ from Def. 10.9. Specifically, (10.29a) follows from applying Lemma 10.12 with the current $(^7) \Psi$ defined in (10.18a). The proof is simpler than the proof of (10.29b), which we provide below. Hence, we omit the details of the proof of (10.29a). \footnote{Recall that this vanishing is a simple consequence of our assumption that the data are supported in the Euclidean unit ball $\Sigma_0^u$.}
To prove (10.29b), we first apply Lemma 10.12 with the current \((\tilde{K} + \text{Correction}) J[\Psi]\) defined in (10.18d). Using the fact that \(\Psi \equiv 0\) along \(C^t_0\), we deduce the following identity:

\[
\int_{\Sigma^t_u} \mu (\tilde{K} + \text{Correction}) J_N[\Psi] \, d\omega + \int_{C^t_u} (\tilde{K} + \text{Correction}) J_L[\Psi] \, d\omega
= \int_{\Sigma^0_u} \mu (\tilde{K} + \text{Correction}) J_N[\Psi] \, d\omega - \int_{M \times u} \mu D_\alpha (\tilde{K} + \text{Correction}) J_\alpha[\Psi] \, d\omega.
\]

Examining (10.20d), (10.21b), (10.22b), (10.29b), and (10.30), we see that the desired identity (10.29b) will follow once we show that the last two \(\Sigma^t_u\) integrals on the right-hand side of (10.21b) and the last \(C^t_u\) integral on the right-hand side of (10.22b) sum to

\[
\frac{1}{4} \int_{\Sigma^t_u} \left\{ \bar{L}[\partial^2 \text{tr}_g \chi] - \frac{1}{2} \mu \theta^2 (\text{tr}_g \chi)^2 \right\} \Psi^2 \, d\omega
+ \frac{1}{4} \int_{\Sigma^t_u} \left\{ \partial^2 \text{tr}_g \chi \text{tr}_g \hat{k}(\text{Trans} - \Psi) + \mu \theta^2 \text{tr}_g \chi \text{tr}_g \hat{k}(\text{Tan} - \Psi) \right\} \Psi^2 \, d\omega
- \frac{1}{4} \int_{S_0, u} \theta^2 \text{tr}_g \chi \Psi^2 \, dv_g.
\]

Note that the integral \(-\frac{1}{4} \int_{S_0, u} \theta^2 \text{tr}_g \chi \Psi^2 \, dv_g\) on the right-hand side of (10.31) does not depend on \(t\) and hence cancels out of the expression (10.29b). To deduce (10.31), we first analyze the last two \(\Sigma^t_u\) integrals on the right-hand side of (10.21b). To this end, we set \(f := \theta^2 \text{tr}_g \chi \Psi^2\) and integrate (10.1b) in \(u\) to compute that

\[
\int_{S_{t, u}} \theta^2 \text{tr}_g \chi \Psi^2 \, dv_g = \int_0^u \frac{\partial}{\partial u'} \left( \int_{S_{t, u'}} \theta^2 \text{tr}_g \chi \Psi^2 \, dv_g \right) \, du'
= \int_0^u \int_{S_{t, u'}} \theta^2 \text{tr}_g \chi \bar{R}(\Psi^2) \, dv_g \, du'
+ \int_0^u \int_{S_{t, u'}} \left\{ \bar{R}[\theta^2 \text{tr}_g \chi] - \mu \theta^2 (\text{tr}_g \chi)^2 \right\} \Psi^2 \, dv_g \, du'
+ \int_0^u \int_{S_{t, u'}} \left\{ \theta^2 \text{tr}_g \chi \text{tr}_g \hat{k}(\text{Trans} - \Psi) + \mu \theta^2 \text{tr}_g \chi \text{tr}_g \hat{k}(\text{Tan} - \Psi) \right\} \Psi^2 \, dv_g \, du'.
\]

We now use (10.32), the identity \(\mu L = \bar{L} - 2 \bar{R}\) (see (3.19a)), and straightforward computations to express the last two \(\Sigma^t_u\) integrals on the right-hand side of (10.21b).
as follows:

$$\begin{align*}
&\frac{1}{4} \int_{\Sigma^t} \rho^2 \text{tr}_{\gamma} \bar{R}(\Psi^2) \, d\mathcal{W} \\
&+ \frac{1}{4} \int_{\Sigma^t} \left\{ \mu \{ \rho^2 \text{tr}_{\gamma} \bar{R} \} + \bar{R} \{ \rho^2 \text{tr}_{\gamma} \bar{R} \} + \frac{1}{2} \mu \rho^2 (\text{tr}_{\gamma} \bar{R})^2 \right\} \Psi^2 \, d\mathcal{W} \\
&= -\frac{1}{4} \int_{S_{t,u}} \rho^2 \text{tr}_{\gamma} \Psi^2 \, dv_{\gamma} \\
&+ \frac{1}{4} \int_{\Sigma^t} \left\{ \bar{L}[\rho^2 \text{tr}_{\gamma} \bar{R}] - \frac{1}{2} \mu \rho^2 (\text{tr}_{\gamma} \bar{R})^2 \right\} \Psi^2 \, d\mathcal{W} \\
&+ \frac{1}{4} \int_{\Sigma^t} \left\{ \rho^2 \text{tr}_{\gamma} \text{tr}_{\gamma} \bar{K}^{(\text{Trans} - \Psi)} + \mu \rho^2 \text{tr}_{\gamma} \text{tr}_{\gamma} \bar{K}^{(\text{Trans} - \Psi)} \right\} \Psi^2 \, d\mathcal{W}.
\end{align*}$$

\hspace{1cm} (10.33)

Similarly, we use (10.1a) with $f := \rho^2 \text{tr}_{\gamma} \Psi^2$ to express the last $C^t_{u}$ integral on the right-hand side of (10.22b) as follows:

$$\begin{align*}
&\frac{1}{4} \int_{C^t_{u}} \left\{ \bar{L}[\rho^2 \text{tr}_{\gamma} \bar{R}] + \rho^2 (\text{tr}_{\gamma} \bar{R})^2 \Psi^2 \right\} \, d\mathcal{W} \\
&= \frac{1}{4} \int_{S_{t,u}} \rho^2 \text{tr}_{\gamma} \Psi^2 \, dv_{\gamma} - \frac{1}{4} \int_{S_{0,u}} \rho^2 \text{tr}_{\gamma} \Psi^2 \, dv_{\gamma}.
\end{align*}$$

\hspace{1cm} (10.34)

We now add (10.33) and (10.34) and note the cancellation of $\frac{1}{4} \int_{S_{t,u}} \rho^2 \text{tr}_{\gamma} \Psi^2 \, dv_{\gamma}$, which yields the desired identity (10.31).

\hspace{1cm} \Box

### 10.3. Integration by parts identities for the top-order square integral estimates

In order to estimate some of the top-order $\bar{F}$—containing integrals on the right-hand side of (10.29b), we need to derive alternate expressions via integration by parts. The alternate expressions are based on the following two simple lemmas.

**Lemma 10.14 (Integration by parts on $\mathcal{M}_{t,u}$).** If $\Psi$ and $f$ are functions, then we have the following integration by parts identity:

$$\begin{align*}
&\int_{\mathcal{M}_{t,u}} f \left\{ \bar{L}[\Psi] + \frac{1}{2} \text{tr}_{\gamma} \Psi \right\} \, d\mathcal{W} \\
&= -\int_{\mathcal{M}_{t,u}} \Psi \left\{ \bar{L}[f] + \frac{1}{2} \text{tr}_{\gamma} \Psi f \right\} \, d\mathcal{W} \\
&- \int_{\Sigma^u} \Psi f \, d\mathcal{W} + \int_{\Sigma^t} \Psi f \, d\mathcal{W},
\end{align*}$$

\hspace{1cm} (10.35)

where $\chi$ is the $S_{t,u}$ tensorfield defined in (3.70).

**Proof.** From (10.1a), we deduce that

$$\begin{align*}
&\frac{\partial}{\partial t} \int_{\Sigma^t} \Psi f \, d\mathcal{W} = \int_{\Sigma^t} \Psi \left\{ \bar{L}[f] + \frac{1}{2} \text{tr}_{\gamma} \Psi f \right\} \, d\mathcal{W} + \int_{\Sigma^t} f \left\{ \bar{L}[\Psi] + \frac{1}{2} \text{tr}_{\gamma} \Psi \right\} \, d\mathcal{W}.
\end{align*}$$

The desired identity (10.35) now follows from integrating (10.36) in time from 0 to $t$.

\hspace{1cm} \Box
Lemma 10.15 (Integration by parts on $S_{t,u}$). If $Y$ is an $S_{t,u}$-tangent vector field and $\Psi$ and $f$ are functions, then we have the following integration by parts identity:

\begin{equation}
\int_{S_{t,u}} (Y \Psi) f \, dv_y = - \int_{S_{t,u}} (Y f) \Psi \, dv_y - \frac{1}{2} \int_{S_{t,u}} \text{tr}_g (Y) \hat{\Psi} f \, dv_y,
\end{equation}

where $(Y)\hat{\Psi}$ is the projection of $(Y)\pi$ (see Def. 4.9) onto $S_{t,u}$.

Proof. Let $\psi$ be the operator defined in (8.1a). By the Leibniz rule, we have

\begin{equation}
\psi(f \Psi Y) = (Y \Psi)f + (Y f)\Psi + \frac{1}{2} f \Psi (g^{-1})^{AB} \{\nabla_A Y_B + \nabla_B Y_A\}
\end{equation}

\begin{equation}
= (Y \Psi)f + (Y f)\Psi + \frac{1}{2} f \Psi \text{tr}_g (Y) \hat{\Psi}.
\end{equation}

The desired identity (10.37) now follows from integrating (10.38) over $S_{t,u}$ and noting that the $S_{t,u}$ integral of the angular divergence of an $S_{t,u}$-tangent vector field must vanish.

As we mentioned above, some of the integrands on the right-hand side of (10.29b) are not quite in a form that allows us to close our top-order $L^2$ estimates. Hence, in order to bound certain top-order error integrals, we need to carry out some additional integrations by parts; see Sect. 20.4. We carry out these integrations by parts in the next two lemmas. The proofs involve lengthy computations but are conceptually very simple.

Remark 10.16 (Important integrals vs. negligible integrals). In the next two lemmas, the explicitly written integrals on the right-hand sides are the difficult ones that contribute to the degeneracy of our top-order $L^2$ estimates, while the integrals featuring the integrands $\text{Error}(1)$ and $\tilde{\text{Error}}(1)$ have a negligible effect on the dynamics.

Lemma 10.17 (Integration by parts identity useful for bounding some top-order error integrals). Let $\eta$ be a function and let $w$ be a “weight” function. Let $O \in \{O_{(1)}, O_{(2)}, O_{(3)}\}$ be a geometric rotation vector field (see (6.3)). Then we have the following integration by parts identity:

\begin{equation}
- \int_{M_{t,u}} w(\tilde{R}\Psi) \left\{L \mathcal{Z}^N \Psi + \frac{1}{2} \text{tr}_g \mathcal{Z}^N \Psi \right\} O \eta \, d\omega
= - \int_{M_{t,u}} w(\tilde{R}\Psi)(L\eta) O \mathcal{Z}^N \Psi \, d\omega
+ \int_{\Sigma_t^u} w(\tilde{R}\Psi) \eta O \mathcal{Z}^N \Psi \, d\omega
+ \int_{M_{t,u}} \text{Error}_{(1)}(\mathcal{Z}^N \Psi; w; \eta) \, d\omega
+ \int_{\Sigma_t^u} \text{Error}_{(2)}(\mathcal{Z}^N \Psi; w; \eta) \, d\omega
+ \int_{\Sigma_0^u} \text{Error}_{(3)}(\mathcal{Z}^N \Psi; w; \eta) \, d\omega,
\end{equation}
where

\[(10.40a)\]
\[
\text{Error}^{(1)}[\mathcal{X}^N\Psi; w; \eta] := -w(\tilde{O}\tilde{R}\Psi)(L\eta)\mathcal{X}^N\Psi - (Ow)(\tilde{R}\Psi)(L\eta)\mathcal{X}^N\Psi
- \frac{1}{2} w\text{tr}_{g}^{(O)}\eta(\tilde{R}\Psi)(L\eta)\mathcal{X}^N\Psi
- (Lw)(\tilde{O}\tilde{R}\Psi)\eta\mathcal{X}^N\Psi
- \frac{1}{2} (Lw)\text{tr}_{g}^{(O)}\eta(\tilde{R}\Psi)(L\eta)\mathcal{X}^N\Psi
- w(\tilde{R}\Psi)\eta ((O)^{#}_{L} \cdot \mathcal{X}^N\Psi) - w((O)^{#}_{L} \cdot \mathcal{X}^N\Psi)(L\eta)\mathcal{X}^N\Psi
- ((O)^{#}_{L} \cdot \mathcal{X}^N\Psi)(\tilde{R}\Psi)\eta\mathcal{X}^N\Psi
- w\left\{ L\tilde{R}\Psi + \frac{1}{2} \text{tr}_{g}^{\chi}\tilde{R}\Psi \right\} \eta\mathcal{X}^N\Psi
- (Lw)\eta\mathcal{X}^N\Psi
- w\left( O \left\{ L\tilde{R}\Psi + \frac{1}{2} \text{tr}_{g}^{\chi}\tilde{R}\Psi \right\} \right) \eta\mathcal{X}^N\Psi
- (Ow) \left\{ L\tilde{R}\Psi + \frac{1}{2} \text{tr}_{g}^{\chi}\tilde{R}\Psi \right\} \eta\mathcal{X}^N\Psi
- \frac{1}{2} w\text{tr}_{g}^{(O)}\eta\left\{ L\tilde{R}\Psi + \frac{1}{2} \text{tr}_{g}^{\chi}\tilde{R}\Psi \right\} \eta\mathcal{X}^N\Psi,
\]

\[(10.40b)\]

\[
\text{Error}^{(2)}[\mathcal{X}^N\Psi; w; \eta] := w(\tilde{O}\tilde{R}\Psi)\eta\mathcal{X}^N\Psi + (Ow)(\tilde{R}\Psi)\eta\mathcal{X}^N\Psi
+ \frac{1}{2} w\text{tr}_{g}^{(O)}\eta(\tilde{R}\Psi)\eta\mathcal{X}^N\Psi,
\]

\[(10.40c)\]
\[
\text{Error}^{(3)}[\mathcal{X}^N\Psi; w; \eta] := -w(\tilde{R}\Psi)\eta\mathcal{X}^N\Psi - w(\tilde{O}\tilde{R}\Psi)\eta\mathcal{X}^N\Psi
- (Ow)(\tilde{R}\Psi)\eta\mathcal{X}^N\Psi
- \frac{1}{2} w\text{tr}_{g}^{(O)}\eta(\tilde{R}\Psi)\eta\mathcal{X}^N\Psi.
\]

**Proof.** We first use the identity \((10.35)\) with \(\mathcal{X}^N\Psi\) in the role of \(\Psi\) and \(w(\tilde{R}\Psi)\eta\) in the role of \(f\). We then split

\[(10.41)\]
\[
\left\{ L + \frac{1}{2} \text{tr}_{g}^{\chi} \right\} \left\{ w(\tilde{R}\Psi)\eta \right\} = w \left\{ L\tilde{R}\Psi + \frac{1}{2} \text{tr}_{g}^{\chi}\tilde{R}\Psi \right\} \eta
+ w(\tilde{R}\Psi)L\eta + (Lw)(\tilde{R}\Psi)\eta.
\]

Furthermore, we commute the operators \(L\) and \(O\) in the product \(w(\tilde{R}\Psi)L\eta\) on the right-hand side of \((10.41)\) and then integrate by parts on the \(S_{t,u}\) via Lemma \(10.15\) (note that \(\frac{1}{2} \text{tr}_{g}^{(Y)^{#}} = \text{div} Y\) for \(S_{t,u}\)–tangent vectorfields \(Y\)) to pull, in all products, all instances of \(O\) and the commutator \([L, O] = \left(\eta^{#}_{L} \cdot \mathcal{X}^N\Psi\right)\) (see Lemma \(4.10\)) off of \(\eta\). In total, these steps lead to the lemma. \(\Box\)
Lemma 10.18 (A second integration by parts identity useful for bounding some top-order error integrals). Let $Y$ be an $S_{t,u}$—tangent vector field and let $w = w(t,u)$ be a “weight” function. Then we have the following integration by parts identity:

\[
- \int_{M_{t,u}} w(\bar{R}\Psi) \left\{ L \mathcal{X}^N \Psi + \frac{1}{2} \text{tr}_{\chi} \mathcal{X}^N \Psi \right\} d\psi Y d\omega \\
= - \int_{M_{t,u}} w(\bar{R}\Psi) (\{ L_{Y} Y + \text{tr}_{\chi} Y \cdot \mathcal{X}^N \Psi \} d\omega \\
+ \int_{\Sigma_t} \tilde{\text{Error}}_{(1)}[\mathcal{X}^N \Psi; w; Y] d\omega + \int_{\Sigma_t} \tilde{\text{Error}}_{(2)}[\mathcal{X}^N \Psi; w; Y] d\omega \\
+ \int_{\Sigma_t} \tilde{\text{Error}}_{(3)}[\mathcal{X}^N \Psi; w; Y] d\omega,
\]

where

\[
\tilde{\text{Error}}_{(1)}[\mathcal{X}^N \Psi; w; Y] := - w \left( \{ L_{Y} Y + \text{tr}_{\chi} Y \cdot \mathcal{X} \bar{R}\Psi \} \cdot \mathcal{X}^N \Psi \\
- (\bar{R}\Psi) (\{ L_{Y} Y + \text{tr}_{\chi} Y \cdot \mathcal{X} \bar{R}\Psi \} \cdot \mathcal{X}^N \Psi \\
- \{ L_{w} - \text{tr}_{\chi} w \} (\bar{R}\Psi)(Y \cdot \mathcal{X}^N \Psi) \\
- \{ L_{w} - \text{tr}_{\chi} w \} (Y \cdot \mathcal{X} \bar{R}\Psi) \mathcal{X}^N \Psi \\
- (\bar{R}\Psi)(Y \cdot \mathcal{X} \bar{R}\Psi) \mathcal{X}^N \Psi + (\bar{R}\Psi)\text{tr}_{\chi}(Y \cdot \mathcal{X}^N \Psi) \\
w(\bar{R}\Psi)(Y \cdot \mathcal{X} \bar{R}\Psi) \mathcal{X}^N \Psi \\
- w \left( L_{\bar{R}\Psi} + \frac{1}{2} \text{tr}_{\chi} \bar{R}\Psi \right) \left( Y \cdot \mathcal{X}^N \Psi \right) \\
- w \left( Y \cdot \mathcal{X} \left( L_{\bar{R}\Psi} + \frac{1}{2} \text{tr}_{\chi} \bar{R}\Psi \right) \right) \left( \mathcal{X}^N \Psi \right) \\
- (Y \cdot \mathcal{X} \bar{R}\Psi) \left( L_{\bar{R}\Psi} + \frac{1}{2} \text{tr}_{\chi} \bar{R}\Psi \right) \left( \mathcal{X}^N \Psi \right),
\]

\[
\tilde{\text{Error}}_{(2)}[\mathcal{X}^N \Psi; w; Y] := w(Y \cdot \mathcal{X} \bar{R}\Psi) \mathcal{X}^N \Psi + (Y \cdot \mathcal{X} \bar{R}\Psi) \mathcal{X}^N \Psi,
\]

\[
\tilde{\text{Error}}_{(3)}[\mathcal{X}^N \Psi; w; Y] := - w(\bar{R}\Psi)(Y \cdot \mathcal{X}^N \Psi) - w(Y \cdot \mathcal{X} \bar{R}\Psi) \mathcal{X}^N \Psi \\
- (Y \cdot \mathcal{X} \bar{R}\Psi) \mathcal{X}^N \Psi.
\]

Proof. We first use (10.35) with $\mathcal{X}^N \Psi$ in the role of $\Psi$ and $f = f_1 f_2 f_3 := w(\bar{R}\Psi)d\psi Y$ to remove the operator $\left\{ L + \frac{1}{2} \text{tr}_{\chi} \right\}$ off of $\mathcal{X}^N \Psi$ on the left-hand side.
of (10.42). After removal, we have the spacetime integrand factor

\[ (\mathcal{X} N \Psi) \left\{ L + \frac{1}{2} \text{tr}_g \chi \right\} (f_1 f_2 f_3) \]

= \begin{align*}
&= w(\tilde{R}\Psi)(\mathcal{X} N \Psi) \left\{ L + \text{tr}_g \chi \right\} \text{div}_Y \Psi + (\tilde{R}\Psi)(\mathcal{X} N \Psi) \left\{ L w - \text{tr}_g \chi w \right\} \text{div}_Y \\
&\quad + w \left\{ L \tilde{R}\Psi + \frac{1}{2} \text{tr}_g \chi \tilde{R}\Psi \right\} (\mathcal{X} N \Psi) \text{div}_Y.
\end{align*}

We use Lemma 8.10 to rewrite the first product on the right-hand side of (10.44) as

\[ w(\tilde{R}\Psi)(\mathcal{X} N \Psi)\text{div}_Y \Psi + (\tilde{R}\Psi)(\mathcal{X} N \Psi) \left\{ L w - \text{tr}_g \chi w \right\} \text{div}_Y \Psi. \]

Finally, we integrate by parts on the\[ S_{t,u} \]to remove all covariant angular derivatives off of\[ L / L Y + \text{tr}_g / \chi Y \]and\[ Y \]and use the fact that by (4.1c), we have\[ \div / tr_g / \chi = \div (2 \varrho - 1 + \text{tr}_g / \chi (\text{Small})) = \div (\text{Small}) \]. In total, these steps lead to the identity (10.42).

\[ \square \]

10.4. Error integrands arising from the deformation tensors of the multiplier vectorfields

In the next definition, we give names to the energy error integrands corresponding to the deformation tensors of the multiplier vectorfields (that is, the last integrand in (10.29a) and the next-to-last integrand in (10.29b)).

**Definition 10.19 (The error integrands corresponding to T and \( \tilde{K} \)).**

Given a function \( \Psi \), we associate to it the following quantities\( (T) \mathcal{P}[\Psi] \) and\( (\tilde{K}) \mathcal{P}[\Psi] \), where\( Q[\Psi] \) is the energy-momentum tensorfield of Def. 10.3 and\( T \) and\( \tilde{K} \) are the multiplier vectorfields from Def. 10.6:

\begin{align*}
(10.45a) \quad (T) \mathcal{P}[\Psi] &:= -\frac{1}{2} \mu Q^{\alpha\beta}[\Psi] (T) \pi_{\alpha\beta}, \\
(10.45b) \quad (\tilde{K}) \mathcal{P}[\Psi] &:= -\frac{1}{2} \mu Q^{\alpha\beta}[\Psi] \left\{ (\tilde{K}) \pi_{\alpha\beta} - \varrho^2 \text{tr}_g \chi g_{\alpha\beta} \right\}.
\end{align*}

To derive our main results, we separately analyze the positive and negative parts of\( L \mu \). This motivates the following definition.

**Definition 10.20 (\( f_+ \) and \( f_- \)).** Given any real-valued function \( f \), we decompose it into its positive part \( f_+ \) and its negative part \( f_- \) as follows:

\begin{align*}
(10.46) \quad f &= f_+ - f_-, \\
\end{align*}

where

\begin{align*}
(10.47) \quad f_+ := \max\{f, 0\}, \quad f_- := \max\{-f, 0\}.
\end{align*}

In the next lemma, decompose the quantities\( (T) \mathcal{P}[\Psi] \) and\( (\tilde{K}) \mathcal{P}[\Psi] \) from Def. 10.19 relative to the rescaled null frame\( \{L, \tilde{L}, X_1, X_2\} \).

**Lemma 10.21 (Null decomposition of the error integrands corresponding to T and \( \tilde{K} \)).** Let\( [L \mu]_- \) and\( [L \mu]_+ \) denote the negative and positive parts of\( L \mu \) (see Def. 10.20). Then the quantities\( (T) \mathcal{P}[\Psi] \) and\( (\tilde{K}) \mathcal{P}[\Psi] \) from Def. 10.19 can...
be decomposed relative to the rescaled null frame \( \{ L, \tilde{L}, X_1, X_2 \} \) as follows:

\[
(10.48a) \quad (T)\mathcal{P}[\Psi] = \sum_{i=1}^{6} (T)\mathcal{P}_{(i)}[\Psi],
\]

\[
(10.48b) \quad (\tilde{K})\mathcal{P}[\Psi] = -\frac{1}{2} \partial^2 |d\Psi|^2 [L\mu] - \sum_{i=1}^{4} (\tilde{K})\mathcal{P}_{(i)},
\]

where

\[
(10.49a) \quad (T)\mathcal{P}_{(1)}[\Psi] := \frac{1}{2}(L\Psi)^2 \left\{ \tilde{L}\mu - (1 + \mu)L\mu \right\},
\]

\[
(10.49b) \quad (T)\mathcal{P}_{(2)}[\Psi] := \frac{1}{2} |d\Psi|^2 \left\{ (\tilde{L}\mu + L\mu) + 3\mu L\mu \right\},
\]

\[
(10.49c) \quad (T)\mathcal{P}_{(3)}[\Psi] := -(\tilde{L}\Psi) (d^# \Psi) \cdot \left\{ \partial\mu + 2\zeta^{(Trans - \Psi)} + 2\mu \zeta^{(Tan - \Psi)} \right\},
\]

\[
(10.49d) \quad (T)\mathcal{P}_{(4)}[\Psi] := (L\Psi) (d^# \Psi) \cdot \left\{ (1 - \mu)\partial\mu + 2(1 + \mu)\zeta^{(Trans - \Psi)} + 2\mu(1 + \mu)\zeta^{(Tan - \Psi)} \right\},
\]

\[
(10.49e) \quad (T)\mathcal{P}_{(5)}[\Psi] := -(\mu d^# \Psi \otimes \partial^# \Psi) \cdot \left\{ \chi^{(Small)} + 2\hat{\zeta}^{(Trans - \Psi)} + 2\mu \hat{\zeta}^{(Tan - \Psi)} \right\},
\]

\[
(10.49f) \quad (T)\mathcal{P}_{(6)}[\Psi] := -\frac{1}{2} (L\Psi) (\tilde{L}\Psi) \left\{ \text{tr}_g \chi + 2\text{tr}_g \hat{\zeta}^{(Trans - \Psi)} + 2\mu \text{tr}_g \hat{\zeta}^{(Tan - \Psi)} \right\},
\]

and

\[
(10.50a) \quad (\tilde{K})\mathcal{P}_{(1)}[\Psi] := (L\Psi)^2 \left\{ 2\partial\tilde{L}\varrho - \varrho^2 L\mu \right\},
\]

\[
(10.50b) \quad (\tilde{K})\mathcal{P}_{(2)}[\Psi] := \frac{1}{2} \partial^2 (\mu|d\Psi|^2) \left\{ \left[ \frac{L\mu}{\mu} + \text{tr}_g \chi^{(Small)} \right] \right\},
\]

\[
(10.50c) \quad (\tilde{K})\mathcal{P}_{(3)}[\Psi] := \partial^2 (L\Psi) (d^# \Psi) \cdot \left\{ \partial\mu + 2\zeta^{(Trans - \Psi)} + 2\mu \zeta^{(Tan - \Psi)} \right\},
\]

\[
(10.50d) \quad (\tilde{K})\mathcal{P}_{(4)}[\Psi] := -\varrho^2 (\mu d^# \Psi \otimes \partial^# \Psi) \cdot \chi^{(Small)}.
\]

In the above expressions, the \( S_{\mu,\nu} \) tensor fields \( \chi^{(Small)} \), \( \zeta^{(Trans - \Psi)} \), \( \hat{\zeta}^{(Trans - \Psi)} \), \( \zeta^{(Tan - \Psi)} \), and \( \hat{\zeta}^{(Tan - \Psi)} \) are defined by (3.70), (4.1c), (5.4a), (5.4b), (5.5a), and (5.5b).

**Remark 10.22 (Isolating the Morawetz term).** Note that in (10.48b), we have singled out the non-positive term \( -\frac{1}{2} \partial^2 (\mu|d\Psi|^2) \frac{[L\mu]}{\mu} \) by “removing it” from \( (\tilde{K})\mathcal{P}_{(2)}[\Psi] \). The reason is that it generates an important Morawetz-type spacetime integral that plays a fundamental role in our analysis; see the discussion surrounding equation (2.53) and Lemma 14.5.

**Proof.** The basic idea is to use the null decomposition (3.31b) of \( g^{-1} \) and the null decompositions of Lemmas 10.7 and 10.8 to expand the products (10.45a) and
relative to the frame $\{L, \tilde{L}, X_1, X_2\}$. For example, to compute (10.49a)-(10.49f), we first use (3.51b) to deduce that the left-hand side of (10.45a) can be expressed as

$$-\frac{1}{2} \mu \left\{ -\frac{1}{2} \mu^{-1} \left( L^\alpha \tilde{L}_\alpha + L^\kappa \tilde{L}_\kappa \right) + (\phi^{-1})^{AB} X_A^\alpha X_B^\kappa \right\} \times \left\{ -\frac{1}{2} \mu^{-1} \left( L^\beta \tilde{L}_\beta + L^\lambda \tilde{L}_\lambda \right) + (\phi^{-1})^{AB} X_A^\beta X_B^\lambda \right\} Q_{\alpha\beta} |\Psi|^{(T)_\pi \kappa\lambda}.$$  

We then fully expand the above product in terms of the null components of $Q|\Psi|$ and $(T)_\pi$ and use Lemmas 10.7 and 10.8 to substitute for these null components. Carrying out straightforward computations, we arrive at (10.49a)-(10.49f).

The proofs of (10.50a)-(10.50d) are similar. As we noted in Remark 10.22, we removed the important term $-\frac{1}{2} \mu^{-1} |\Psi|^2 \frac{|L\mu|}{\mu}$, which appears in the product

$$-\frac{1}{4} \mu^{-1} Q_{L\tilde{L}} |\Psi| \left\{ (\tilde{\kappa})^{\pi L}_{\tilde{L}} - \mu g^{\phi \chi g}(L, \tilde{L}) \right\},$$

and explicitly placed it on the right-hand side of (10.48b). □
CHAPTER 11

Avoiding Derivative Loss and Other Difficulties
Via Modified Quantities

We use the results of Chapter 11 only to close our top-order $L^2$ estimates. Specifically, in this chapter, we derive transport equations for several “modified” versions of the eikonal function quantities $\text{tr}_g \chi^{(\text{Small})}$ and $\mu$. When combined with elliptic estimates on the $S_{t,u}$, the modified quantities allow us to estimate some important top-order derivatives of $\text{tr}_g \chi^{(\text{Small})}$ without losing derivatives. These steps are necessary even for proving an up-to-top-order local well-posedness result relative to the geometric coordinates. The idea that one should work with modified quantities in order to close the $L^2$ estimates for the eikonal function $u$ first appeared in Christodoulou-Klainerman’s proof of the global stability of the Minkowski spacetime as a solution to Einstein’s equations \[19\]. A similar idea was later employed by Klainerman-Rodnianski \[50\] in their proof of low regularity local well-posedness for quasilinear wave equations of the form

$$-\partial^2_t \Psi + (g^{-1})^{ab}(\Psi) \partial_a \partial_b \Psi = \mathcal{N}(\Psi, \partial \Psi);$$

their work was also heavily based on using an eikonal function to prove sharp estimates. A similar idea was later used by Christodoulou in his shock formation monograph \[17\]. In the latter two works, the key step is analogous to Cor. 11.4 in the present work.

The main idea in avoiding the derivative loss is that for solutions to $\Box_g \Psi = 0$, a certain component of the Ricci curvature tensor of $g$, specifically $(g^{-1})^{AB} \mathcal{R}_{ALB}$ (where $\mathcal{R}$ is the Riemann curvature tensor of $g$) can be written as a perfect $L^2$ derivative of the first derivatives of $\Psi$ plus some error terms. The main point is that the $\Psi$--dependent error terms involve only $\Psi$ and its first derivatives, and not second-order derivatives of $\Psi$, which are of principal order from the point of view of differentiability. The perfect $L^2$ derivative structure is what allows us to construct suitably modified versions of $\text{tr}_g \chi^{(\text{Small})}$ that do not lose derivatives.

We now provide more details concerning this structure. Schematically, we have $\text{Ltr}_g \chi^{(\text{Small})} = \mathcal{D}^2 \Psi + \text{Error}(\Psi, \mathcal{D} \Psi)$. Integrating this identity along the integral curves of $L$, we find only that $\text{tr}_g \chi^{(\text{Small})}$ has the same degree of differentiability as $\mathcal{D}^2 \Psi$. We can commute this identity with vectorfields $Z \in \mathcal{Z}$ to obtain a similar result for the higher-order derivatives of $\text{tr}_g \chi^{(\text{Small})}$. The problem is that the top-order result is $\mathcal{D}^N \text{tr}_g \chi^{(\text{Small})} \sim \mathcal{D}^2 \mathcal{D}^N \Psi$, where the right-hand side involves one more derivative of $\Psi$ than our top-order energy-cone flux quantities allow us to control. Moreover, to close the top-order $L^2$ estimates corresponding to the timelike multiplier $T$, we actually do need to be able to control $\mathcal{D}^N \text{tr}_g \chi^{(\text{Small})}$ since it appears as an error term. To overcome the apparent derivative loss, we construct

\[1\] Although the authors in \[19\] and \[50\] had to use modified quantities to avoid losing a derivative, they did not have to face the difficulty of obtaining estimates in regions where $\mu$ is near 0.
a “fully modified” version of $\text{tr}_g \chi^{(\text{Small})}$ (to be distinguished from the “partially modified” quantities discussed below) by multiplying it by $\mu$ and then adding to it certain terms connected to the perfect $L$ derivative structure mentioned above. The new quantity verifies $L(\text{Modified}) = \text{Error}(\Psi, \mathcal{D}\Psi)$, and we can integrate this identity to conclude that $\text{Modified}$ has the same regularity as $\mathcal{D}\Psi$, a gain of one derivative. Actually, these schematic expressions are somewhat misleading in the following sense: one of the error terms on the right-hand side of the equation $L(\text{Modified}) = \cdots$ is roughly of the form $|\hat{\chi}|^2$ and cannot be eliminated through modification. At the top-order, the corresponding term would lead to derivative loss. To control the top-order derivatives of $|\hat{\chi}|^2$ we will, as we alluded to above, derive a family of elliptic estimates on the $S_{t,u}$ (see Chapter 18). The elliptic estimates allow us to control the top-order derivatives of $\hat{\chi}$ in terms of quantities that do not lose derivatives. This strategy was first employed in [19] and later in [50] and [17]. We also stress that in [17] and in the present work, the structure of the top-order and the lower-order terms are both important. In particular, we have to take care in keeping track of factors of $\mu$ and $\mu^{-1}$, which can greatly affect the dynamics near the shock. We derive the transport equation verified by the lowest-order modified quantity in Cor. 11.7. We provide the higher-order versions of this equation in Lemma 11.8 and Prop. 11.10.

In [17], Christodoulou also encountered a derivative loss difficulty for the term $\Delta \mu$, similar to the one for $\text{tr}_g \chi^{(\text{Small})}$ described above. To circumvent it, he derived an independent transport equation and corresponding estimates for a fully modified version of $\Delta \mu$, in analogy with his treatment of $\text{tr}_g \chi^{(\text{Small})}$. Although his strategy solved the derivative loss problem, implementing it required a large number of complicated calculations and estimates. In the present monograph, we adopt an alternate strategy to handle this term. Specifically, in Chapter 15, we use commutation estimates to control the relevant top-order derivatives of $\Delta \mu$ in terms of related top-order derivatives of $\text{tr}_g \chi^{(\text{Small})}$. In doing so, we avoid having to derive an analog of Christodoulou’s transport equation for a modified version of $\Delta \mu$, which saves a large amount of work. Our strategy, when supplemented with elliptic estimates for $\Delta \mu$, allows us to bound all top-order derivatives of $\mu$ without loss, as long as the derivative operator involves an $L$ derivative or two angular derivatives; see Remark 2.14. Amazingly, the structure of the right-hand side of (9.13) together with the identities of Prop. 7.7 imply that, thanks to the special properties of the vectorfields $Z \in \mathcal{Z}$, all top-order derivatives of $\mu$ that appear in our equations involve an $L$ derivative or two angular derivatives.

In order to close the top-order $L^2$ estimates corresponding to the Morawetz multiplier $\tilde{K}$, we also need to derive transport equations for “partially modified” versions of $\text{tr}_g \chi^{(\text{Small})}$ and $\Delta \mu$. The partial modifications are not connected to avoiding derivative loss, but rather to avoiding certain error integrals that have unfavorable time-growth properties. We derive these equations in Sects. 11.3 and 11.4.

11.1. Preliminary structural identities

In order to prove our sharp classical lifespan theorem, we must understand the sharp structure of the transport equations verified by the modified quantities. To derive this sharp structure, we rely on identities verified by the Riemann curvature

\begin{equation}
\end{equation}
tensor of $g$. We now define this tensor, and, for later use, the Riemann curvature tensor of $\hat{g}$ as well.

**Definition 11.1 (The Riemann curvature tensors of $g$ and $\hat{g}$).** The Riemann curvature tensor $\mathcal{R}$ of the spacetime metric $g$ is the type $(0_4)$ spacetime tensorfield defined by

$$\mathcal{R}(W, X, Y, Z) := g(\mathcal{R}^2_{W X} Y + \mathcal{R}^2_{X W} Y, Z),$$

where $W$, $X$, $Y$, and $Z$ are arbitrary spacetime vectors and $\mathcal{R}^2_{W X} Y := W^\alpha X^\beta \mathcal{R}_{\alpha \beta} Y$, as in Remark 3.12.

Similarly, the Riemann curvature tensor $\mathcal{R}$ of the Riemannian metric $\hat{g}$ on $S_{t,u}$ induced by $g$ (see Defs. 3.8 and 3.10) is the type $(0_4)$ $S_{t,u}$ tensorfield defined by

$$\mathcal{R}(W, X, Y, Z) := \hat{g}(\mathcal{R}^2_{W X} Y + \mathcal{R}^2_{X W} Y, Z),$$

where $W$, $X$, $Y$, and $Z$ are arbitrary $S_{t,u}$-tangent vectors.

It is a standard fact (see, for example, \[17\] Proposition 4) that the following symmetry properties hold:

$$\mathcal{R}(W, X, Y, Z) = -\mathcal{R}(W, X, Y, Z) = -\mathcal{R}(W, X, Z, Y) = \mathcal{R}(Y, Z, W, X),$$

and similarly for $\mathcal{R}(W, X, Y, Z)$.

In the next lemma, we compute the components of $\mathcal{R}$ relative to the rectangular spacetime coordinates. This is a preliminary calculation that will help us compute some of the components of $\mathcal{R}$ relative to the rescaled frame $\{L, \hat{R}, X_1, X_2\}$.

**Lemma 11.2 (Rectangular components of the Riemann curvature tensor of $g$).** Relative to the rectangular coordinate system, the components of $\mathcal{R}$ can be expressed as

$$\mathcal{R}_{\mu \nu \alpha \beta} = \frac{1}{2} \left\{ G_{\beta \mu} \mathcal{R}_{\alpha \nu} \Psi + G_{\alpha \nu} \mathcal{R}_{\beta \mu} \Psi - G_{\beta \nu} \mathcal{R}_{\alpha \mu} \Psi - G_{\alpha \mu} \mathcal{R}_{\beta \nu} \Psi \right\} + \frac{1}{4} G_{\mu \nu} G_{\alpha \beta} (g^{-1})^{\lambda \kappa} (\partial_\lambda \Psi)(\partial_\kappa \Psi) - \frac{1}{4} G_{\beta \mu} G_{\nu \alpha} (g^{-1})^{\lambda \kappa} (\partial_\lambda \Psi)(\partial_\kappa \Psi)

+ \frac{1}{4} (g^{-1})^{\lambda \kappa} [G_{\kappa (\nu} \partial_{\mu)} \Psi][G_{\lambda (\alpha} \partial_{\beta)} \Psi] - \frac{1}{4} (g^{-1})^{\lambda \kappa} [G_{\kappa (\nu} \partial_{\mu)} \Psi][G_{\lambda (\alpha} \partial_{\beta)} \Psi]

+ \frac{1}{2} \left\{ R'_{\beta \mu}(\partial_\nu \Psi)(\partial_\rho \Psi) + R'_{\alpha \nu}(\partial_\beta \Psi)(\partial_\rho \Psi) \right\} - \frac{1}{2} \left\{ G'_{\beta \mu}(\partial_\nu \Psi)(\partial_\rho \Psi) + G'_{\alpha \nu}(\partial_\beta \Psi)(\partial_\rho \Psi) \right\}.

In \[11.4\], $\mathcal{D}$ denotes the Levi-Civita connection of $g$, $\mathcal{D}^2 \Psi$ (which is a symmetric type $(0_4)$ tensorfield) denotes the second covariant derivative of $\Psi$, $G_{\alpha \beta}(\Psi) = G_{\beta \alpha}(\Psi) = \frac{dG_{\alpha \beta}(\Psi)}{d\Psi}$, and $G_{\alpha \beta}(\nu \partial_\lambda \Psi) := G_{\nu \partial_\lambda \alpha}(\Psi) + G_{\nu \alpha \partial_\lambda \Psi}$.

**Proof.** It is a standard fact (see, for example, \[17\] Chapter 4), and note, in view of \[11.3\], that the sign conventions for $\mathcal{R}_{\mu \nu \alpha \beta}$ are the same as those used here but that the index conventions for the Christoffel symbols are different, based on Definition \[11.1\] and equation \[4.4a\], that relative to an arbitrary coordinate
system, the components of the Riemann curvature tensor of \( g \) can be expressed as (11.5)
\[
\mathcal{R}_{\mu\nu\alpha\beta} = \frac{1}{2} \left\{ g_{\alpha\beta} \mathcal{D}_{\mu} g_{\nu\lambda} + g_{\beta\mu} \mathcal{D}_{\nu} g_{\alpha\lambda} - g_{\alpha\mu} \mathcal{D}_{\nu} g_{\beta\lambda} - g_{\beta\nu} \mathcal{D}_{\mu} g_{\alpha\lambda} \right\} \\
+ \frac{1}{8} (g^{-1})^{\kappa\lambda} \left\{ \partial_{(\kappa} g_{\beta\lambda)} [\partial_{(\alpha} g_{\nu\lambda)} - \partial_{(\alpha} g_{\nu\lambda)} + \partial_{(\alpha} g_{\mu\lambda)} [\partial_{(\beta} g_{\nu\lambda)} - \partial_{(\beta} g_{\nu\lambda)}] \right\}
\]
\[
- \frac{1}{8} (g^{-1})^{\kappa\lambda} \left\{ \partial_{(\kappa} g_{\beta\mu)} [\partial_{(\alpha} g_{\nu\lambda)} - \partial_{(\alpha} g_{\nu\lambda)} + \partial_{(\alpha} g_{\nu\lambda)} [\partial_{(\beta} g_{\nu\lambda)} - \partial_{(\beta} g_{\nu\lambda)}] \right\},
\]
where \( \mathcal{D} \) denotes the Levi-Civita connection of \( g \), the components \( g_{\mu\nu} \) are treated as scalar-valued functions for the purpose of covariant differentiation, \( \partial (\lambda g_{\mu\nu}) := \partial_{\lambda} g_{\mu\nu} + \partial_{\mu} g_{\lambda\nu} \), and \( \partial (\lambda g_{\mu\nu}) := \partial_{\lambda} g_{\mu\nu} + \partial_{\nu} g_{\mu\lambda} \). The desired expression (11.4) now follows readily from straightforward computations.

We now compute the curvature component \( \mathcal{R}_{LALB} \).

**Corollary 11.3** (A \( \mu^{-1} \)-regular expression for \( \mathcal{R}_{LALB} \)). The curvature component \( \mathcal{R}_{LALB} \) can be expressed as follows, where we are using the notation of Sect. 3.20 to schematically denote the terms on the last line:
\[
\mathcal{R}_{LALB} = \frac{1}{2} \left\{ -g'_{AB} L(L\Psi) + g'_{LA} \chi_B L\Psi + g'_{LB} \chi_A L\Psi - G_{LL} \Psi^2 \right\} \\
+ \frac{1}{2} \mu^{-1} G_{LXXAB} R\Psi - \frac{1}{2} g'_{LA} \chi_B C \chi_C \Psi - \frac{1}{2} g'_{LB} \chi_A C \chi_C \Psi
\]
\[
+ \left( \frac{G^2_{(Frame)}}{G'_{(Frame)}} \right) \left( \frac{L\Psi}{\delta\Psi} \right)^2 + G^2_{(Frame)} \beta^{-1} \left( \frac{L\Psi}{\delta\Psi} \right)^2.
\]
In (11.6), \( \chi \) is the \( S_{t,u} \) tensorfield defined in (3.70).

**Proof.** We contract each side of (11.4) against \( L^\mu X_\alpha X_\beta \) and use the decompositions (see Lemma 3.47)
\[
(g^{-1})^{\kappa\lambda} = (g'^{-1})^{\kappa\lambda} - L^\kappa L^\lambda - L^\kappa R^\lambda - R^\kappa L^\lambda
\]
\[
= (g^{-1})^{\kappa\lambda} - L^\kappa L^\lambda - \mu^{-1} L^\kappa R^\lambda - \mu^{-1} R^\kappa L^\lambda
\]
to deduce that (11.8)
\[
\mathcal{R}_{\mu\nu\alpha\beta} L^\mu X_\alpha L^\kappa X_\beta = \frac{1}{2} \left\{ -g'_{AB} \mathcal{D}_{L} \Psi + g'_{LA} \mathcal{D}_{LB} \Psi + g'_{LB} \mathcal{D}_{LA} \Psi - G_{LL} \mathcal{D}_{AB} \Psi \right\}
\]
\[
+ \frac{1}{2} \mu^{-1} \left\{ -G_{LL} g'_{AB} (L\Psi) R\Psi + g'_{LA} g'_{LB} (L\Psi) R\Psi \right\}
\]
\[
+ \left( \frac{G^2_{(Frame)}}{G'_{(Frame)}} \right) \left( \frac{L\Psi}{\delta\Psi} \right)^2 + G^2_{(Frame)} \beta^{-1} \left( \frac{L\Psi}{\delta\Psi} \right)^2.
\]
In deriving (11.8), we used the fact that the terms arising from the last three lines on the right-hand side of (11.4) generate harmless lower-order terms that can be incorporated into the terms on the last line on the right-hand side of (11.8). This fact is easy to see for the terms generated by the terms on the last two lines on the right-hand side of (11.4). To obtain this fact for the terms generated by the terms on the third-from-last line on the right-hand side of (11.4), we have exploited that in these terms, the \( \lambda, \kappa \) indices are contractions against \( G \) and not differentiations of
11.1. PRELIMINARY STRUCTURAL IDENTITIES

Hence, we can use the decomposition \((g^{-1})^{\kappa\lambda} = (g^{-1})^{\kappa\lambda} - L^\kappa L^\lambda - L^\kappa R^\lambda - R^\kappa L^\lambda\) to substitute for \((g^{-1})^{\kappa\lambda}\) in these terms.

Our next goal, which is the most important part of the proof, is to show that the \(\mu^{-1}\)–containing terms on the second line of \((11.8)\) are canceled by corresponding terms in first line, so that the sum of the first two lines contains no such terms. To this end, we use Lemmas 4.6 and 5.1 to compute

\[
D^2_{LL}\Psi = LL\Psi - \frac{1}{2} \mu^{-1} G_{LL}(L\Psi) \tilde{R}\Psi + G_{(Frame)}(L\Psi)^2, \\
(11.9)
\]

\[
D^2_{LA}\Psi = \phi_A L\Psi - \frac{1}{2} \mu^{-1} G_{LA}(L\Psi) \tilde{R}\Psi - \chi_A \phi_B \Psi + G_{(Frame)} \left( \frac{L\Psi}{\phi\Psi} \right) L\Psi, \\
(11.10)
\]

\[
D^2_{AB}\Psi = \nabla^2_{AB}\Psi - \frac{1}{2} \mu^{-1} G_{AB}(L\Psi) \tilde{R}\Psi - \mu^{-1} \chi_{AB} \tilde{R}\Psi + G_{(Frame)} \left( \frac{L\Psi}{\phi\Psi} \right) L\Psi. \\
(11.11)
\]

Inserting these identities into \((11.8)\), we observe the desired cancellations and thus arrive at \((11.6)\).

We now show that up to lower-order error terms, \((g^{-1})^{AB} \mathcal{R}_{LALB}\) can be written as a perfect \(L\) derivative of the first derivatives of \(\Psi\). This is the key step that will allow us to avoid losing derivatives in our estimates of the top-order derivatives of the eikonal function \(u\).

**Corollary 11.4 (The key identity verified by the curvature component \((g^{-1})^{AB} \mathcal{R}_{LALB}\)).** Assume that \(\Box_{g(\Psi)} \Psi = 0\). Then the curvature component \(\mu(g^{-1})^{AB} \mathcal{R}_{LALB}\) can be expressed as a perfect \(L\) derivative plus lower-order terms \(\mathcal{A}\) as follows:

\[
\mu(g^{-1})^{AB} \mathcal{R}_{LALB} = L \left\{ -G_{LL} \tilde{R}\Psi - \frac{1}{2} \mu G_A^A L\Psi - \frac{1}{2} \mu G_{LL} L\Psi + \mu G_A^A \phi_A \Psi \right\} + \mathcal{A}, \\
(11.12)
\]

where \(\mathcal{A}\) has the following schematic structure (see Sect. 3.20):

\[
\mathcal{A} = \sum_{p=0}^{1} \left( \frac{G^2_{(Frame)}}{G'_{(Frame)}} g^{-1} \right)^p \left( \frac{L\Psi}{\mu \phi\Psi} \right) \left( \frac{L\Psi}{\phi\Psi} \right). \\
(11.13)
\]

Furthermore, without assuming \(\Box_{g(\Psi)} \Psi = 0\), we have

\[
(g^{-1})^{AB} \mathcal{R}_{LALB} = \left( \frac{L\mu}{\mu} \right) \frac{\text{tr}_{g\chi}}{\mu} + L \left\{ -\frac{1}{2} G_A^A L\Psi - \frac{1}{2} G_{LL} L\Psi + G_A^A \phi_A \Psi \right\} - \frac{1}{2} G_{LL} \Delta \Psi + \mathcal{B}, \\
(11.14)
\]

where \(\mathcal{B}\) has the following schematic structure:

\[
\mathcal{B} = G_{(Frame)} \text{tr}_{g\chi} L\Psi + \sum_{p=0}^{1} \left( \frac{G^2_{(Frame)}}{G'_{(Frame)}} g^{-1} \right)^p \left( \frac{L\Psi}{\phi\Psi} \right)^2. \\
(11.15)
\]
\begin{align}
\mu(g^{-1})^{AB} B_{LALB} &= -\frac{1}{2} \mu G_L^A L(L\Psi) + \mu G_L^A \phi_A L\Psi - \frac{1}{2} \mu G_{LL} \Delta\Psi \\
&\quad + \frac{1}{2} G_{LL} \text{tr}_y \hat{\chi} \hat{R} \Psi - \mu G_L^A \chi_A \phi_B \Psi \\
&\quad + \sum_{p=0}^1 \left( \frac{G_2^{(frame)}(g^{-1})^{p}}{G_1^{(frame)}} \right) g^{-1} \left( \begin{array}{c}
\mu L\Psi \\
\mu \phi\Psi
\end{array} \right) \left( \begin{array}{c}
L\Psi \\
\phi\Psi
\end{array} \right).
\end{align}

Using Cor. 4.15, the identity \( L\mu = G_{(frame)} \left( \begin{array}{c}
\mu L\Psi \\
\hat{R} \Psi
\end{array} \right) \) (that is, Lemma 4.6), and the identities \( L \hat{\chi} = 2\chi_{AB} \) (see (3.72)) and \( \hat{\chi}_L g^{-1}^{AB} = -2\chi^{AB} \) (see also (7.4a), (7.4b)), we rewrite the first two terms on the right-hand side of (11.16) using the identities (11.12) and (11.13).

To deduce that
\begin{align}
-\frac{1}{2} \mu G_L^A L(L\Psi) &= -\frac{1}{2} L \left\{ \mu G_L^A L\Psi \right\} \\
&\quad + \sum_{p=0}^1 \left( \frac{G_2^{(frame)}(g^{-1})^{p}}{G_1^{(frame)}} \right) g^{-1} \left( \begin{array}{c}
\mu L\Psi \\
\mu \phi\Psi
\end{array} \right) \left( \begin{array}{c}
L\Psi \\
\phi\Psi
\end{array} \right),
\end{align}

(11.17)

\begin{align}
\mu \phi_A^L L\Psi &= L \left\{ \mu \phi_A^L \phi_A \Psi \right\} + \mu \phi_A^B \chi_A \phi_B L\Psi \\
&\quad + \sum_{p=0}^1 \left( \frac{G_2^{(frame)}(g^{-1})^{p}}{G_1^{(frame)}} \right) g^{-1} \left( \begin{array}{c}
\mu L\Psi \\
\mu \phi\Psi
\end{array} \right) \left( \begin{array}{c}
L\Psi \\
\phi\Psi
\end{array} \right).
\end{align}

(11.18)

Furthermore, from Cor. 4.15, \( L\mu = G_{(frame)} \left( \begin{array}{c}
\mu L\Psi \\
\hat{R} \Psi
\end{array} \right) \) mentioned above, (5.12a), and the assumption \( \Delta g(\Psi) \Psi = 0 \), we deduce that the third term on the right-hand side of (11.16) can be rewritten as
\begin{align}
-\frac{1}{2} \mu G_{LL} \Delta\Psi &= -\frac{1}{2} L \left\{ G_{LL}(\mu L\Psi + 2\hat{R} \Psi) \right\} - \frac{1}{2} G_{LL} \text{tr}_y \hat{\chi} \hat{R} \Psi \\
&\quad + \left( \frac{G_2^{(frame)}(g^{-1})^{p}}{G_1^{(frame)}} \right) g^{-1} \left( \begin{array}{c}
\mu L\Psi \\
\mu \phi\Psi
\end{array} \right) \left( \begin{array}{c}
L\Psi \\
\phi\Psi
\end{array} \right).
\end{align}

(11.19)

Inserting (11.17), (11.18), and (11.19) into (11.16), we deduce the desired identities (11.12) and (11.13).

To prove (11.14), we repeat the above argument, but we do not use equation (11.19) to substitute for the \( \Delta\Psi \) term on the right-hand side of (11.16). This results in the presence of the term \( \frac{1}{2} \mu^{-1} G_{LLL} \text{tr}_y \hat{\chi} \hat{R} \Psi \), arising from the first term on the second line of (11.16), on the right-hand side of (11.14). Using Lemma 4.6, we can rewrite this term as \( \mu^{-1}(L\mu)\text{tr}_y \hat{\chi} \hat{R} \Psi \) plus a term that is schematically of the form of the first term on the right-hand side of (11.15). This explains the origin of the first term on the right-hand side of (11.14).

\[\square\]

\(^2\)This is the critical step in the proof where we use the wave equation.
11.2. Full modification of the trace of the re-centered null second fundamental form

We recall that we defined the re-centered null second fundamental form $\chi^{(Small)}$ in (4.1c). We now define our fully modified version of $\text{tr}_g \chi^{(Small)}$.

**Definition 11.5 (Lowest-order fully modified version of $\text{tr}_g \chi^{(Small)}$).** We define
\begin{align}
(11.20a) & \quad \mathcal{X} := \mu \text{tr}_g \chi^{(Small)} + \mathcal{X}, \\
(11.20b) & \quad \mathcal{X} := -G_{LL} \hat{R} \psi - \frac{1}{2} \mu \chi_A^A L \psi - \frac{1}{2} \mu G_{LL} L \psi + \mu \chi^A_B \delta_A^B \psi.
\end{align}

**Remark 11.6 (Motivation for the definition of $\mathcal{X}$).** Note that $\mathcal{X}$ is the term in braces on the right-hand side of (11.12).

In the next corollary, we derive the transport equation verified by $\mathcal{X}$. The equation is an analog of the well-known Raychaudhuri equation $\square \hat{\psi} = \hat{\psi}$ in General Relativity.

**Corollary 11.7 (The key “Raychaudhuri-type” transport equation verified by the fully modified version of $\text{tr}_g \chi^{(Small)}$).** Assume that $\Box_g (\hat{\psi}) \psi = 0$. Let $\mathcal{X}$ be the fully modified quantity defined in (11.20a) and let $\mathcal{X}$ be the inhomogeneous term appearing on the right-hand side of (11.12). Then $\mathcal{X}$ verifies the following transport equation:
\begin{equation}
(11.21) \quad L \mathcal{X} = 2(L \mu) \text{tr}_g \chi - \frac{1}{2} \mu (\text{tr}_g \chi)^2 - 2 \frac{1}{\hat{\mu}} L \mu + 2 \frac{1}{\hat{\mu}} \mu - \mu |\chi^{(Small)}|^2 - \mathcal{A},
\end{equation}
where $\hat{\mu} = 1 - u + t$ is the geometric radial variable defined in (3.5).

**Proof.** From the identity $\chi_{AB} = g(\mathcal{D}_AL, X_B)$ (see (3.73)), the fact that $[L, X_A] = 0$, the Def. [11.1] of the Riemann curvature tensor, the torsion-free property $\mathcal{D}_LX_B = \mathcal{D}_BLX_B$, the fact that $\mathcal{D}_g = 0$, and Lemma [5.1] we deduce
\begin{equation}
(11.22) \quad \mathcal{L}_L\chi_{AB} = L(\chi_{AB}) = L[g(\mathcal{D}_AL, X_B)] = g(\mathcal{D}(\mathcal{D}_AL), X_B) + g(\mathcal{D}_AL, \mathcal{D}_LX_B)
\quad = g(\mathcal{D}_A(\mathcal{D}_L)L, X_B) - \mathcal{R}_{LAB} + g(\mathcal{D}_AL, \mathcal{D}_BL).
\end{equation}
Contracting the left-hand and right-hand sides of (11.22) with $(\hat{g}^{-1})^{AB}$, multiplying by $\mu$, and using the identity $(\mathcal{L}_L \hat{g}^{-1})^{AB} = -2\chi^{AB}$ (see (3.72)), we deduce
\begin{equation}
(11.23) \quad \mu L\text{tr}_g \chi = (L \mu) \text{tr}_g \chi - \mu |\chi|^2 - \mu (\hat{g}^{-1})^{AB} \mathcal{R}_{LAB}.
\end{equation}
Using (11.12), we see that the last term on the right-hand side of (11.23) can be expressed as $\mu (\hat{g}^{-1})^{AB} \mathcal{R}_{LAB} = LX + \mathcal{A}$. Equation (11.21) now follows from the decompositions $\chi = \hat{g}^{-1} \hat{g} + \chi^{(Small)}$ (see (4.1c)), $|\hat{g}|^2 = \frac{1}{2} (\text{tr}_g \chi)^2 + |\chi^{(Small)}|^2$, $\text{tr}_g \chi = 2 \hat{g}^{-1} + \text{tr}_g \chi^{(Small)}$, the identity $L_\mu = 1$, and straightforward calculations.

In the next lemma, we reveal the structure of the equation that arises after commuting the modified equation (11.21) with one spatial commutation vectorfield
$S \in \mathcal{S}$. The proof is somewhat delicate because we have to carefully identify some important cancellations.

**Lemma 11.8** *(The transport equation for the fully modified version of $S_{trg}^{(Small)}$).* Assume that $\square_{g(\Psi)}\Psi = 0$. Let $S \in \mathcal{S}$ be a spatial commutation vectorfield (see Def. 7.2) and let $\mathcal{X}$ be the quantity defined in (11.20b). We define the fully modified quantity $(S)\mathcal{X}$ as follows:

\[(S)\mathcal{X} := \mu S_{trg}^{(Small)} + SX.\]  

Then $(S)\mathcal{X}$ verifies the following transport equation:

\[(11.25) \quad L(S)\mathcal{X} = -trg\mathcal{X} + \mu [L,S]trg\mathcal{X}^{(Small)} + 2(L\mu)S_{trg}\mathcal{X}^{(Small)} + \frac{1}{2}trgXS\mathcal{X}^{(Small)} - \frac{3}{2}\mu G_{LL}L\Psi - 2\mu G_{LR}L\Psi - \frac{1}{2}\mu G_{A}^{A}L\Psi + \mu G_{L}^{A}\Psi \Psi + \frac{1}{2}(trg\mathcal{X}^{(Small)})^{2} \]

where the inhomogeneous term $(S)\mathcal{J}$ is equal to

\[(11.26) \quad (S)\mathcal{J} = -S\mathcal{X} + \frac{1}{2}trgS\left\{ \frac{3}{2}G_{LL}L\Psi - 2\mu G_{LR}L\Psi - \frac{1}{2}\mu G_{A}^{A}L\Psi + \mu G_{L}^{A}\Psi \Psi \right\} \]

\[- (S\mu) \left\{ Ltrg\mathcal{X}^{(Small)} + 2\frac{1}{\theta}trg\mathcal{X}^{(Small)} + \frac{1}{2}(trg\mathcal{X}^{(Small)})^{2} \right\} \]

\[ + [L,S]\mathcal{X} - 2\frac{1}{\theta^{2}}(L\mu)S\Psi + 2\mu \frac{1}{\theta^{2}}trg\mathcal{X}^{(Small)}S\Psi, \]

and $\mathcal{X}$ is the inhomogeneous term appearing on the right-hand side of (11.21).

**Proof.** We apply $S$ to both sides of (11.21). Clearly, the last term on the right-hand side of (11.21) gives rise to the first term on the right-hand side of (11.26). In our analysis of the remaining terms, we will draw boxes around the important terms that appear explicitly on either the left-hand or right-hand sides of equation (11.25); the remaining terms are error terms that are by definition part of $(S)\mathcal{J}$.

Referring to definitions (11.20a) and (11.24), we compute that the term $SL\mathcal{X}$ arising from the left-hand side of (11.21) can be written as

\[(11.27) \quad L(S)\mathcal{X} + \mu[S,L]trg\mathcal{X}^{(Small)} + [S,L]\mathcal{X} + (S\mu)Ltrg\mathcal{X}^{(Small)} + (SL\mu)trg\mathcal{X}^{(Small)}. \]

Using the decomposition $trg\mathcal{X} = 2\theta^{-1} + trg\mathcal{X}^{(Small)}$ (see (4.1c)), we compute that the term $2S \{(L\mu)trg\mathcal{X}\}$ arising from the right-hand side of (11.21) can be written as

\[(11.28) \quad 2(L\mu)S_{trg}^{(Small)} - \frac{4}{\theta^{2}}(L\mu)S\Psi + 2(SL\mu)trg\mathcal{X}. \]

Referring to definition (11.24) and using the decomposition $trg\mathcal{X} = 2\theta^{-1} + trg\mathcal{X}^{(Small)}$, we compute that the term $-\frac{1}{2}S \{\mu(trg\mathcal{X})^{2}\}$ arising from the right-hand
side of (11.21) can be written as

\begin{equation}
-\text{tr}_g \chi^{(S)}(\mathcal{X}) + \text{tr}_g \chi S \mathcal{X} + \frac{4}{\varrho} \mu \chi g + \frac{2}{\varrho} \text{tr}_g \chi^{(Small)} S \varrho - 2 \frac{1}{\varrho^2} S \mu - 2 \frac{1}{\varrho} \text{tr}_g \chi^{(Small)} S \mu - \frac{1}{2} (S \mu)(\text{tr}_g \chi^{(Small)})^2.
\end{equation}

We now explicitly place exactly half of the second term \(\text{tr}_g \chi S \mathcal{X}\) in (11.29) on the right-hand side of (11.25). We then add the other half to half of the last term in (11.28) (that is, to \((S \mu) \text{tr}_g \chi\)) and we place the sum on the right-hand side of (11.26) as the second term. We then use equations (4.5) and (11.20) to put this sum into the form that appears on the right-hand side of (11.26) (the important point is the cancellation of the products \(G_{LL} \tilde{R} \Psi\)). The remaining part \((S \mu) \text{tr}_g \chi\) of the last term in (11.28) is completely canceled by the last term in (11.27) (which gets multiplied by \(-1\) when it is moved over to the right-hand side of (11.25)) and the last term in (11.30) below (the cancellation occurs because of the identity \(\text{tr}_g \chi = 2\varrho^{-1} + \text{tr}_g \chi^{(Small)}\)).

We compute that the term \(-2S \left(\frac{1}{\varrho} \mu \right)\) arising from the right-hand side of (11.21) can be written as

\begin{equation}
2 \frac{1}{\varrho^2} (S \mu) \chi g - 2 \frac{1}{\varrho} S \mu.
\end{equation}

We compute that the term \(2S \left(\frac{1}{\varrho^2} \mu \right)\) arising from the right-hand side of (11.21) can be written as

\begin{equation}
2 \frac{1}{\varrho^2} S \mu - 4 \frac{1}{\varrho} \mu \chi g.
\end{equation}

The term \(-S \left(\mu \left| \chi^{(Small)} \right|^2 \right)\) arising from the right-hand side of (11.21) appears manifestly on the right-hand side of (11.25).

Combining (11.27), (11.28), (11.29), (11.30), and (11.31), taking into account the remarks made just below (11.29) and in the previous sentence, and carrying out straightforward computations, we arrive at the desired equations (11.25) and (11.26).

We now define higher-order versions of the fully modified quantity \(\mathcal{X}\). We use them to close our top-order \(L^2\) estimates corresponding to the timelike multiplier \(T\).

**Definition 11.9 (Fully modified version of the pure spatial derivatives of \(\text{tr}_g \chi^{(Small)}\)).** Let \(\mathcal{X}^N\) be an \(N\)th order pure spatial commutation vectorfield operator (see Def. 7.2) and let \(\mathcal{X}\) be the quantity defined in (11.20b). We define the fully modified function \((\mathcal{X}^N)\mathcal{X}\) as follows:

\begin{equation}
(\mathcal{X}^N)\mathcal{X} := \mu \mathcal{X}^N \text{tr}_g \chi^{(Small)} + \mathcal{X}^N \chi.
\end{equation}

In the next proposition, we derive the transport equation verified by \((\mathcal{X}^N)\mathcal{X}\).
Proposition 11.10 (The transport equation for the fully modified version of $\mathcal{F}^N tr g X^{(Small)}$). Assume that $\Box_g (\Psi) = 0$. Consider an $N$th order pure spatial commutation vectorfield operator of the form $\mathcal{F} = \mathcal{F}^{N-1} S$ (see Def. 11.2) and let $(\mathcal{F}^N)^{-}$ and $X$ be the corresponding quantities defined in (11.32) and (11.20b). Then the fully modified quantity $(\mathcal{F}^N)^{-}$ verifies the following transport equation:

\[
L(\mathcal{F}^N)^{-} - \left\{ \frac{2L \mu}{\mu} - tr g X \right\} (\mathcal{F}^N)^{-} = \left\{ \frac{1}{2} tr g X - \frac{2L \mu}{\mu} \right\} \mathcal{F}^N X + \mu [L, \mathcal{F}^N] tr g X^{(Small)} \\
- 2\mu X^{(Small) \#} \cdot L \mathcal{F}^N X^{(Small)} + (\mathcal{F}^N)^{S},
\]

where $(\mathcal{F}^N)^{S}$ is the inhomogeneous term

\[
(\mathcal{F}^N)^{S} := \mathcal{F}^{N-1(S)} S + [L, \mathcal{F}^{N-1}] S X \\
- [\mathcal{F}^{N-1}, \mu tr g X] Str g X^{(Small)} + \frac{1}{2} [\mathcal{F}^{N-1}, tr g X] S X \\
+ [\mathcal{F}^{N-1}, L \mu] Str g X^{(Small)} - [\mathcal{F}^{N-1}, \mu] S L tr g X^{(Small)} \\
+ \left\{ 2\mu X^{(Small) \#} \cdot L \mathcal{F}^N X^{(Small)} - \mathcal{F}^N (\mu X^{(Small) \#} \cdot \hat{X}^{(Small)}) \right\},
\]

and $(S)^{\#}$ is the term given by (11.26).

Proof. We apply $\mathcal{F}^{N-1}$ to the transport equation (11.25) for $(S)^{-}$. Clearly, the last term on the right-hand side of (11.25) gives rise to the first term on the right-hand side of (11.33). In our analysis of the remaining terms, we draw boxes around the important terms that appear explicitly on either the left-hand or right-hand sides of equation (11.33); the remaining terms are either canceled by other terms or are error terms that are by definition part of $(\mathcal{F}^N)^{S}$. To begin, we consider definitions (11.24) and (11.32) and compute that the corresponding left-hand side of $\mathcal{F}^{N-1}$ applied to (11.25) (that is, $\mathcal{F}^{N-1} L(S)^{-}$) can be written as

\[
(\mathcal{F}^N)^{-} := \mathcal{F}^{N-1(S)} S + [L, \mathcal{F}^{N-1}] S X \\
- [\mathcal{F}^{N-1}, \mu tr g X] Str g X^{(Small)} + \frac{1}{2} [\mathcal{F}^{N-1}, tr g X] S X \\
+ [\mathcal{F}^{N-1}, L \mu] Str g X^{(Small)} - [\mathcal{F}^{N-1}, \mu] S L tr g X^{(Small)} \\
+ \left\{ 2\mu X^{(Small) \#} \cdot L \mathcal{F}^N X^{(Small)} - \mathcal{F}^N (\mu X^{(Small) \#} \cdot \hat{X}^{(Small)}) \right\},
\]

The term $-\mathcal{F}^{N-1}(tr g X^{(S)})^{-}$ arising from the right-hand side of (11.25) can be written as

\[
-\mathcal{F}^{N-1}(tr g X^{(S)})^{-} = \frac{2L \mu}{\mu} - tr g X^{(S)}.
\]

The term $\mathcal{F}^{N-1}\left\{ [L, S] tr g X^{(Small)} \right\}$ arising from the right-hand side of (11.25) can be written as

\[
\mu \mathcal{F}^{N-1}\left\{ [L, S] tr g X^{(Small)} \right\} = \frac{2L \mu}{\mu} \mathcal{F}^{N-1} X^{(Small)} + 2\mathcal{F}^{N-1} L \mu S tr g X^{(Small)}.
\]
The term $\frac{1}{2} \mathcal{S}^{-1}(\text{tr} \chi S \tilde{\chi})$ arising from the right-hand side of (11.25) can be written as

$$\frac{1}{2} \text{tr} \chi \mathcal{S}^{-1} \tilde{\chi} + \frac{1}{2} [\mathcal{S}^{-1}, \text{tr} \chi] S \tilde{\chi}. \tag{11.39}$$

The term $-\mathcal{S}^{-1} S \left( \mu \left| \chi^{(\text{Small})} \right|^2 \right)$ arising from the right-hand side of (11.25) can be written as

$$-\frac{1}{2} \mu \chi^{(\text{Small})} \cdot \mathcal{S}^{-1} S \chi^{(\text{Small})}. \tag{11.40}$$

Combining (11.35), (11.36), (11.37), (11.38), (11.39), and (11.40), we deduce the desired equations (11.33) and (11.34).

\[\square\]

11.3. Partial modification of the trace of the re-centered null second fundamental form

To close our top-order $L^2$ estimates involving the Morawetz multiplier $\tilde{K}$, we need to use the partially modified version of $\text{tr} \chi^{(\text{Small})}$ given in the next definition. The partially modified quantity allows us to avoid certain spacetime error integrals with damaging time growth.

**Definition 11.11 (Lowest-order partially modified version of $\text{tr} \chi^{(\text{Small})}$).** We define the scalar-valued functions $\tilde{X}$ and $\tilde{X}$ as follows:

$$\tilde{X} := \text{tr} \chi^{(\text{Small})} + \tilde{X}, \tag{11.41a}$$

$$\tilde{X} := -\frac{1}{2} \mathcal{S}^{-1}(\text{tr} \chi^{(\text{Small})}) \cdot \mathcal{S}^{-1}(\text{tr} \chi^{(\text{Small})}) + \{2 \mu \chi^{(\text{Small})} - \chi^{(\text{Small})} \cdot \mathcal{S}^{-1}(\text{tr} \chi^{(\text{Small})}) \}. \tag{11.41b}$$

**Remark 11.12 (Motivation for the definition of $\tilde{X}$).** Note that $\tilde{X}$ is the term in braces on the right-hand side of (11.14).

In the next lemma, we derive the transport equation verified by $\tilde{X}$.

**Lemma 11.13 (The transport equation verified by the partially modified version of $\text{tr} \chi^{(\text{Small})}$).** Let $\tilde{X}$ be the partially modified quantity defined in (11.41a) and let $\varrho = 1 - u + t$ be as defined in (3.5). Then $\varrho^2 \tilde{X}$ verifies the following transport equation:

$$L(\varrho^2 \tilde{X}) = \frac{1}{2} \varrho^2 G_{LL} \Delta \Psi - \varrho^2 \chi^{(\text{Small})} \right|^2 + \tilde{B}, \tag{11.42}$$

where

$$\tilde{B} := -\varrho^2 \mathcal{B} + 2 \varrho \tilde{X}, \tag{11.43}$$

$\mathcal{B}$ is the term appearing on the right-hand side of (11.14), and $\tilde{X}$ is defined in (11.41b).

**Proof.** From equations (11.14) and (11.23), we deduce that

$$L \left\{ \text{tr} \chi + \tilde{X} \right\} = \frac{1}{2} G_{LL} \Delta \Psi - \mathcal{B} - |\chi|^2. \tag{11.44}$$
The desired equation (11.42) now follows from (11.44), the decompositions \( \chi = g^{-1}g + \chi^{(\text{Small})} \) (see (4.1c)), \( |\chi|^2 = \frac{1}{2} (\text{tr}_g \chi)^2 + |\chi^{(\text{Small})}|^2 \), \( \text{tr}_g \chi = 2g^{-1} + \text{tr}_g \chi^{(\text{Small})} \), the fact that \( Lg = 1 \), and from straightforward computations.

We now define higher-order versions of \( \tilde{\mathcal{F}} \) and \( \tilde{\mathcal{X}} \).

**Definition 11.14** (Partially modified version of \( \mathcal{F}^{N} \text{tr}_g \chi^{(\text{Small})} \)). We define the partially modified function \( (\mathcal{F}^{N})\tilde{\mathcal{F}} \) as follows:

\[
(\mathcal{F}^{N})\tilde{\mathcal{F}} := \mathcal{F}^{N} \text{tr}_g \chi^{(\text{Small})} + (\mathcal{F}^{N})\tilde{\mathcal{X}},
\]

\[
(\mathcal{F}^{N})\tilde{\mathcal{X}} := -\frac{1}{2} G^A_L L \mathcal{F}^{N} \Psi - \frac{1}{2} G_{LL} \mathcal{F}^{N} \Psi + G^{A}_L \hat{\mu} \mathcal{F}^{N} \Psi.
\]

In the next lemma, we derive the transport equation verified by \( (\mathcal{F}^{N-1})\tilde{\mathcal{F}} \).

**Lemma 11.15** (The transport equation verified by the partially modified version of \( \mathcal{F}^{N-1} \text{tr}_g \chi^{(\text{Small})} \)). Let \( \mathcal{F}^{N-1} \) be an \((N-1)\)th order pure spatial commutation vectorfield operator (see Def. 7.2) and let \( (\mathcal{F}^{N-1})\tilde{\mathcal{F}} \) be the partially modified quantity defined in (11.45a). Then \( (\mathcal{F}^{N-1})\tilde{\mathcal{F}} \) verifies the following transport equation:

\[
L(\mathcal{F}^{N-1} \tilde{\mathcal{F}}) = \frac{1}{2} g^2 G_{LL} \Delta \mathcal{F}^{N-1} \Psi + (\mathcal{F}^{N-1})\tilde{\mathcal{B}},
\]

where the inhomogeneous term \( (\mathcal{F}^{N-1})\tilde{\mathcal{B}} \) is given by

\[
(\mathcal{F}^{N-1})\tilde{\mathcal{B}} = \mathcal{F}^{N-1} \hat{\mathcal{B}} - \mathcal{F}^{N-1}(g^2 |\chi^{(\text{Small})}|^2)
+ \frac{1}{2} \left[ \mathcal{F}^{N-1}, g^2 G_{LL} \Delta \Psi + \frac{1}{2} g^2 G_{LL} [\mathcal{F}^{N-1}, \Delta] \Psi \right]
+ [L, \mathcal{F}^{N-1}] (g^2 \text{tr}_g \chi^{(\text{Small})}) + [L, \mathcal{F}^{N-1}] (g^2 \tilde{\mathcal{X}})
+ L \left\{ g^2 \mathcal{F}^{N-1} \text{tr}_g \chi^{(\text{Small})} \right\} + L \left\{ g^2 (\mathcal{F}^{N-1} \tilde{\mathcal{X}} - \mathcal{F}^{N-1} (g^2 \tilde{\mathcal{X}}) \right\},
\]

\( \hat{\mathcal{B}} \) is defined in (11.43), \( \tilde{\mathcal{X}} \) is defined in (11.41b), and \( (\mathcal{F}^{N-1})\tilde{\mathcal{F}} \) is defined in (11.45b).

**Proof.** We apply \( \mathcal{F}^{N-1} \) to each side of equation (11.42) and perform several straightforward operator commutations. 

**11.4. Partial modification of the angular gradient of the inverse foliation density**

This section complements Sect. [11.3]. Specifically, we define partially modified versions of \( \hat{\mu} \) in order to close our top-order \( L^2 \) estimates corresponding to the multiplier \( K \). We start by providing the definition of the lowest-order partially modified version of \( \hat{\mu} \).

**Definition 11.16** (Lowest-order partially modified version of \( \hat{\mu} \)). We define the \( S_{\ell,u} \) one-forms \( \hat{\mathcal{M}} \) and \( \tilde{\mathcal{R}} \) as follows:

\[
\hat{\mathcal{M}} := \hat{\mu} + \hat{\mathcal{M}},
\]

\[
\hat{\mathcal{R}} := \frac{1}{2} \mu G_{LL} \hat{\Psi} + \mu G_{LR} \hat{\Psi}.
\]
In the next lemma, we derive the transport equation verified by $\widetilde{\mathcal{M}}$.

**Lemma 11.17 (The transport equation verified by the partially modified version of $\mathcal{M}$).** Let $\widetilde{\mathcal{M}}$ be the partially modified $S_{t,u}$ one-form defined in (11.48a). Then $\widetilde{\mathcal{M}}$ verifies the following transport equation:

$$\mathcal{L}_L \widetilde{\mathcal{M}} = \frac{1}{2} G_{LL} \delta \Psi + \mathfrak{J},$$

where the $S_{t,u}$ one-form $\mathfrak{J}$ has the following schematic form (see Sect. 3.20): 

$$\mathfrak{J} = \left( \mu L \Psi \right) \delta G_{(\text{Frame})} + \mu (L G_{(\text{Frame})}) \delta \Psi + G_{2(\text{Frame})} \left( \frac{\mu L \Psi}{\Psi} \right) \delta \Psi + G_{(\text{Frame})} (L \Psi) \delta \mu,$$

and no $S_{t,u}$ tensors such as $G_{t}$ are present in the $G_{(\text{Frame})}$ term on the right-hand side of (11.50) (that is, only scalar-valued functions such as $G_{LR}$ are present).

**Proof.** We apply $\delta$ to equation (4.5) and use Lemma 8.6 to rewrite the left-hand side as $\delta L\mu = \mathcal{L}_L \delta \mu$. We now address the terms that arise when $\delta$ falls on the term $\frac{1}{2} G_{LL} \delta \Psi$ from the right-hand side of (4.5). We explicitly place the term $\frac{1}{2} G_{LL} \delta \Psi$ on the right-hand side of (11.49), while the term $\frac{1}{2} (\delta G_{LL}) \delta \Psi$ is part of the inhomogeneous term (11.50).

We now address the terms that arise when $\delta$ falls on the terms $-\frac{1}{2} \mu G_{LL} \Psi$ and $- \mu G_{LR} \Psi$ from the right-hand side of (4.5). When $\delta$ falls on $L \Psi$, we use Lemma 8.6 to commute the $L$ derivative all the way out, and then move the terms $-\frac{1}{2} \mathcal{L}_L (\mu G_{LL} \delta \Psi)$ and $- \mathcal{L}_L (\mu G_{LR} \delta \Psi)$ to the left-hand side; the products underneath the $\mathcal{L}_L$ differentiation are part of the quantity $\widetilde{\mathcal{M}}$. The commutator terms are included in the inhomogeneous term (11.50), and we use the equation (4.5) to replace all instances of $L\mu$ with the right-hand side of (4.5). Lemma 11.17 thus follows.

We now define higher-order versions of $\widetilde{\mathcal{M}}$ and $\widetilde{\mathcal{M}}$.

**Definition 11.18 (Partially modified version of $\partial \mathcal{X}^N \mu$).** We define the partially modified $S_{t,u}$ one-form $(\mathcal{X}^N) \widetilde{\mathcal{M}}$ as follows:

$$(\mathcal{X}^N) \widetilde{\mathcal{M}} := \partial \mathcal{X}^N \mu + (\mathcal{X}^N) \widetilde{\mathcal{M}},$$

$$(\mathcal{X}^N) \widetilde{\mathcal{M}} := \frac{1}{2} G_{LL} \delta \mathcal{X}^N \Psi + \mu G_{LR} \delta \mathcal{X}^N \Psi.$$

In the next lemma, we derive the transport equation verified by $(\mathcal{X}^{N-1}) \widetilde{\mathcal{M}}$.

**Lemma 11.19 (The transport equation verified by the partially modified version of $\partial \mathcal{X}^{N-1} \mu$).** Let $\mathcal{X}^{N-1}$ be an $(N-1)^{st}$ order pure spatial commutation vectorfield operator (see Def. 7.2) and let $(\mathcal{X}^{N-1}) \widetilde{\mathcal{M}}$ be the partially modified $S_{t,u}$ one-form defined in (11.51a). Then $(\mathcal{X}^{N-1}) \widetilde{\mathcal{M}}$ verifies the following transport equation:

$$\mathcal{L}_L (\mathcal{X}^{N-1}) \widetilde{\mathcal{M}} = \frac{1}{2} G_{LL} \delta \mathcal{X}^{N-1} \delta \Psi + (\mathcal{X}^{N-1}) \mathfrak{J},$$
where the \(S_t,u\) one-form \((\mathcal{S}^{N-1})\) is given by

\[
(\mathcal{S}^{N-1}) = \mathcal{L}^{N-1} + \frac{1}{2}[\mathcal{L}^{N-1}, G_{LL}]d\hat{\Psi} + [\mathcal{L}_L, \mathcal{L}^{N-1}]d\mu + [\mathcal{L}_L, \mathcal{L}^{N-1}]\tilde{\mathcal{M}} + \mathcal{L}_L \left\{ (\mathcal{S}^{N-1})\tilde{\mathcal{M}} - \mathcal{L}^{N-1}\tilde{\mathcal{M}} \right\},
\]

the \(S_t,u\) one-form \(\tilde{\mathcal{M}}\) is defined in \((11.48b)\), the \(S_t,u\) one-form \(\mathcal{J}\) is defined in \((11.50)\), and the \(S_t,u\) one-form \((\mathcal{S}^{N-1})\tilde{\mathcal{M}}\) is defined in \((11.51b)\).

**Proof.** We apply \(\mathcal{L}^{N-1}\) to each side of equation \((11.49)\) and perform several straightforward operator commutations. \(\square\)
CHAPTER 12

Small Data, Sup-Norm Bootstrap Assumptions, and First Pointwise Estimates

In this chapter, we define the size of the data for solutions to the system
\[ \square_{g(\Psi)} \Psi = 0, \quad (g^{-1})^{\alpha\beta}(\Psi) \partial_\alpha u \partial_\beta u = 0. \]

We then make suitable bootstrap assumptions for solutions on a spacetime region of the form \( M_{T(Bootstrap), U_0} \). Our bootstrap assumptions include fundamental positivity bootstrap assumption for \( \mu \), \( C^0 \) bootstrap assumptions for \( \Psi \) and its lower-order derivatives, and auxiliary \( C^0 \) bootstrap assumptions for \( \mu \), \( L^{(Small)} \), and \( \chi^{(Small)} \) and their lower-order derivatives. Our main goal in this chapter is to use the bootstrap assumptions to derive \( C^0 \) and pointwise estimates on \( M_{T(Bootstrap), U_0} \) for various quantities and their derivatives with respect to the commutation vector-fields \( Z \in \mathcal{Z} \). The estimates that we derive here are tedious but not too difficult; we derive related but more precise (and significantly more difficult) estimates in Chapters 13 and 15-17.

Remark 12.1 (Suppression of the independent variables). Throughout the remainder of the monograph, we state many of our pointwise estimates in the form
\[ |f_1| \lesssim h(t, u)|f_2| \]
for some function \( h \). To avoid cluttering the notation, we use the convention that unless we indicate otherwise, in such inequalities, both \( f_1 \) and \( f_2 \) are evaluated at the point with geometric coordinates \((t, u, \vartheta)\).

12.1. Restricting the analysis to solutions of the evolution equations

From now until Appendix A, we assume that \( u \) is an outgoing solution to the eikonal equation (3.4a) with initial conditions (3.4b) and that there exists a time \( T_{(Bootstrap)} > 0 \) such that on \( M_{T_{(Bootstrap)}, U_0} \) (see Def. 3.6), \( \Psi \) is a solution to the covariant wave equation (2.1a). That is, we assume that
\[ (g^{-1})^{\alpha\beta}(\Psi) \partial_\alpha u \partial_\beta u = 0, \quad \partial_t u > 0, \quad u|_{\Sigma_0} = 1 - r \]
and that
\[ \square_{g(\Psi)} \Psi = 0, \quad (\Psi|_{\Sigma_0}, \partial_t \Psi|_{\Sigma_0}) = (\hat{\Psi}, \hat{\Psi}_0), \]
where \( (\hat{\Psi}, \hat{\Psi}_0) \) are compactly supported in \( \Sigma_1 \), the Euclidean unit ball centered at the origin in \( \Sigma_0 \). We also assume that \( g_{\mu\nu}(\Psi) = m_{\mu\nu} + g_{\mu\nu}^{(Small)}(\Psi) \) and \( g_{\mu\nu}^{(Small)}(0) = 0 \), as stated in (2.4) and (2.6). We also recall that until Sect. 23.2, \( U_0 \) denotes a fixed parameter verifying \( 0 < U_0 < 1 \) and that \( M_{T_{(Bootstrap)}, U_0} \) is the nontrivial portion of the future development of the portion of the data lying in the exterior of \( S_{0, U_0} \), the Euclidean sphere of radius \( 1 - U_0 \) centered at the origin in \( \Sigma_0 \).
Remark 12.2 (The constants can depend on $U_0$). Throughout our analysis, some of the explicit constants “$C$” and the implicit constants tied to the notation “$\lesssim$” and “$O(\cdots)$” are allowed to depend on $U_0$.

12.2. Small data

In this section, we define the size of the data for the covariant wave equation $\square_g \psi = 0$.

Definition 12.3 (Definition of the size of the data). Let $(\bar{\psi} := \psi|_{\Sigma_0}, \bar{\psi}_0 := \partial_t \psi|_{\Sigma_0})$ be initial data for the covariant wave equation (2.1a) that are compactly supported in the Euclidean unit ball $\Sigma_1$ (see (3.4b) and Def. 3.6). We define the size of the data as follows:

$$\hat{\epsilon} := \|\bar{\psi}\|_{H^{25}}(\Sigma_0) + \|\bar{\psi}_0\|_{H^{24}}(\Sigma_0).$$

In (12.2), $H^N(\Sigma_0)$ is the standard Euclidean Sobolev space involving rectangular spatial coordinate partial derivatives along $\Sigma_1$.

Preliminary small data assumption

The main results of this monograph are valid whenever $\hat{\epsilon}$ is sufficiently small. We make the following assumption throughout our analysis:

$$\hat{\epsilon} \leq \varepsilon,$$

where $\varepsilon > 0$ is the small “bootstrap parameter” appearing in bootstrap assumptions of Sects. [12.4.1 and 12.4.2]

12.3. Fundamental positivity bootstrap assumption for the inverse foliation density

We make the following bootstrap assumption for the solution on $\mathcal{M}_{T(Bootstrap), U_0}$:

$$(BA \mu > 0) \quad \mu > 0 \text{ on } \mathcal{M}_{T(Bootstrap), U_0}.$$ 

The assumption $[BA \mu > 0]$ implies that no shock is present in $\mathcal{M}_{T(Bootstrap), U_0}$.

12.4. Sup-norm bootstrap assumptions

Our quantitative bootstrap assumptions involve a small parameter $\varepsilon > 0$. Throughout our analysis, we adjust the smallness of $\varepsilon$ as necessary.

12.4.1. Fundamental sup-norm bootstrap assumptions. Our fundamental $C^0$ bootstrap assumptions for $\Psi$ are that for $(t, u) \in [0, T_{(Bootstrap)}) \times [0, U_0]$, we have:

$$(BA \Psi) \quad \|\partial^\leq 13 \Psi\|_{C^0(\Sigma^T_u)} \leq \|\partial^L 2 \leq 12 \Psi\|_{C^0(\Sigma^T_u)} \leq \|\partial^d 2 \leq 12 \Psi\|_{C^0(\Sigma^T_u)} \leq \frac{\varepsilon}{1 + t},$$

$$(BA' \Psi) \quad \int_t^U \left\| \begin{pmatrix} \partial^L 2 \leq 14 \Psi \\ \partial^d 2 \leq 13 \Psi \end{pmatrix} \right\|_{C^0(\Sigma^T_u)} \, dt' \leq \varepsilon \ln(e + t),$$

where the norm $\| \cdot \|_{C^0(\Sigma^T_u)}$ is defined in Def. 3.69.

We use the bootstrap assumptions (BA$\Psi$) many times throughout the monograph, while we use (BA$'$\Psi) only on a few key occasions (see Remark 12.7).
Remark 12.4 (Dispersive decay rates). Since \( g(t, u) \approx 1+t \) in the spacetime region under study (see (12.6)), the bootstrap assumptions \( BA\Psi \) capture that \( \Psi \) decays, with respect to \( t \), at the same rate as a solution to the linear wave equation (see Sect. 1.2.3). This is one manifestation of how the geometric coordinates allow us to transform the shock-formation problem into a more traditional one in which we derive global existence-type estimates.

Remark 12.5 (The role of Sobolev embedding). Much later in the monograph, we use Sobolev embedding-type estimates to derive an improvement of \( BA\Psi \). The improvement is based on Cor. 18.11.

Remark 12.6 (The need for the bootstrap assumption \( BA\Psi \)). Our main theorem, Theorem 22.1, does not yield an estimate that is consistent with a bootstrap assumption of the form

\[
(12.4) \quad \left\| \begin{pmatrix} \mathcal{L}^{\leq 14} \rho \\\nabla \mathcal{L}^{\leq 13} \rho \end{pmatrix} \right\|_{C^{0}(\Sigma^+_t)} \leq \frac{\varepsilon}{1 + t},
\]

even though it does yield one that is compatible with \( BA\Psi \).

Remark 12.7 (Further remarks on \( BA\Psi \)). As we will see in the proof of Prop. 12.46, the bootstrap assumptions \( BA\Psi \) allows us to control one extra derivative of \( \mu, L^i_{(Small)} \), \( R^i_{(Small)} \), and \( \chi^{(Small)} \) in the norm \( \| \cdot \|_{C^0(\Sigma^+_t)} \) compared to the number of derivatives that we would be able to control using only the bootstrap assumptions \( BA\Psi \). In Chapter 17 we use this extra derivative to control some error terms that arise when we derive pointwise estimates for the top-order derivatives of \( \chi^{(Small)} \); see Remark 17.2. The bootstrap assumptions \( BA\Psi \) could be eliminated from our arguments in Chapter 17 by imposing additional Sobolev regularity requirements on the initial data; the additional regularity would allow us to increase the number of derivatives in our bootstrap assumptions \( BA\Psi \), which would render \( BA\Psi \) unnecessary.

12.4.2. Auxiliary bootstrap assumptions. Let \( \mu, L^i_{(Small)} \), \( R^i_{(Small)} \), and \( \chi^{(Small)} \) be the quantities from Defs. 3.14 and 4.1. Our auxiliary \( C^0 \) bootstrap assumptions for these quantities are that for \((t, u) \in [0, T_{(Bootstrap)}) \times [0, U_0]\), we have:

\begin{align*}
(AUX\mu) & \quad \| \mathcal{L}^{\leq 13} (\mu - 1) \|_{C^0(\Sigma^+_t)} \leq \varepsilon^{1/2} \ln(e + t), \\
(AUXLR_{(Small)}) & \quad \| \mathcal{L}^{\leq 13} L^i_{(Small)} \|_{C^0(\Sigma^+_t)}, \quad \| \mathcal{L}^{\leq 13} R^i_{(Small)} \|_{C^0(\Sigma^+_t)} \leq \varepsilon^{1/2} \ln(e + t) \frac{1}{1 + t}, \\
(AUX\chi^{(Small)}) & \quad \| \mathcal{L}^{\leq 12} \chi^{(Small)} \|_{C^0(\Sigma^+_t)} \leq \varepsilon^{1/2} \ln(e + t) \frac{1}{(1 + t)^2}.
\end{align*}

Remark 12.8 (Improving the auxiliary bootstrap assumptions). Already within Chapter 12, we derive estimates showing that the bootstrap assumptions \( AUX\mu, AUXLR_{(Small)}, \) and \( AUX\chi^{(Small)} \) in fact hold on \( M_{T_{(Bootstrap)}, U_0} \) with \( \sqrt{\varepsilon} \) replaced by \( C\varepsilon \), which is an improvement for sufficiently small \( \varepsilon \); see Cor. 12.47. In this sense, we consider these bootstrap assumptions to be “auxiliary.”
Remark 12.9 (Conventions for repeated differentiation). In this section, we often use the conventions for repeated differentiation described in Sect. 8.3.

12.5. Basic estimates for the geometric radial variable

In this section, we derive some simple pointwise and commutator estimates involving the geometric radial variable $\varrho = 1 - u + t$.

Lemma 12.10 (Basic estimates for the geometric radial variable $\varrho = 1-u+t$). There exists a ($U_0$-dependent) constant $C > 1$ such that for $0 \leq u \leq U_0$, we have the following comparison estimates:

\begin{equation}
C^{-1}(1 + t) \leq \varrho(t, u) \leq 1 + t.
\end{equation}

Furthermore, if $0 \leq N \leq 24$ is an integer, then the following identities hold, where $\mathcal{X}$ is the set of commutation vectorfields from definition (7.1) (see also Remark 7.3):

\begin{align}
L\varrho &= -\ddot{\varrho} = 1, & O\varrho &= 0,
\end{align}

\begin{align}
\mathcal{X}^N\varrho &\in \{0, -1, \varrho\}.
\end{align}

Proof. The first two identities in (12.7a) follow from Lemmas 3.17 and 3.19. The identity $O\varrho = 0$ is trivial because $O$ is $S_{t,u}$-tangent. The identity (12.7b) then follows from the definition (7.1) of $\mathcal{X}$. Inequalities (12.8a) and (12.8b) follow easily from (12.7a) and (12.7b).

Remark 12.11 (Silent use of $\varrho(t, u) \approx 1 + t$). Throughout the remainder of the monograph, we often use the estimate (12.6) without explicitly mentioning it.

12.6. Basic estimates for the rectangular spatial coordinate functions

In this section, we derive some simple pointwise estimates involving the rectangular spatial coordinate functions $x^i$ and the Euclidean radial coordinate $r$.

Lemma 12.12 (Basic estimates for the rectangular spatial coordinate functions $x^i$ and $r$). Let $x^i$, $(i = 1, 2, 3)$, be the rectangular spatial coordinate functions, let $r = \sqrt{\sum_{a=1}^{3}(x^a)^2}$ be the standard Euclidean radial coordinate, and let $\varrho(t,u) = 1 - u + t$ be the geometric radial variable. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold on $\mathcal{M}_{T_0, U_0}$:

\begin{align}
|x^i| &\leq \left(1 + C\varepsilon^{1/2} \frac{\ln(e + t)}{1 + t}\right) \varrho, \\
\left|\frac{r}{\varrho} - 1\right| &\leq C\varepsilon^{1/2} \frac{\ln(e + t)}{1 + t}.
\end{align}
Furthermore, the following estimates hold on $\mathcal{M}_{T(\text{Bootstrap})},U_0$:

\begin{equation}
|dx^i| \leq 1 + C\varepsilon \frac{1}{1 + t}.
\end{equation}

**Proof.** To prove (12.9b), we first use (2.4), (3.20c), and (4.1b) to deduce the identity

\begin{equation}
\frac{r}{\varrho} = \sqrt{1 - 2\delta_{ab} R_a R_b - g_{ab} R_{(\text{Small})}^a R_{(\text{Small})}^b}.
\end{equation}

Using $|x^i| \leq r$ and the bootstrap assumptions (BA) and (AUXLR), we deduce that

\begin{equation}
\frac{r}{\varrho} = \sqrt{1 + O\left(\varepsilon^2 \ln(e + t) \frac{r}{\varrho}\right) + O\left(\varepsilon \frac{r^2}{1 + t}\right) + O\left(\frac{\ln(e + t)}{(1 + t)^2}\right)}.
\end{equation}

The desired estimate (12.9b) now follows easily from (12.12).

To prove (12.10), we first use (BA) to deduce (see (2.4)-(2.6) and Def. 3.8) that

\begin{equation}
|g_{ij} - \delta_{ij}| = \left|\begin{smallmatrix} g_{ij}^{(\text{Small})} \end{smallmatrix}\right| \lesssim \varepsilon(1 + t)^{-1}.
\end{equation}

Hence, Taylor expanding the components of $g^{-1}$ in terms of the components of $g$, we deduce that $|(g^{-1})^{ij} - \delta_{ij}| \lesssim \varepsilon(1 + t)^{-1}$. Using this estimate and the fact that the magnitude of the angular differential of a function as measured by $g$ is no larger than the magnitude of its spatial differential as measured by $g$, we conclude the desired estimate as follows (note that there is no summation over $i$ in (12.13)):

\begin{equation}
|dx^i|^2 := |(g^{-1})^{ab} \partial_a x^i \partial_b x^i|^2 \leq |(g^{-1})^{ab} \partial_a x^i \partial_b x^i| = |(g^{-1})^{ii}| \leq 1 + C\varepsilon \frac{1}{1 + t}.
\end{equation}

\[\square\]

**12.7. Estimates for the rectangular components of the metrics and the spherical projection tensorfield**

In this section, we derive pointwise estimates for the rectangular components of the metrics and the $S_{t,u}$ projection tensorfield.

**Lemma 12.13 (Pointwise estimates for the rectangular components of the metrics and the $S_{t,u}$ projection tensorfield).** Let $g$, $\hat{g}^{-1}$, and $\mathcal{M}_{T(\text{Bootstrap})}$ be the $S_{t,u}$ tensors from Defs. 3.8 and 3.38 and let $g$ be the $S^{U_0}_{t,u}$ tensor from Def. 3.8. Let $0 \leq N \leq 24$ be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold on the spacetime domain $\mathcal{M}_{T(\text{Bootstrap})},U_0$ for their non-zero rectangular components...
$(\mu, \nu = 0, 1, 2, 3$ and $i, j = 1, 2, 3)$:

\[(12.14a)\quad \mathcal{X}^N \left\{ g_{\mu\nu} - m_{\mu\nu} \right\} \leq \| \mathcal{X}^N \{ (g^{-1})^{\mu\nu} - (m^{-1})^{\mu\nu} \} \|_{C^0(\Sigma_T)} \lesssim \frac{1}{1 + t}, \]

\[(12.15b)\quad \| \mathcal{X}^{\leq 12} \{ g_{ij}^{(\text{Small})} \} \|_{C^0(\Sigma_T)} \lesssim \frac{1}{1 + t^2}, \]

\[(12.15c)\quad \| \mathcal{X}^{\leq 12} \left\{ \phi_{ij} \left( \delta_{ij} - \frac{x^i x^j}{\varrho^2} \right) \right\} \|_{C^0(\Sigma_T)} \lesssim \frac{\ln(e + t)}{1 + t}, \]

\[(12.15d)\quad \| \mathcal{X}^{\leq 12} \left\{ \phi_{ij} \left( \delta_{ij} - R_i R_j \right) \right\} \|_{C^0(\Sigma_T)} \lesssim \frac{\ln(e + t)}{1 + t}, \]

\[(12.15e)\quad \| \mathcal{X}^{\leq 12} \left\{ (g^{-1})^{ij} \left( \delta^{ij} - \frac{x^k x^l}{\varrho^2} \right) \right\} \|_{C^0(\Sigma_T)} \lesssim \frac{\ln(e + t)}{1 + t}, \]

\[(12.15f)\quad \| \mathcal{X}^{\leq 12} \left\{ (g^{-1})^{ij} \left( \delta^{ij} - R_i R_j \right) \right\} \|_{C^0(\Sigma_T)} \lesssim \frac{\ln(e + t)}{1 + t}, \]

\[(12.15g)\quad \| \mathcal{X}^{\leq 12} \left\{ \Pi_{ij} \left( \delta_{ij} - \frac{x^k x^l}{\varrho^2} \right) \right\} \|_{C^0(\Sigma_T)} \lesssim \frac{\ln(e + t)}{1 + t}. \]

**Furthermore,** the following estimates hold:

\[(12.15a)\quad \mathcal{X}^{\leq 13} \{ (g^{-1})^{\mu\nu} - (m^{-1})^{\mu\nu} \} \|_{C^0(\Sigma_T)} \lesssim \frac{1}{1 + t}, \]

\[(12.16)\quad \| \phi_{ij} \|, \| (g^{-1})^{ij} \|, \| \Pi_{ij} \| \leq 1 + C e^{1/2}. \]

*In the above estimates, $\delta_{ij}$, $\delta^i_j$, and $\delta^{ij}$ are all standard Kronecker deltas.*
12.8. The behavior of quantities along the initial data hypersurface

Proof. Recall that $g_{\mu\nu} = \delta_{\mu\nu} + g_{\mu\nu}^{\text{(Small)}}(\Psi)$, where $g_{\mu\nu}^{\text{(Small)}}(\cdot)$ is smooth and verifies $g_{\mu\nu}^{\text{(Small)}}(0) = 0$ (see (12.4)–(12.6)). The inequalities in (12.14) thus follow easily. (12.15a) then follows from (12.14a) and (BA). The proofs of (12.15b) and (12.15c) are similar.

To prove (12.14c) we first use (3.52c) to expand $(g^{-1})^{ij} = (g^{-1})^{ij} + L^i L^j + L^i R^j + R^i L^j$. We next use Def. 4.1 and (4.3) to expand $L^i = g^{-1} x^i + L^i_{\text{(Small)}}$ and $R^i = -g^{-1} x^i - L^i_{\text{(Small)}} - (g^{-1})^{ij}$. Inequality (12.14e) now easily follows from these expansions and the estimates (12.7b), (12.9a), (12.14a), and (12.14b). (12.15e) then follows from (12.14c), (BA), and (AUXLR). The proofs of the remaining inequalities are very similar, and we omit the details. \qed

Corollary 12.14 (Comparison between the norms of $S_{t,u}$ tensors and the size of their rectangular components). Let be $\xi$ an $S_{t,u}$ tensor. Under the small-data and bootstrap assumptions of Sects. 12.1–12.4, if $\varepsilon$ is sufficiently small, then the following comparison estimates hold on $\mathcal{M}_{T(\text{bootstrap}),U_0}$:

$$|\xi| \approx \sum |\xi_{\text{Rectangular}}|,$$

where the left-hand side is as in Def. 3.53 and the sum on the right-hand side is taken over the components of $\xi$ relative to the rectangular spatial coordinates.

Proof. We give the proof in the case that $\xi$ is an $S_{t,u}$ one-form. The proof will generalize in an obvious fashion to the case of general $S_{t,u}$ tensors. We first recall that $|\xi|^2 = (g^{-1})^{ab} \xi_a \xi_b$. Hence, by the estimate (12.16) for the rectangular components of $g^{-1}$, we have $|\xi|^2 \lesssim \sum |\xi_a|^2$, which easily implies that the left-hand side of (12.17) is $\lesssim$ the right-hand side as desired.

To prove the reverse inequality, we first note that $\sum |\xi_a|^2 = \delta^{ab} \xi_a \xi_b$. Using (12.15d), we see that we can replace $\delta^{ab}$ with $(g^{-1})^{ab}$ plus an error term that is in magnitude $\lesssim \varepsilon^{1/2} \ln(e + t)(1 + t)^{-1}$ plus tensorial products of the vector $R$ that are completely annihilated because they are paired with copies of $\xi$. We therefore deduce that $|\delta^{ab} \xi_a \xi_b - |\xi|^2| \lesssim \delta^{ab} \xi_a \xi_b \varepsilon^{1/2} \ln(e + t)(1 + t)^{-1}$, from which we easily conclude that the right-hand side of (12.17) is $\lesssim$ the left-hand side as desired. \qed

12.8. The behavior of quantities along the initial data hypersurface

In this section, we provide quantitative estimates showing that when $\hat{\varepsilon}$ is small (see (12.2)), many other quantities such as $\mu - 1, L^i_{\text{(Small)}}$, etc. are also small along $\Sigma_0^1$.

Lemma 12.15 (All rectangular derivatives of $\Psi$ are small along $\Sigma_0^1$). Assume that $\square_{\gamma(\Psi)} = 0$ and let $\hat{\varepsilon}$ be the size of the data as defined in Def. 12.3. Then if $\hat{\varepsilon}$ is sufficiently small, we have

$$\sum_{M=0}^{25} \|\partial_t^M \Psi\|_H^{2s-M}(\Sigma_0^1) \lesssim \hat{\varepsilon}.$$
Proof. The cases $M = 0, 1$ in (12.18) follow directly from the definition of the size of the data. To deduce (12.18) in the case $M = 2$, we use (2.3) and the wave equation (2.17) to solve for $\partial^2_t \Psi$ as follows:

\[
\partial^2_t \Psi = (g^{-1})^{ab} \partial_a \partial_b \Psi + 2 (g^{-1})^{0a} \partial_a \partial_0 \Psi - \frac{1}{2} (g^{-1})^{\alpha \beta} (g^{-1})^{\kappa \lambda} \{ 2 G_{\alpha \kappa} \partial_\beta \Psi - G_{\alpha \beta} \partial_\kappa \Psi \}.
\]

The desired estimate (12.18) then follows from setting $t = 0$ in (12.19) and applying the standard Sobolev calculus. To deduce (12.18) in the cases $M \geq 3$, we repeatedly differentiate (12.19) with respect to $t$ and use the equations to express all higher-order time derivatives in terms of spatial derivatives of $\Psi$ and $\partial_t \Psi$. The desired estimate (12.18) then follows from the standard Sobolev calculus at $t = 0$ as in the case $M = 2$. \square

Lemma 12.16 ($\mu - 1, L^i_{\text{(Small)}}$, and $\Xi^i$ are small along $\Sigma^4_0$). Let

\[
z := \sqrt{(g^{-1})^{ab} \frac{x^a x^b}{r^2}} = \sqrt{1 + \{ (g^{-1})^{ab} - \delta^{ab} \} \frac{x^a x^b}{r^2}},
\]

where $g$ is defined in Def. 3.8. Then along the initial data hypersurface region $\Sigma^4_0$, the following identities hold, ($i = 1, 2, 3$):

\[
(12.21a) \quad \mu^{-2} = 1 + \{ (g^{-1})^{ab} - \delta^{ab} \} \frac{x^a x^b}{r^2},
\]

\[
(12.21b) \quad L^i_{\text{(Small)}} = \frac{1}{2} \{ (g^{-1})^{ia} - \delta^{ia} \} \frac{x^a}{r} + \left\{ \frac{1}{2} - 1 \right\} \frac{x^i}{r} - (g^{-1})^{0i},
\]

\[
(12.21c) \quad \Xi^i = \left\{ \frac{1}{2} - 1 \right\} (g^{-1})^{ia} \frac{x^a}{r} + (g^{-1})^{0a} \frac{x^a}{r}.
\]

Above, $\Xi$ is the $S_{t,u}$-tangent vector field defined by (3.46).

In addition, under the hypotheses of Lemma 12.15, the following estimates hold:

\[
(12.22a) \quad \sum_{M=0}^{25} \| \partial^M (\mu - 1) \|_{H^25 - M(\Sigma^4_0)} \lesssim \hat{e},
\]

\[
(12.22b) \quad \sum_{M=0}^{25} \| \partial^M L^i_{\text{(Small)}} \|_{H^25 - M(\Sigma^4_0)} \lesssim \hat{e},
\]

\[
(12.22c) \quad \sum_{M=0}^{25} \| \partial^M \Xi^i \|_{H^25 - M(\Sigma^4_0)} \lesssim \hat{e}.
\]

Above, $H^N(\Sigma^4_0)$ is the standard Euclidean Sobolev space involving order $\leq N$ rectangular spatial coordinate partial derivatives along $\Sigma^4_0$.

Proof. In this proof, the identities that we state hold along $\Sigma^4_0$. In particular, we have $u = 1 - r$ (see (3.4b)), where $r$ is the standard Euclidean radial variable on $\mathbb{R}^3$, and hence $\partial_t u = -\frac{x^i}{r}$. From this identity and (3.2a), we deduce (12.21a). Next, to prove (12.21b), we first use definition (3.2b), the identities (3.25) and (3.3), the above calculations, and the fact that $g = r$ along $\Sigma^4_0$ to deduce that $L^i_{\text{(Small)}} = -P^i_{\text{(Small)}} - (g^{-1})^{0i} = z^{-1} (g^{-1})^{ia} \frac{x^a}{r} - \frac{x^i}{r} - (g^{-1})^{0i}$. The desired identity
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\((\ref{12.21b})\) follows easily from the previous equation. Next, to prove \((\ref{12.21c})\), we note that the geometric coordinates are constructed (see Sect. 3.5) in such a way that along \(\Sigma_1\), we have \(\frac{\partial}{\partial u} = -\partial_r\), where \(\partial_r = \frac{x^a}{r} \partial_a\) is the standard Euclidean radial vectorfield. Also using \((3.25)\) and \((3.46)\), we deduce that along \(\Sigma_1\), we have

\[\Xi^i = \Xi x^i = -\partial_r x^i - \tilde{\Xi}^i = -\frac{x^i}{r} + z^{-2}(g^{-1})^{ia} x^a.\]

The desired identity \((\ref{12.21c})\) thus follows.

The estimates \((\ref{12.22a})-(\ref{12.22c})\) in the case \(M = 0\) then follow from the identities \((\ref{12.21a})-(\ref{12.21c})\), the fact that \((\ref{12.21b})\) follows easily from the previous equation. Next, to prove \((\ref{12.21c})\), we note \(d\varpi\) by

\[\frac{\partial}{\partial u} = \frac{\partial}{\partial t} \text{ to be rewritten relative to rectangular coordinates} \]

1, we inductively use the evolution equations \((3.47)\) (this equation needs \(\frac{\partial}{\partial u} = \frac{\partial}{\partial t} \text{ to be rewritten relative to rectangular coordinates}\) \(1\leq a \leq 25\)) in terms of the rectangular coordinate derivatives of \(\varphi\) and the standard Sobolev calculus. To obtain the desired estimates in the cases \(M \geq 1\), we inductively use the evolution equations \((3.47)\) (this equation needs \(\frac{\partial}{\partial u} = \frac{\partial}{\partial t} \text{ to be rewritten relative to rectangular coordinates}\) \(1\leq a \leq 25\)) in terms of the rectangular coordinate derivatives of \(\varphi\) and the standard Sobolev calculus. To obtain the desired estimates in the cases \(M \geq 1\), we inductively use the evolution equations \((3.47)\) (this equation needs \(\frac{\partial}{\partial u} = \frac{\partial}{\partial t} \text{ to be rewritten relative to rectangular coordinates}\) \(1\leq a \leq 25\)) in terms of the rectangular coordinate derivatives of \(\varphi\) and the standard Sobolev calculus.

\textbf{Lemma 12.17 (Various Sobolev norms are initially small).} Under the hypotheses of Lemma \(\ref{12.15}\), we have the following estimates, \((i = 1, 2, 3)\):

\[(\ref{12.23a})\]

\[\|\mathcal{F}^{\leq 25}\varphi\|_{L^2(\Sigma_0)} \leq \|\mathcal{F}^{\leq 25}(\mu - 1)\|_{L^2(\Sigma_0)} \leq \|\mathcal{F}^{\leq 25}L^i_{\text{(Small)}}\|_{L^2(\Sigma_0)} \leq \hat{\varepsilon},\]

\[(\ref{12.23b})\]

\[\|\mathcal{F}^{\leq 23}\varphi\|_{C^0(\Sigma_0)} \leq \|\mathcal{F}^{\leq 23}(\mu - 1)\|_{C^0(\Sigma_0)} \leq \|\mathcal{F}^{\leq 23}L^i_{\text{(Small)}}\|_{C^0(\Sigma_0)} \leq \|\mathcal{F}^{\leq 23}\Xi^i\|_{C^0(\Sigma_0)} \leq \hat{\varepsilon}.\]

Above, \(\|\cdot\|_{L^2(\Sigma_0)}\) is the Sobolev norm from \((\ref{3.85b})\).

Furthermore, we have the following estimates, where \(\Xi\) is the \(S_{t,u}\)-tangent vectorfield defined by \((\ref{3.40})\) and \(\Xi_{\flat}\) denotes the \(g\)-dual of \(\Xi\):

\[(\ref{12.24a})\]

\[\|\mathcal{E}^{\leq 25}\Xi\|_{L^2(\Sigma_0)} \leq \|\mathcal{E}^{\leq 25}\Xi_{\flat}\|_{L^2(\Sigma_0)} \leq \hat{\varepsilon},\]

\[(\ref{12.24b})\]

\[\|\mathcal{E}^{\leq 23}\Xi\|_{C^0(\Sigma_0)} \leq \|\mathcal{E}^{\leq 23}\Xi_{\flat}\|_{C^0(\Sigma_0)} \leq \hat{\varepsilon}.\]

\textbf{Proof.} Since \(d\varpi\) (see Def. 3.67) is equal to \(\mu^{-1}\) times the volume form induced by \(g\) on \(\Sigma_0\) (see the discussion at the beginning of Sect. 3.19), it follows that \(d\varpi_{\flat} = \mu^{-1}\det g_{ij}dx^1dx^2dx^3\), where \(g_{ij}\) is as in Def. 3.8 and \(\det g\) is taken relative to \(1\). With the help of \((4.21a)\), we see that in rectangular coordinates, equation \((3.47)\) reads

\[L\Xi^i = \Xi^a \partial_a L^i - (\mathcal{R})^i_{\flat j}.\]

Note that equation \((7.50)\) provides an expression for \((\mathcal{R})^i_{\flat j}.\)
rectangular coordinates. From (12.22a) and (2.4)-(2.6), we deduce that along \( \Sigma_0 \), 
\( \mu^{-1} \det g dx^1 dx^2 dx^3 \) is near-Euclidean in the sense that

\[
1 - C \epsilon \leq \mu^{-1} \det g \leq 1 + C \epsilon.
\]

It follows that the norm \( \| \cdot \|_{L^2(\Sigma)} \) is comparable to the standard Euclidean Lebesgue norm \( \| \cdot \|_{L^2(\Sigma)} \). Hence, to deduce (12.23a), it suffices to prove the same inequalities using the standard Euclidean Lebesgue norm \( \| \cdot \|_{L^2(\Sigma)} \) in place of \( \| \cdot \|_{L^2(\Sigma)} \). To this end, we completely expand \( \mathcal{Z}^{25}(\mu - 1) \) in terms of rectangular coordinate derivatives and use the standard Sobolev calculus to deduce that

\[
\| \mathcal{Z}^{25}(\mu - 1) \|_{L^2(\Sigma)} \lesssim \left( \sum_{M=0}^{24} \| \partial_i^M (\mu - 1) \|_{H^{25-M}(\Sigma_0)} \right)^{\frac{25}{3}} \times \left\{ 1 + \left( \sum_{M=0}^{24} \sum_{Z \in \mathcal{Z}} \sum_{\alpha=0}^{3} \| \partial_i^M Z^\alpha \|_{H^{25-M}(\Sigma_0)} \right)^{\frac{25}{3}} \right\}.
\]

Inequality (12.22a) implies that \( \| \partial_i^M (\mu - 1) \|_{H^{25-M}(\Sigma_0)} \lesssim \epsilon \). Furthermore, from the identities \( g L^0 = 0 \), \( g L^i = x^i + g L^i_{(\text{Small})} \) (see (4.1a), (4.3), and (6.7)), it follows that all of the rectangular components \( Z^\alpha \), \( (\alpha = 0, 1, 2, 3) \), are smooth functions of the rectangular coordinate functions, \( \Psi, u, \mu \), and the rectangular components \( L^i_{(\text{Small})} \). It thus follows from the remarks made in the proof of Lemma 12.16 about how to estimate the rectangular derivatives of \( u \), the standard Sobolev calculus, 12.18, and (12.22a) that \( \| \partial_i^M Z^\alpha \|_{H^{25-M}(\Sigma_0)} \lesssim 1 \). We have thus proved (12.23a) for \( \mu - 1 \). The remaining three inequalities in (12.23a) can be proved using a similar argument with the help of Lemma 12.16. We omit the details. The estimates (12.23b) follow in a similar fashion thanks to the standard Sobolev embedding estimate \( \| f \|_{C^0(\Sigma)} \lesssim \| f \|_{H^2(\Sigma)} \). The estimates (12.24a) and (12.24b) for \( \Xi \) follow similarly. In particular, by Lemma 4.10 with \( Y = \Xi \), the \( S_{\mu} \) projected Lie derivatives of \( \Xi \) agree with standard Lie derivatives. Hence, \( \mathcal{L}^\Xi Y \Xi^2 = g_{ab} (\mathcal{L}^\Xi Y^a) \mathcal{L}^\Xi Y^b \) and the computations can be carried out relative to the rectangular coordinates. To derive the desired estimates (12.24a) and (12.24b) for \( \Xi \), we note the identity \( (\mathcal{L}^\Xi Y \Xi^2) = (g^{-1})^{ab} (\mathcal{L}^\Xi Y (g_{ac} \Xi^c)) \mathcal{L}^\Xi Y^b (g_{de} \Xi^d) \), which, in view of the identity \( (g^{-1})^{ij} = (g^{-1})^{ij} + L_i L_j + L_i R_j + R_i L_j \) (see (3.52c)), allows us to carry out the computations relative to the rectangular coordinates. \( \square \)

12.9. Estimates for the derivatives of rectangular components of various vectorfields and the radial component of the Euclidean rotations

In this section, we derive pointwise estimates for the derivatives of the rectangular components of various vectorfields that we use in our analysis. We also derive pointwise estimates for the scalar-valued functions \( \rho_{(i)} \), \( (i = 1, 2, 3) \), defined in (6.6).

**Lemma 12.18** (First pointwise estimates for the spatial rectangular components of various vectorfields and the functions \( \rho_{(i)} \)). Let \( 0 \leq N \leq 24 \) be an integer, and let \( L^i \) and \( R^i \), \( (i = 1, 2, 3) \), be the (scalar-valued) rectangular spatial components of \( L \) and \( R \). Under the small-data and bootstrap assumptions
of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold on $M_{T(\text{Bootstrap}),U_0}$:

\begin{equation}
(12.27a) \quad \left( \frac{\mathcal{D}^N L}{\mathcal{D}^N R} \right) \leq \left( \frac{\mathcal{D}^{N-1} (\mu - 1)}{\mathcal{D}^{N-1} \sum_{a=1}^{3} \vartheta} \right) |\mathcal{D}^{N-1} \vartheta| + 1,
\end{equation}

\begin{equation}
(12.27b) \quad \left\| \left( \frac{\mathcal{D}^{N-1} L}{\mathcal{D}^{N-1} R} \right) \right\|_{C^0(\Sigma^* T)} \leq 1.
\end{equation}

Furthermore, for each $Z \in \mathcal{D} = \{ gL, \tilde{R}, O_{(1)}, O_{(2)}, O_{(3)} \}$, we have the following estimates for the rectangular spatial components $Z_i$, $(i = 1, 2, 3)$, on $M_{T(\text{Bootstrap}),U_0}$:

\begin{equation}
(12.28a) \quad |\mathcal{D}^N Z| \lesssim (1 + t) |\mathcal{D}^{N-1} \Psi| + \left( \frac{\mathcal{D}^{N-1} (\mu - 1)}{\mathcal{D}^{N-1} \sum_{a=1}^{3} \vartheta} \right) |\mathcal{D}^{N-1} \vartheta| + 1 + t,
\end{equation}

\begin{equation}
(12.28b) \quad \left\| \mathcal{D}^{N-1} Z \right\|_{C^0(\Sigma^* T)} \lesssim 1 + t.
\end{equation}

In addition, we have the following estimates for the scalar-valued functions $\rho_{(l)}$, $(l = 1, 2, 3)$, defined in (6.6) on $M_{T(\text{Bootstrap}),U_0}$:

\begin{equation}
(12.29a) \quad |\mathcal{D}^N \rho_{(l)}| \lesssim (1 + t) |\mathcal{D}^{N-1} \Psi| + \sum_{a=1}^{3} \vartheta |\mathcal{D}^{N-1} L_{(\text{Small})}|,
\end{equation}

\begin{equation}
(12.29b) \quad \left\| \mathcal{D}^{N-1} \rho_{(l)} \right\|_{C^0(\Sigma^* T)} \lesssim \varepsilon^{1/2} \ln(1 + t).
\end{equation}

**Proof.** Throughout this proof, we use the bootstrap assumptions $\text{BA}_{\Psi}$, $\text{AUX}_{\mu}$, and $\text{AUX}_{L \tilde{R}_{(\text{Small})}}$.

We first prove (12.28a) by induction. In the base case $N = 0$, we have to bound the magnitudes of $gL^i = x^i + g\hat{L}^i_{(\text{Small})}$, $\tilde{R}^i = -\mu \frac{x^i}{\vartheta} + \mu R^i_{(\text{Small})}$ (see Lemma 4.1), and $O^i_{(l)} = \epsilon_{ia} x^{a} + \rho_{(l)} \frac{x^{i}}{\vartheta} - \rho_{(l)} R^i_{(\text{Small})}$ (see (6.7)) by the right-hand side of (12.28a). Recall that an expression for $\rho_{(l)}$ is given by (6.6). We bound all factors of $x^i$ via (12.9a). Furthermore, from (2.4) and (4.3), we see that $g_{ab}^{(\text{Small})}$ is a smooth function of $\Psi$ that vanishes at $\Psi = 0$ and that $R^i_{(\text{Small})} = -L^i_{(\text{Small})}$ plus a smooth function of $\Psi$ that vanishes at $\Psi = 0$. Thus, we have $|R^i_{(\text{Small})}| \lesssim |L^i_{(\text{Small})}| + |\Psi|$. From these facts and the bootstrap assumptions, we deduce the desired estimate (12.28a) when $N = 0$.

To carry out the induction, we apply $\mathcal{D}^N$ to the right-hand side of the above identities for $gL^i$, $\tilde{R}^i$, and $O^i_{(l)}$. Using the Leibniz rule, we can easily bound most terms that arise via the bootstrap assumptions, the estimate (12.9a), and the estimate (12.7b) (which we use to bound factors involving derivatives of $\vartheta$) as in the previous paragraph (without the need for induction). The factors that require the induction hypotheses are those of the form $\mathcal{D}^M x^i$, $1 \leq M \leq N$. To bound these terms, we schematically write $\mathcal{D}^M x^i = \mathcal{D}^{M-1} Z$ and hence $\mathcal{D}^M x^i = \mathcal{D}^{M-1} Z$, which can be bounded by the induction hypotheses. We have thus proved (12.28a). (12.28b) then follows from (12.28a) and the bootstrap assumptions.
The estimate \((12.29a)\) then follows from \((2.6)\), \((6.6)\), the fact that \(R_i = -L_i(\text{Small})\) plus a smooth function of \(\Psi\) that vanishes at \(\Psi = 0\), the estimates \((12.7b)\), \((12.9a)\), and \((12.28a)\), and the bootstrap assumptions. \((12.29b)\) then follows from \((12.29a)\) and the bootstrap assumptions.

The estimate \((12.27a)\) for \(L_i\) follows similarly from the decomposition \(L_i = x_i \frac{\partial}{\partial \xi} + L_i(\text{Small})\), the estimates \((12.7b)\), \((12.9a)\), and \((12.28a)\), and the bootstrap assumptions. The estimate \((12.27a)\) for \(R_i\) then follows from the fact that \(R_i = -L_i\) plus a smooth function of \(\Psi\) that vanishes at \(\Psi = 0\) (see \((2.4)-(2.6)\) and \((4.2b)\)), the estimates for \(Z^\leq N L_i\), and the bootstrap assumptions. Inequality \((12.27b)\) then follows from \((12.27a)\) and the bootstrap assumptions.

12.10. Estimates for the rectangular components of the metric dual of the unit-length radial vectorfield

We now derive some simple pointwise estimates for \(R_i + x_i \frac{\partial}{\partial \xi}\) and \(R_i(\text{Small})\), where we recall that we always lower and raise indices with \(g\) and \(g^{-1}\).

We start with the following lemma, in which we derive higher-order analogs of inequality \((12.9b)\).

**Lemma 12.19 (Estimates for \(r \frac{\partial}{\partial \xi}\)).** Let \(r = \sqrt{\sum_{a=1}^{3} (x^a)^2}\) be the Euclidean radial coordinate and let \(\varrho(t,u) = 1 - u + t\) be the geometric radial variable. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \(\varepsilon\) is sufficiently small, then the following estimates hold for \((t,u) \in \left[0, T(\text{Bootstrap})\right] \times [0, U_0]\):

\[
\left\| Z^\leq N \left( \frac{r}{\varrho} - 1 \right) \right\|_{C^0(T^1)} \lesssim \varepsilon^{1/2} \ln(e + t) \frac{1}{1 + t}.
\]

**Proof.** Inequality \((12.30)\) follows from applying \(Z^\leq N\) to \((12.11)\), using the estimates \((12.15a)\) and \((12.27b)\), and using the bootstrap assumptions \((\text{AUXLR}(\text{Small}))\).

**Lemma 12.20 (Estimates for \(R_i + x_i \frac{\partial}{\partial \xi}\) and \(R_i(\text{Small})\)).** Let \(0 \leq N \leq 24\) be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \(\varepsilon\) is sufficiently small, then the following pointwise estimates hold on the spacetime domain \(M_{T(\text{Bootstrap}), U_0}\), \((i = 1, 2, 3)\):

\[
\left| \mathcal{Z}^N R_i + \frac{x_i}{\varrho} \right| \lesssim \left| \mathcal{Z}^N \Psi \right| + \sum_{a=1}^{3} \left| \mathcal{Z}^N L^a(\text{Small}) \right|,
\]

\[
\left| \mathcal{Z}^N R_i(\text{Small}) \right| \lesssim \left| \mathcal{Z}^N \Psi \right| + \sum_{a=1}^{3} \left| \mathcal{Z}^N L^a(\text{Small}) \right|.
\]
Furthermore, the following estimates hold:

\[(12.32a) \quad \| \mathcal{F}^{\leq 12} (R_i + \frac{x^i}{\varrho}) \|_{C^0(\Sigma^+)} \lesssim \varepsilon^{1/2} \frac{\ln(e + t)}{1 + t}, \]

\[(12.32b) \quad \| \mathcal{F}^{\leq 12} R_i^{(S\text{mall})} \|_{C^0(\Sigma^+)} \lesssim \varepsilon^{1/2} \frac{\ln(e + t)}{1 + t}. \]

In addition,

\[(12.33) \quad \text{inequality (12.32a) holds with } \frac{x^i}{\varrho} \text{ replaced by } \frac{x^i}{r}, \text{ where } r = \sqrt{\sum_{a=1}^{3} (x^a)^2}. \]

**Proof.** To prove (12.31a), we first use (2.4), (4.1a), and (4.2b), to deduce the identity

\[(12.34) \quad R_i + \frac{x^i}{\varrho} = -g_{ia}^{(S\text{mall})} \frac{x^a}{\varrho} - g_{ia} L_a^{(S\text{mall})} - g_{ia} (g^{-1})^{0a}. \]

Applying \( \mathcal{F}^N \) to (12.34), using the identity \( Zx^i = Z^i \), using the estimates (12.7b), (12.9a), (12.14a), (12.28a), and using the bootstrap assumptions (BA\( \Psi \)) and (AUXLR\( (S\text{mall}) \)), we conclude the desired estimate (12.31a).

The estimate (12.32a) then follows from (12.31a) and the bootstrap assumptions (BA\( \Psi \)) and (AUXLR\( (S\text{mall}) \)).

The proofs of (12.31b) and (12.32b) are based on the identity \( R_i^{(S\text{mall})} = R_i + g_{ia} \frac{x^a}{\varrho} \) (see (4.1b)) and are similar; we omit the details.

Inequality (12.33) follows from expanding \( \frac{x^i}{\varrho} = \frac{x^i}{r} + \frac{x^i}{r} \left( \frac{r}{\varrho} - 1 \right) \) and using the identity \( Zx^i = Z^i \) and the estimates (12.7b), (12.9a), (12.28b), (12.30), and (12.32a).

\[ \square \]

### 12.11. Precise pointwise estimates for the rotation vectorfields

In this section, we derive some sharp pointwise estimates for the rotation vectorfields and their spherical covariant derivatives. We carefully estimate the non-small constants such as the “1” on the right-hand side of (12.35a). The reason that we are interested in precise constants is that the same constants appear in the differential operator comparison estimates of Sect. 12.12, and these comparison estimates ultimately affect the number of derivatives we need to close our top-order \( L^2 \) estimates.

**Lemma 12.21 (Precise pointwise estimates for the rotation vectorfields).** Let \( O_{(l)} \) (\( l = 1, 2, 3 \)), be the geometric rotation vectorfield from Def. 6.1. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following pointwise estimates hold on \( \mathcal{M}_U \):\( \mathcal{T}(\text{Bootstrap}), U_0 \):

\[(12.35a) \quad |O_{(l)}| \leq (1 + C\varepsilon^{1/2})\varrho, \]

\[(12.35b) \quad ||O_{(l)}, O_{(m)}|| \leq (1 + C\varepsilon^{1/2})\varrho, \]

\[(12.35c) \quad |\nabla O_{(l)}|^2 \leq 2(1 + C\varepsilon^{1/2}). \]
Furthermore, let \( \tilde{g}, \tilde{g}^{-1}, \) and \( \Pi \) be the \( S_{t,u} \) tensorfields from Defs. 3.8 and 3.38. Then the following pointwise estimates for rectangular components hold on \( T_{\{\text{bootstrap}\}} U_0, (a, b, i, j, m, n = 1, 2, 3): \)

\[
(12.36a) \quad \left( \tilde{g}^{-1} \right)^{mn} - \tilde{g}^{-2} \sum_{l=1}^{3} O_{(l)}^m O_{(l)}^n \lesssim \varepsilon^{1/2} \ln(e + t) \left( 1 + t \right).
\]

\[
(12.36b) \quad \tilde{g}_{ij} \left( \tilde{g}^{-1} \right)^{mn} - \Pi_i \Pi_j^{mn} - \sum_{l=1}^{3} (\nabla_i O_{(l)}^m)(\nabla_j O_{(l)}^n) \lesssim \varepsilon^{1/2} \ln(e + t) \left( 1 + t \right).
\]

\[
(12.36c) \quad \left( \tilde{g}^{-1} \right)^{mn} - \sum_{l=1}^{3} (\tilde{g}^{-1})^{ab}(\nabla_a O_{(l)}^m)(\nabla_b O_{(l)}^n) \lesssim \varepsilon^{1/2} \ln(e + t) \left( 1 + t \right).
\]

\[
(12.36d) \quad \sum_{l=1}^{3} O_{(l)}^m \nabla_i O_{(l)}^n \lesssim \varepsilon^{1/2} \ln(e + t).
\]

**Proof.** We first prove (12.35a). Since \( O_{(l)} \) is \( S_{t,u} \)-tangent, the following identities hold relative to the rectangular spatial coordinates: \( O_{(l)}^2 = g_{ab} O_{(l)}^a O_{(l)}^b \). Using this equation, equations (2.4) and (6.5), and the fact that \( g_{ab} R^a b = 1 \) (see (3.20c)), we deduce that

\[
| O_{(l)} |^2 \leq \delta_{ab} O_{(Flat;l)}^a O_{(Flat;l)}^b + C \left[ g_{ab} (\text{Small})^a O_{(Flat;l)}^a O_{(Flat;l)}^b \right] + C \varepsilon^2.
\]

Next, using (6.2) and the estimate (12.9b), we deduce that \( \delta_{ab} O_{(Flat;l)}^a O_{(Flat;l)}^b \leq \sum_{a=1}^{3} (X^a)^2 = r^2 \leq (1 + C \varepsilon^{1/2}) \varepsilon^2 \). Inequality (12.35a) therefore easily follows once we show that \( g_{ab} (\text{Small})^a O_{(Flat;l)}^a O_{(Flat;l)}^b \leq C \varepsilon^{1/2} \varepsilon \) and \( | \Theta_{(l)} | \leq C \varepsilon^{1/2} \varepsilon \). The first of these two estimates follows from definition (6.2) and the estimates (12.9a) and (12.15a). The second estimate follows from (12.29b).

We now prove (12.35b). We take the norm of each term on the right-hand side of (6.9). By (12.35a), the first term is in magnitude \( \lesssim (1 + C \varepsilon^{1/2}) \varepsilon \). It remains for us to show that the terms on the right-hand side of (6.10) are in magnitude \( \lesssim \varepsilon^{1/2} \varepsilon \). To see that the terms on the first line of the right-hand side of (6.10) are in fact \( \lesssim \varepsilon \ln^2(e + t) (1 + t)^{-1} \), we use the bootstrap assumption (AUX) and the estimates (12.29b) and (12.35a). To see that the terms on the third line of the right-hand side of (6.10) are in fact \( \lesssim \varepsilon \ln^2(e + t) (1 + t)^{-1} \), we treat all lowercase Latin-indexed quantities as scalar valued functions and the \( \delta x^c \) as \( S_{t,u} \) one-forms. The desired bound follows from the bootstrap assumption (AUXLR) and the estimates (12.10), (12.15a), and (12.29b). To see that the terms on the second line of the right-hand side of (6.10) are in fact \( \lesssim \varepsilon \ln(e + t) (1 + t)^{-1} \), we use the estimates (12.29b), (12.35a), and the estimate \( | \Theta_{(Tan-\Psi)} | \lesssim (e + t)^{-2} \). To prove this latter bound, we first use (4.11d) to write \( \Theta_{(Tan-\Psi)} = G_{(Frame)} \left( \frac{L \Psi}{\Phi} \right) \). By the bootstrap assumptions (BAΨ), the terms in the array of \( \Psi \) derivatives are \( \lesssim (e + t)^{-2} \) in magnitude. It remains for us to show that \( | G_{(Frame)} | \lesssim 1 \). To this end, we note that the rectangular components of the \( S_{t,u} \) tensorfields belonging to the array \( G_{(Frame)} \) (see Def. 3.61) can be viewed as smooth functions of \( \Psi \), of the rectangular components of the vectorfields \( L \) and \( R \), and of the rectangular components of the \( S_{t,u} \) projection tensorfield \( \Pi \). Hence, from
inequality (12.17), the estimate (12.16), and the bootstrap assumptions (BAW) and \( \text{AUXLR}_{\text{small}} \), we deduce that \(|G_{\text{frame}}| \lesssim 1\) as desired.

We now prove (12.36a). To begin, we first expand (12.37)
\[
(g^{-1})^{mn} = \left\{ \delta^{mn} - \frac{x^m x^n}{r^2} \right\} + \left\{ \frac{1}{r^2} - \frac{1}{g^2} \right\} x^m x^n + \left\{ (g^{-1})^{mn} - \left( \delta^{mn} - \frac{x^m x^n}{g^2} \right) \right\}.
\]
Using (6.2), it is straightforward to verify that the first difference on the right-hand side of (12.37) can be expressed as
\[
\left\{ \delta^{mn} - \frac{x^m x^n}{r^2} \right\} = \sum_{i=1}^3 r^{-2} O_{i}^{n}(\text{Flat},l) O_{i}^{m}.\]

From equation (6.5) and the estimates (12.27b) and (12.29b), we deduce that \(|O_{i}^{n}(\text{Flat},l) - O_{i}^{m}(\text{Flat},l)| \lesssim \varepsilon^{1/2} \ln(e + t)\). Also using the estimates (12.9a) and (12.9b), we deduce from (12.38) that
\[
\left\{ \delta^{mn} - \frac{x^m x^n}{g^2} \right\} = \sum_{i=1}^3 O_{i}^{m} O_{i}^{n} + \text{error terms that are in magnitude } \lesssim \varepsilon^{1/2} \ln(e + t)(1 + t)^{-1}.
\]

To bound the second difference \(\left\{ \frac{1}{r^2} - \frac{1}{g^2} \right\} x^m x^n\) on the right-hand side of (12.37), we use the estimates (12.29a) and (12.29b) to deduce that it is in magnitude \(\lesssim \varepsilon^{1/2} \ln(e + t)(1 + t)^{-1}\) as desired.

To bound the final difference on the right-hand side of (12.37), we use the estimate (12.15c) to deduce that its magnitude is \(\lesssim \varepsilon^{1/2} \ln(e + t)(1 + t)^{-1}\) as desired.

We now prove (12.36b). We use the identity (7.24) and as above, we treat all uppercase Latin indices as tensorial \(S_{x,t}\) indices, and all lowercase Latin-indexed quantities as scalar-valued functions. The decomposition \(\chi = \frac{\hat{g}}{g} + \chi^{(\text{small})}\) (see (4.1c)) and same arguments used above imply that the norms of the last three products on the right-hand side of (7.24) are (viewed as \(S_{x,t}\) tensors) in magnitude \(\lesssim \varepsilon^{1/2} \ln(e + t)(1 + t)^{-1}\). Furthermore, the first term \(\delta_{iab} x^a \otimes \delta^{ij} x^j\) is (viewed as an \(S_{x,t}\) tensor) in magnitude by \(\lesssim 1\). By Cor. 12.14 the same estimates hold for the rectangular components of these tensors. Furthermore, using the identities \(\delta_{i}^a x^a = \Pi_{i}^{a}\) and \(\delta^{ij} x^j = (g^{-1})^{ij}\), we note that the \(i,m\) rectangular components of the type (1) \(S_{x,t}\) tensor \(\delta_{iab} x^a \otimes \delta^{ij} x^j\) are \(\delta_{iab} \Pi_{i}^{a} (g^{-1})^{mb}\). Hence, the main contribution to the sum \(\sum_{i=1}^3 (\nabla_{i} O_{i}^{n}) (\nabla_{j} O_{j}^{m})\) comes from the product term \(\sum_{i=1}^3 \epsilon_{iab} \epsilon_{cd} \Pi_{i}^{a} (g^{-1})^{mb} \Pi_{j}^{c} (g^{-1})^{nd} = \delta^{kl} \epsilon_{kab} \epsilon_{bcd} \Pi_{i}^{a} (g^{-1})^{mb} \Pi_{j}^{c} (g^{-1})^{nd}\), and the desired estimate (12.36b) will follow once we prove the following estimate:

(12.39)
\[
|g_{ij} (g^{-1})^{mn} - \Pi_{i}^{a} \Pi_{j}^{m} - \delta_{ij} \epsilon_{kab} \epsilon_{bcd} \Pi_{i}^{a} (g^{-1})^{mb} \Pi_{j}^{c} (g^{-1})^{nd}| \lesssim \varepsilon^{1/2} \ln(e + t)(1 + t)^{-1}.
\]

To proceed, we first use the identity \(\delta_{ij} \epsilon_{kab} \epsilon_{bcd} = \delta_{ab} \delta_{cd} - \delta_{ad} \delta_{bc}\) to deduce that the third (final) product on the left-hand side of (12.39) is equal to

(12.40)
\[
\{ \delta_{ac} \delta_{bd} - \delta_{ad} \delta_{bc}\} \Pi_{i}^{a} (g^{-1})^{mb} \Pi_{j}^{c} (g^{-1})^{nd}.
\]

Thus, to conclude (12.36b), we have only to show that (12.40) is equal to \(g_{ij} (g^{-1})^{mn} - \Pi_{i}^{a} \Pi_{j}^{m}\) plus error terms that are in magnitude \(\lesssim \varepsilon^{1/2} \ln(e + t)(1 + t)^{-1}\). To this
end, we use (12.15c) and (12.16) to replace $\delta_{ac}\delta_{bd} - \delta_{ad}\delta_{bc}$ with $g_{ac}g_{bd} - g_{ad}g_{bc}$ plus an error term that is in magnitude $\lesssim \epsilon^{1/2} \ln(e + t)(1 + t)^{-1}$ plus tensorial products of one-forms that are $g$–dual to $R$ and hence are annihilated by the factor $\Pi_i^a(\tilde{g}^{-1})^{mb}\Pi_j^c(\tilde{g}^{-1})^{nd}$ in (12.40). Finally, after this replacement-up-to-errors, we compute that

$$\{g_{ac}g_{bd} - g_{ad}g_{bc}\} \Pi_i^a(\tilde{g}^{-1})^{mb}\Pi_j^c(\tilde{g}^{-1})^{nd} = \tilde{g}_{ij}(\tilde{g}^{-1})^{mn} - \Pi_i^m\Pi_j^n$$

as desired.

We now prove (12.36c). To this end, we use the identities $(\tilde{g}^{-1})^{ij}\tilde{g}_{ij} = 2$, $(\tilde{g}^{-1})^{ij}\Pi_i^m = \Pi_i^{im}$, and $\Pi_i^m\Pi_j^n = (\tilde{g}^{-1})^{mn}$ to deduce that the contraction against $(\tilde{g}^{-1})^{ij}$ of the quantity under the norm on the left-hand side of (12.36b) is exactly the quantity under the norm on the left-hand side of (12.36c). The desired estimate (12.36c) now follows from the estimates (12.16) and (12.36b).

We now prove (12.35c) with the help of the identity (7.24). In our proof of (12.36b), we showed that the norms of the last three products on the right-hand side of (12.24) are (viewed as $S_{t,u}$ tensors) in magnitude $\lesssim \epsilon^{1/2} \ln(e + t)(1 + t)^{-1}$. Using the identity $\partial^a x^n g_{a} x^c = (\tilde{g}^{-1})^{ij}\partial_i x^n \partial_j x^c = (\tilde{g}^{-1})^{ac}$, we deduce that the square of the norm of the first product on the right-hand side of (7.24) is (viewed as a type $(\frac{1}{2})$ $S_{t,u}$ tensor) equal to

$$|\epsilon_{iab}\epsilon_{gcd}(\tilde{g}^{-1})^{ac}(\tilde{g}^{-1})^{bd}|,$$

where there is no summation over $l$ in (12.42). The expression (12.42) can be viewed as the square of the norm of the projection of the type $(\frac{3}{2})$ $\Sigma_t$ tensor $\epsilon_{i..}$ onto $S_{t,u}$. Using the fact that the norm of the projection of such a tensor is no larger than the norm of the tensor itself, we deduce that (12.42) is $\leq \epsilon_{iab}\epsilon_{gcd}(\tilde{g}^{-1})^{ac}(\tilde{g}^{-1})^{bd}$, where $\tilde{g}^{-1}$ is as in Def. 3.8. Using (12.15b), we see that we can replace $(\tilde{g}^{-1})^{ac}$ and $(\tilde{g}^{-1})^{bd}$ respectively with $\delta^{ac}$ and $\delta^{bd}$ up to an error term that is in magnitude $\lesssim \epsilon(1 + t)^{-1}$. The term arising after the replacement verifies

$$|\epsilon_{iab}\epsilon_{gcd}\delta^{ac}\delta^{bd}| = 2.$$

Combining the above estimates, we conclude the desired inequality (12.35c).

Finally, we prove (12.36d). Using Cor. 12.14, we see that it suffices to prove the following type $(\frac{3}{2})$ $S_{t,u}$ tensor bound:

$$\sum_{l=1}^{3} |O(t) \otimes \nabla O(t)| \lesssim \epsilon^{1/2} \ln(e + t).$$

Using the identities (6.8) and (7.24), the estimates (12.15a) and (12.35a), and the line of reasoning that we used at the beginning of the proof of (12.36b), we see that the main contribution to the tensor on the right-hand side of (12.44) is $\delta^{kl}\epsilon_{kab}\epsilon_{gcd}x^a g^b \otimes x^c \otimes g^d x^d$ and that all remaining error terms are in magnitude $\lesssim \epsilon^{1/2} \ln(e + t)$. Hence, it suffices to prove the following $S_{t,u}$ tensor bound:

$$|\delta^{kl}\epsilon_{kab}\epsilon_{gcd}x^a g^b \otimes x^c \otimes g^d x^d| \lesssim \epsilon^{1/2} \ln(e + t).$$

Using Cor. 12.14, we see that it suffices to prove the same bound for the rectangular $m, n, p$ components of the $S_{t,u}$ tensor on the left-hand side of (12.45). Using the
identity \( \delta^{kl} \epsilon_{kab} \epsilon_{lcd} = \delta_{ac} \delta_{bd} - \delta_{ad} \delta_{bc} \), we see that the rectangular components of interest can be expressed as

\[
\{\delta_{ac} \delta_{bd} - \delta_{ad} \delta_{bc}\} x^a (g^{-1})^{mb} \Pi_p (g^{-1})^{nd} = x^c \delta_{bd} (g^{-1})^{mb} \Pi_p (g^{-1})^{nd} - x^d \delta_{bc} (g^{-1})^{mb} \Pi_p (g^{-1})^{nd}.
\]

To prove the desired estimate for the rectangular components, we first use (12.32a) to replace \( x^c \) with \(-\varrho R_c\) and \( x^d \) with \(-\varrho R_d\) plus an error term with magnitude \( \lesssim \varepsilon^{1/2} \ln(e+ t)\). Furthermore, (12.16) implies that the remaining "non-\( x\)" factors on the right-hand side of (12.46) are in magnitude \( \lesssim 1 \), so that the total product generated by the error term is in magnitude \( \lesssim \varepsilon^{1/2} \ln(e+ t)\) as desired. We now note that the \( \varrho R_c\) and \( \varrho R_d\) terms can be viewed as the components of one-forms that are \( S_{t,u}\) -orthogonal. Since the \( c \) and \( d \) indices in (12.46) are paired with the rectangular components of \( S_{t,u}\) tensors, these terms lead to products that completely vanish. We have thus proved (12.36d).

\[
\square
\]

### 12.12. Precise pointwise differential operator comparison estimates

In this section, we derive some pointwise differential operator comparison estimates. Most of the estimates are sharp in the sense that the explicit order 1 constants are the same constants that our proofs would yield in the case of Minkowski spacetime.

**Lemma 12.22 (\( \nabla \) in terms of \( \mathcal{L}_\varrho \)).** Let \( f \) be a scalar-valued function and let \( \{O_{(1)}, O_{(2)}, O_{(3)}\} \) be the geometric rotation vectorfields from Def. 6.1. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following pointwise estimates hold on \( \mathcal{M}_{(\text{bootstrap}), U_0} \):

\[
(12.47a) \quad \varrho^2 |\varrho f|^2 \leq (1 + C \varepsilon^{1/2}) \sum_{l=1}^3 |O_{(l)} f|^2,
\]

\[
(12.47b) \quad \varrho^2 \left| \nabla^2 f \right|^2 + |\varrho f|^2 \leq (1 + C \varepsilon^{1/2}) \sum_{l=1}^3 \left| \varrho O_{(l)} f \right|^2,
\]

\[
(12.47c) \quad \varrho^2 |\Delta f|^2 \leq 2(1 + C \varepsilon^{1/2}) \sum_{l=1}^3 \left| \varrho O_{(l)} f \right|^2.
\]

Similarly, if \( \xi \) is an \( S_{t,u} \) one-form, then

\[
(12.48) \quad \varrho^2 \left| \nabla \xi \right|^2 + |\xi|^2 \leq (1 + C \varepsilon^{1/2}) \sum_{l=1}^3 \left| \mathcal{L}_{O_{(l)}} \xi \right|^2.
\]

In addition, if \( \xi \) is a symmetric type \( \left(^0\right)_2 \) \( S_{t,u} \) tensorfield, then

\[
(12.49) \quad \varrho^2 \left| \nabla \xi \right|^2 + 4 |\xi|^2 \leq (1 + C \varepsilon^{1/2}) \sum_{l=1}^3 \left| \mathcal{L}_{O_{(l)}} \xi \right|^2 + C \varepsilon^{1/2} (\text{tr}_g \xi)^2.
\]

Finally, if \( \xi \) is a symmetric type \( \left(^0\right)_2 \) \( S_{t,u} \) tensorfield, then

\[
(12.50) \quad |\mathcal{L}_{O} \xi| \leq C \varrho |\nabla \xi| + C|\xi|.
\]
Proof. First, we note that (12.47c) follows from (12.47b) and the fact that 
\[ |\tau \xi| \leq 2|\xi|^2 \]
for type \( (0,2) \) \( S_{t,u} \) tensors. Next, we note that (12.47b) follows from (12.48) with \( \xi := d/f \) and the identity \( L/O \frac{d}{f} = \frac{d}{L/O f} = \frac{d}{Of} \), (that is, Lemma 8.6). Hence, to complete the proof of the lemma, we have to prove (12.47a), (12.48), (12.49), and (12.50).

To prove these inequalities, we first use Lemma 3.57 to deduce that the following identity holds for any type \( (0,k) \) \( S_{t,u} \) tensorfield \( \xi \) with rectangular components \( \xi_{j_1 \cdots j_k} \):

\[
\mathcal{L}_{O(l)} \xi_{j_1 \cdots j_k} = \nabla_{O(l)} \xi_{j_1 \cdots j_k} + \sum_{i=1}^{k} \xi_{j_{i-1} j_{i} j_{i+1} \cdots j_k} \nabla_j O_m(l).
\]

We now note that the desired estimate (12.50) follows easily from (12.51), (12.35a), and (12.35c).

To prove the remaining estimates, we first square the norms of both sides of (12.51) (viewed as \( S_{t,u} \) tensors) and then sum over the index \( l \) to deduce that (where we suppress the indices from (12.51))

\[
3 \sum_{l=1}^{3} |\mathcal{L}_{O(l)} \xi|^2 = 3 \sum_{l=1}^{3} |O_m(l) \nabla_{m} \xi|^2 + 2 \sum_{l=1}^{3} \sum_{i=1}^{k} (O_m(l) \nabla_{m} \xi)^{\# \cdots \#} \cdot (\nabla_{O(l)})^n \xi_{\cdots n} 
+ \sum_{l=1}^{3} \left( \sum_{i=1}^{k} (\nabla_{O(l)})^m \xi_{\cdots m} \right)^2.
\]

From (12.36a) and Cor. 12.14, we deduce that the first sum on the right-hand side of (12.52) is equal to \( \rho^2 |\nabla \xi|^2 \) plus an error term that is in magnitude \( \lesssim \varepsilon^{1/2} \rho^2 |\nabla \xi|^2 \).

Furthermore, using (12.36c) and Cor. 12.14, we deduce that the second sum (which is a double sum) is in magnitude \( \lesssim \varepsilon^{1/2} \rho^2 |\nabla \xi|^2 + \varepsilon^{1/2}|\xi|^2 \).

We split the analysis of the last (double) sum on the right-hand side of (12.52) into the cases where \( \xi \) is a function, type \( (0,1) \), and symmetric type \( (0,2) \) respectively.

If \( \xi \) is a function \( f \), then the left-hand side of (12.51) is equal to \( \sum_{l=1}^{3} |O(l) f|^2 \) while the estimates in the previous paragraph imply that the right-hand side is equal to \( \rho^2 |\nabla f|^2 \) plus an error term that is in magnitude \( \lesssim \varepsilon^{1/2} \rho^2 |\nabla f|^2 \) (note the second and third sums on the right-hand side of (12.52) are absent in this case). The desired estimate (12.47a) easily follows from these facts.

If \( \xi \) is type \( (0,1) \), then the last (double) sum on the right-hand side of (12.52) is equal to

\[
3 \sum_{i=1}^{3} (\rho^{-1})^i \mathcal{J}^i (\nabla_j O_m(l))(\nabla_j O_m(l)) \xi_m \xi_n.
\]

Hence, using (12.36c) and Cor. 12.14, we deduce that the last sum is equal to \( |\xi|^2 \) plus an error term that is in magnitude \( \lesssim \varepsilon^{1/2}|\xi|^2 \).
If $\xi$ is symmetric type $\binom{n}{g}$, then the last (double) sum on the right-hand side of (12.52) is equal to

\begin{equation}
(12.54)
2 \sum_{l=1}^{3} (g^{-1})^{jj'} (g^{-1})^{kk'} \xi_{mj} \xi_{nj'} (\nabla_k O^{m}_{(l)}) (\nabla_k O^{n}_{(l)})
\end{equation}

\begin{equation}
+ 2 \sum_{l=1}^{3} (g^{-1})^{jj'} (g^{-1})^{kk'} \xi_{mj} \xi_{nk'} (\nabla_k O^{m}_{(l)}) (\nabla_j O^{n}_{(l)}).
\end{equation}

Inequality (12.36c) and Cor. 12.14 imply that the first sum in (12.54) is equal to $2|\xi|^2$ plus an error term that is in magnitude $\lesssim \varepsilon^{1/2}|\xi|^2$. Furthermore, using (12.36b) and Cor. 12.14 we deduce that the second sum in (12.54) is equal to $2|\xi|^2 - 2(\text{tr}\xi)^2$ plus an error term that is in magnitude $\lesssim \varepsilon^{1/2}|\xi|^2$. The desired estimate (12.49) now follows easily from these two estimates for the sums in (12.54), our prior analysis of the first two sums on the right-hand side of (12.52), and the identity $|\xi|^2 = \frac{1}{2}(\text{tr}\xi)^2 + |\bar{\xi}|^2$. This completes the proof of Lemma 12.22 \(\square\)

12.13. Useful estimates for avoiding detailed commutators
In this section, we provide some non-optimal commutator estimates for vector-fields acting on functions. The estimates are useful when precision is not required.

**Lemma 12.23 (Estimates for avoiding detailed commutators).** Let $f$ be a function, and let $1 \leq N \leq 24$ be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4 if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold on $\mathcal{M}_{T(\text{bootstrap}),U_0}$:

\begin{equation}
(12.55) \quad \left( \begin{array}{c}
\partial \mathcal{L}^{N} L f \\
\mathcal{L}^{N} R f \\
\mathcal{L}^{N} \mathcal{D} f
\end{array} \right) \lesssim \left( \begin{array}{c}
\partial \mathcal{L} \mathcal{L}^{\leq N} f \\
\mathcal{L} \mathcal{L}^{\leq N} f \\
\partial \mathcal{L} \mathcal{L}^{\leq N} f
\end{array} \right),
\end{equation}

\begin{equation}
(12.56) \quad |\mathcal{L}^{N} f| \lesssim \left( \begin{array}{c}
\partial \mathcal{L} \mathcal{L}^{\leq N-1} f \\
\mathcal{L} \mathcal{L}^{\leq N-1} f \\
\partial \mathcal{L} \mathcal{L}^{\leq N-1} f
\end{array} \right),
\end{equation}

\begin{equation}
(12.57) \quad \left( \begin{array}{c}
\partial \mathcal{L} \mathcal{L}^{\leq N-1} f \\
\mathcal{L} \mathcal{L}^{\leq N-1} f \\
\partial \mathcal{L} \mathcal{L}^{\leq N-1} f
\end{array} \right) \lesssim |\mathcal{L}^{\leq N} f|.
\end{equation}

**Proof.** We first prove (12.55). The estimate for $\partial \mathcal{L} \mathcal{L}^{N} \mathcal{D} f$ follows trivially from Lemma 8.6. To deduce the estimate for $\partial \mathcal{L}^{N} L f$, we express $L f = \partial^{-1} Z f$, where $Z := \partial L \in \mathcal{L}$. Then using (12.71), we deduce that $|\partial \mathcal{L}^{N} L f| \lesssim |\mathcal{L}^{\leq N+1} f|$. If $\mathcal{L}^{\leq N+1} = \partial \mathcal{L} \mathcal{L}^{\leq N}$, or $\mathcal{L}^{\leq N+1} = \mathcal{L} \mathcal{L}^{\leq N}$, then the desired bound is obvious. If $\mathcal{L}^{\leq N+1} = O \mathcal{L} \mathcal{L}^{\leq N}$, then we use (12.36a) to deduce that $|O \mathcal{L}^{\leq N} f| \lesssim |O| |\mathcal{D}^{\leq N} f| \lesssim |O| |\mathcal{L}^{\leq N} f|$. In remains for us to prove the estimate (12.55) for $\mathcal{L}^{N} R f$. We denote $\mathcal{L}^{N} R := \mathcal{L}^{N+1}$. If $\mathcal{L}^{N+1} = \partial \mathcal{L} \mathcal{L}^{N}$ or $\mathcal{L}^{N+1} = \mathcal{L} \mathcal{L}^{N}$, then the desired bound is obvious. If $\mathcal{L}^{N+1} = O \mathcal{L}^{N}$, then we argue as we did at the end of the previous paragraph. We have thus proved (12.55).
Inequalities (12.56) and (12.57) can be proved using similar arguments and, in the case of the estimate (12.57) for $\varrho_d / Z \leq N - 1 f$, inequality (12.47a); we omit the details.

12.14. Estimates for the derivatives of the angular differential of the rectangular spatial coordinate functions

In this section, we derive pointwise estimates for the $S_{t,u}$—projected Lie derivatives of $\partial x^i$, ($i = 1, 2, 3$).

**Lemma 12.24 (Pointwise estimates for $\partial x^i$).** Let $0 \leq N \leq 24$ be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1–12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold on $M_{T(\text{Bootstrap}), U_0}$:

\begin{align}
\left\| \mathcal{L}_x^{N-N} \partial x^i \right\|, \left\| \mathcal{L}_x^{N} \partial x^i \right\| & \lesssim |\mathcal{I}^{N}\Psi| + \frac{1}{1 + t}\left( \sum_{a=1}^{3} \varrho \left| \mathcal{I}^{N} I_a^{(\text{Small})} \right| \right) + 1, \\
\left\| \mathcal{L}_x^{\leq 12} \partial x^i \right\| & \lesssim 1.
\end{align}

**Proof.** To prove (12.58a) and (12.58b), we use Lemma 8.6 and (12.47a) to deduce that $|\mathcal{L}_x^{N}\partial x^i| \lesssim (1 + t)^{-1}|\mathcal{I}^{N+1}\partial x^i| = (1 + t)^{-1}|\mathcal{I}^{N} Z^i|$. The desired estimates thus follow from (12.27a) and (12.28b).

12.15. Pointwise estimates for the Lie derivatives of the frame components of the derivative of the rectangular components of the metric with respect to the solution

In this section, we derive pointwise estimates for the $S_{t,u}$—projected Lie derivatives of the arrays of $S_{t,u}$ tensorfields $G_{(\text{Frame})}$ and $G'_{(\text{Frame})}$.

**Lemma 12.25 (Pointwise estimates for the Lie derivatives of $G_{(\text{Frame})}$ and $G'_{(\text{Frame})}$).** Let $G_{(\text{Frame})}$ and $G'_{(\text{Frame})}$ be the arrays of $S_{t,u}$ tensorfields given by Defs. 2.7 and 3.61. Let $0 \leq N \leq 24$ be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1–12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold on $M_{T(\text{Bootstrap}), U_0}$:

\begin{align}
\left\| \mathcal{L}_x^{N} G_{(\text{Frame})} \right\| & \lesssim |\mathcal{I}^{N}\Psi| + \frac{1}{1 + t}\left( \sum_{a=1}^{3} \varrho \left| \mathcal{I}^{N} I_a^{(\text{Small})} \right| \right) + 1, \\
\left\| \mathcal{L}_x^{\leq 12} G_{(\text{Frame})} \right\| & \lesssim 1.
\end{align}

Furthermore, the same estimates hold for $G'_{(\text{Frame})}$.

**Proof.** We prove only the desired estimate for the $S_{t,u}$ one-form $\mathcal{G}_{E}$; the proofs of the estimates for the remaining elements of $G_{(\text{Frame})}$ and for $G'_{(\text{Frame})}$ are essentially the same. We use the notation of Lemma 4.14. Since the rectangular components $G_{\mu\nu} = G_{\mu\nu}(\Psi)$ are smooth functions of $\Psi$, the bootstrap assumptions (BA$\Psi$) imply that $|G_{\mu\nu}| \lesssim 1$. Using in addition the estimates (12.27a) and the
estimates (12.16) for the rectangular components of $\hat{g}^{-1}$ and the $S_{t,u}$ projections $\Pi$, we conclude that the scalar functions $G_{La}$ and the $S_{t,u}$ one-forms $G'_{L}$ are $\lesssim 1$ in magnitude. For the same reasons, the same estimates hold with $G'$ in place of $G$ and also with any higher derivative $\frac{d^k}{d\Psi^k}G$, $k \geq 2$, in place of $G$. Furthermore, Lemma 8.6 inequality (12.47a), and the estimates (12.27b) and (12.28b) imply that $\|\mathcal{L}^{\leq 12}L\|_{C^0(\Sigma^r_t)}$ and that for any $Z \in \mathcal{Z}$, $\|\mathcal{L}^{\leq 11}\frac{d^2}{dZ^1}\|_{C^0(\Sigma^r_t)}$, $\|\mathcal{L}^{\leq 11}\frac{d^2}{dZ^1}\|_{C^1(\Sigma^r_t)} \lesssim 1$. Using all of these estimates and the bootstrap assumptions (BAΨ), we now repeatedly differentiate the identity (4.31b) (with $V = L$ in the identity) with respect to vectorfields $Z \in \mathcal{Z}$ and use Lemma 8.6 and inequality (12.47a) to deduce that

\[
(12.60) \quad \left| \mathcal{L}^N_{\mathcal{Z}} G'_{L} \right| \lesssim \left| \mathcal{Z}^{\leq N} \Psi \right| + \sum_{a=1}^{3} \left| \mathcal{Z}^{\leq N} L^a \right| + \sum_{a=1}^{3} \left| \frac{d^2}{dZ^1} \mathcal{Z}^{\leq N-1} Z^a \right|
\]

\[
\lesssim \left| \mathcal{Z}^{\leq N} \Psi \right| + \sum_{a=1}^{3} \left| \mathcal{Z}^{\leq N} L^a \right| + \frac{1}{\theta} \sum_{a=1}^{3} \sum_{a=1}^{3} \left| \mathcal{Z}^{\leq N} Z^a \right| .
\]

The desired estimate (12.59a) for $G'_{L}$ now follows from (12.60), (12.27a) and (12.28a). Inequality (12.59b) for $G''_{L}$ then follows from (12.59a) and the bootstrap assumptions. This completes our proof of the estimates for $G'_{L}$. We remark that the proofs of the estimates involving contractions against $R$ (such as the estimates for $G'_{R}$) are similar but also rely on the estimates (12.27a)-(12.27b) for $R'$. This completes our proof of the lemma. □

12.16. Crude pointwise estimates for the Lie derivatives of the angular components of the deformation tensors

In this section, for various vectorfields $V$, we provide some crude pointwise estimates for the $S_{t,u}$ projected Lie derivatives of the $S_{t,u}$ tensorfields $(V)\hat{f}$ and the Lie derivatives of some related tensorfields.

Lemma 12.26 (Crude pointwise estimates for the Lie derivatives of the angular components of the deformation tensors). Let $\chi$ and $\chi^{(Small)}$ be the $S_{t,u}$ tensorfields defined in (3.70) and (4.1c). Let $0 \leq N \leq 23$ be an integer and let $Z \in \mathcal{Z}$ be a commutation vectorfield. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following pointwise
estimates hold on $\mathcal{M}_T(\mathcal{U}_{\text{bootstrap}}); U_0$:

$$\begin{pmatrix}
\varrho \mathcal{L}^N X \\
\varrho \mathcal{L}^N X^\# \\
\varrho \mathcal{L}^N \text{tr}_g X \\
\mathcal{L}^N (Z)^\# \\
\mathcal{L}^N (Z)^\#^\# \\
\varrho \mathcal{L}^N \text{tr}_g (Z)^\# \\
\mathcal{L}^{N+1} \mathcal{g} \\
\mathcal{L}^{N+1} \mathcal{g} - 1
\end{pmatrix} \leq
\begin{pmatrix}
\varrho L \mathcal{F}^{\leq N} \Psi \\
\tilde{R} \mathcal{F}^{\leq N} \Psi \\
\varrho \mathcal{G} \mathcal{F}^{\leq N} \Psi \\
\mathcal{G} \mathcal{F}^{\leq N} \Psi \\
\end{pmatrix} + \frac{1}{1 + t} \left( \mathcal{F}^{\leq N+1} (\mu - 1) \right) + 1,$$

where

$$\left\| \mathcal{L}^{N+1} \mathcal{g} \right\|_{C^0(\Sigma^1)} \lesssim 1.$$

**Proof.** Throughout this proof, we use the bootstrap assumptions (BA$\psi$), (AUX$\mu$), and (AUX$\mathcal{L}_R^{(*)}$). We first prove (12.61a) for $\mathcal{g}$. We differentiate both sides of the identity $\mathcal{g}_{AB} = g_{ab} A^a B^b$ with the operator $\mathcal{L}^N_{\mathcal{g}}$ and apply the Leibniz rule to the right-hand side. We treat all uppercase Latin indices as tensorial $S_{\mu}$ indices and all lowercase Latin-indexed quantities as scalar-valued functions. We use (8.5) to commute the operator $\mathcal{L}^N_{\mathcal{g}}$ under $\mathcal{g}$. It follows that

$$\left\| \mathcal{L}^{N+1} \mathcal{g} \right\| \lesssim \sum_{N_1 + N_2 + N_3 = N + 1} \left\| \mathcal{F}^{N_1} g_{ab} \left\| \mathcal{g} \mathcal{F}^{N_2} x^a \right\| \mathcal{g} \mathcal{F}^{N_3} x^b \right\|.$$

The desired estimate (12.61a) for $\mathcal{L}^{N+1} \mathcal{g}$ now follows from (12.62) and the estimates (12.58a), (12.58b), (12.14a), (12.15a), and (12.56). The desired estimate (12.61b) for $\mathcal{L}^{N+1} \mathcal{g}$ then follows from the estimate (12.61a) for $\mathcal{L}^{N+1} \mathcal{g}$ and the bootstrap assumptions.

To prove the estimate (12.61a) for $(\mathcal{g})^{(*)}$, we simply note that by Lemma 7.5, we have $(\mathcal{g})^{(*)} = \mathcal{L}_{\mathcal{g}}^{\mathcal{g}}$. Hence the desired estimate for $\mathcal{L}^{N+1} (\mathcal{g})^{(*)}$ follows from the previously proven estimate for $\mathcal{L}^{N+1} \mathcal{g}$. The desired estimate (12.61b) for $(\mathcal{g})^{(*)}$ then follows from the estimate (12.61a) for $(\mathcal{g})^{(*)}$ and the bootstrap assumptions.

To prove the estimate (12.61a) for $\mathcal{L}^N \mathcal{X}$, we set $\mathcal{Z} = \varrho L$ and note that by Lemma 7.5 (7.4a), and (7.7g), we have $2g\mathcal{X} = \mathcal{L}_{\mathcal{g}}^{\mathcal{g}}$. Using Lemma 12.10, we see that the desired estimate follows from the previously proven estimate for $\mathcal{L}^{N+1} \mathcal{g}$. 


The desired estimate (12.61b) for $\mathcal{L}_{X}^{N}X$ then follows from the estimate (12.61a) for $\mathcal{L}_{X}^{N}X$ and the bootstrap assumptions.

To prove the estimate (12.61a) for $g^{-1}$, we start with the identity $\mathcal{L}_{X}g^{-1} = -(\mathcal{L}_{X}g)^{\#\#}$ (see Lemma 7.5). Applying $\mathcal{L}_{X}^{N}$ to this identity and arguing inductively, we see that the resulting expression involves only $S_{t,u}$-tensorial products of $g^{-1}$ and the Lie derivatives of the $\mathcal{L}_{X}$. From the previously proven estimate (12.61b) for the lower-order derivatives of the $\mathcal{L}_{X}$, we infer that all terms that are quadratic in the derivatives of the $\mathcal{L}_{X}$ can be pointwise bounded by a constant times a term that is linear in the derivatives of the $\mathcal{L}_{X}$. It thus follows that

$$\mathcal{L}_{X}^{N+1}g^{-1} \lesssim \max_{Z \in \mathcal{I}} |\mathcal{L}_{X}^{N}(Z)\mathcal{L}_{X}g^{-1}|,$$

and hence the desired estimate (12.61a) for $\mathcal{L}_{X}^{N+1}g^{-1}$ follows from the previously proven estimate (12.61a) for $\mathcal{L}_{X}^{N}g^{-1}$. The desired estimate (12.61b) for $\mathcal{L}_{X}^{N+1}g^{-1}$ then follows from the estimate (12.61a) for $\mathcal{L}_{X}^{N+1}g^{-1}$ and the bootstrap assumptions. Finally, in view of the schematic identities $\chi^{\#} = g^{-1}\chi$, $(\mathcal{L}_{X}g)^{\#} = g^{-1}(\mathcal{L}_{X}g)$, and $(\mathcal{L}_{X}g)^{\#\#} = (g^{-1})^{2}(\mathcal{L}_{X}g)^{\#}$, we see that the estimates (12.61a) and (12.61b) for $\mathcal{L}_{X}^{N}\chi^{\#}$, $\mathcal{L}_{X}^{N}(\mathcal{L}_{X}g)^{\#}$, and $\mathcal{L}_{X}^{N}(\mathcal{L}_{X}g)^{\#\#}$ follow easily from the Leibniz rule, the previously proven estimates for $g^{-1}$, $\chi$, and $(\mathcal{L}_{X}g)^{\#}$ and the bootstrap assumptions.

**Corollary 12.27 (Pointwise estimates for the Lie derivatives of $G_{\#(\text{Frame})}$).**

Under the assumptions of Lemma 12.25, the estimates (12.59a) and (12.59b) also hold with $G_{\#(\text{Frame})}$ (see (3.78b) and Def. 3.63) in place of $G_{(\text{Frame})}$.

**Proof.** We have the schematic identity $G_{\#(\text{Frame})} = g^{-1}G_{(\text{Frame})}$ for the non-scalar elements of $G_{(\text{Frame})}$. We now differentiate this identity with the Leibniz rule, and use the estimates (12.59a) and (12.59b) for $G_{(\text{Frame})}$ and the estimates (12.61a) and (12.61b) for $g^{-1}$. The corollary thus follows.

**12.17. Two additional crude differential operator comparison estimates**

In this section, we provide two additional differential operator comparison estimates. We do not bother to derive sharp constants in the estimates.

**Lemma 12.28 (A crude differential operator comparison estimate involving $\mathcal{L}_{X}$ in terms of $\mathcal{L}_{\xi}$).** Let $X$ be an $S_{t,u}$-tangent vectorfield and let $\xi$ be an $S_{t,u}$ one-form or a symmetric type $(\mathcal{L}_{X})$ $S_{t,u}$ tensorfield. Under the small-data and bootstrap assumptions of Sects. 12.112.42, if $\varepsilon$ is sufficiently small, then the following pointwise estimate holds on $M_{T(Bottstrap)}$:

$$|\mathcal{L}_{X}\xi| \leq C \frac{1}{1+t} \left( |X||\mathcal{L}_{\xi}^{\#}X| + |\xi||\mathcal{L}_{\xi}^{\#\#}X| \right).$$

**Proof.** Let $X_{\varepsilon}$ be the $S_{t,u}$ one-form that is $\mathcal{L}_{\xi}$-dual to $X$. Using the identity (12.51) with $X$ in place of $O(\varepsilon)$ to express $S_{t,u}$-projected Lie derivatives in terms of $S_{t,u}$-covariant derivatives, we deduce the schematic identity $\mathcal{L}_{X}\xi = X \cdot \nabla \xi + \xi \cdot \nabla X_{\varepsilon}$. From this identity and inequalities (12.48) and (12.49), we deduce that $|\mathcal{L}_{X}\xi| \lesssim (1+t)^{-1} \left( |X||\mathcal{L}_{\xi}^{\#}X| + |\xi||\mathcal{L}_{\xi}^{\#\#}X_{\varepsilon}| \right)$. To bound the Lie derivatives of $X_{\varepsilon}$, we first use (7.4a) to obtain, for any $O \in \mathcal{O}$, $\mathcal{L}_{\mathcal{O}}X_{\varepsilon} = |\mathcal{L}_{\mathcal{O}}(\mathcal{L}_{\xi}X)| \lesssim |\mathcal{L}_{\mathcal{O}}X| + |O||\mathcal{L}_{\xi}^{\#\#}X|$. 

Using this inequality and the estimate (12.61b) (to bound the magnitude of $\mathcal{O}$), we deduce that $|\xi_o X| \lesssim |\xi_o^1 X|$, and the desired estimate (12.64) readily follows. □

**Lemma 12.29** (A crude differential operator comparison estimate involving second-order $S_{t,u}$ covariant derivatives). Let $\xi$ be a symmetric type $(0,2)$ $S_{t,u}$ tensor field. Under the small-data and bootstrap assumptions of Sects. 12.1–12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimate holds on $\mathcal{M}_{T(\text{Bootstrap})} U_0$:

\[(12.65)\quad \varrho^4 |\nabla^2 \xi|^2 \leq C |\xi_o^2 \xi|^2.
\]

**Proof.** We first consider the identity (12.52) with $\nabla/\xi$ in the role of $\xi$, multiply it by $\varrho^2$, and use the line of reasoning just below it together with inequality (12.35c) (to bound the final product on the right-hand side of (12.52)) to deduce that

\[(12.66)\quad \varrho^4 |\nabla^2 \xi|^2 \leq \varrho^2 \sum_{l=1}^3 |\xi_o^{O(l)} \nabla \xi|^2 + \varrho^2 |\nabla \xi|^2.
\]

Using the commutator identity (8.13), the estimate (12.49) and the simple bound $|\text{tr}_g \xi| \lesssim |\xi|$, and the estimate (12.61b) (to bound the magnitude of the Lie derivatives of the $O(l)\xi$), we deduce that the right-hand side of (12.66) is

\[(12.67)\quad \lesssim \varrho^2 \sum_{l=1}^3 |\nabla \xi_o^{O(l)}|^2 + \varrho^2 \sum_{l=1}^3 |\nabla^{O(l)}\xi|^2 + \varrho^2 |\nabla \xi|^2
\]
\[\lesssim |\xi_o^2 \xi|^2 + \sum_{l=1}^3 |\xi_o^{O(l)} \xi|^2 |\xi|^2 \lesssim |\xi_o^2 \xi|^2.
\]

□

**12.18. Pointwise estimates for the derivatives of the re-centered null second fundamental form in terms of other quantities**

In this section, we derive pointwise estimates for the $S_{t,u}$–projected Lie derivatives of the tensor field $\chi^{(\text{Small})}$.

**Lemma 12.30** (Pointwise estimates for $\chi^{(\text{Small})}$ in terms of other quantities). Let $\chi^{(\text{Small})}$ be the $S_{t,u}$ tensor field defined in (4.1c) and let $0 \leq N \leq 23$ be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1–12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold on $\mathcal{M}_{T(\text{Bootstrap})} U_0$:
follow from the estimates for $\chi$ quantities in Lemma 12.26 follow from the estimates for the non-$\#$ quantities (see the corresponding estimates for $\chi$ follows from the estimate (12.68a) for $L$ and the bootstrap assumptions. The desired estimate (12.68b) for $L$ the estimates (12.14a), (12.15a), (12.59a), (12.59b), (12.58a), (12.58b), Lemma 12.23, $L$ The desired estimate (12.68a) for $L$ the right-hand side is written schematically:

$$
\left(\begin{array}{c}
\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})} \\
\mathcal{L}^N_{\bar{X}} \operatorname{tr} \chi^{(\text{Small})} \\
\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})#} \\
\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})##}
\end{array}\right)
\lesssim \frac{1}{1+t} \left| \left( \begin{array}{c}
\phi \vartheta \leq N \, \Psi \\
\hat{R} \vartheta \leq N \, \Psi \\
\phi \hat{L} \leq N \, \Psi \\
\vartheta \leq N \, \Psi
\end{array} \right) \right|
\left(1 + t \right)^2 \left( \sum_{a=1}^{3} \| \vartheta \leq N \, \Re_{\leq N+1}(\chi) \right)
\right|
\lesssim \varepsilon^{1/2} \ln(e + t) \frac{1}{(1 + t)^2}.
$$

(12.68a)

(12.68b)

PROOF. By (12.19a), we have the following identity, where the last product on the right-hand side is written schematically:

$$
\mathcal{L}^{N}_{\bar{X}} \chi^{(\text{Small})} = g_{ab}(\delta_A x^a) \delta_B L_{\text{Small}}^b + G_{\text{Frame}} \left( \frac{L \Psi}{\phi \Psi} \right).
$$

We now apply $\mathcal{L}^{N}_{\bar{X}}$ to both sides of (12.69). As in our proof of (12.61a), we treat all uppercase Latin indices in the term $g_{ab}(\delta_A x^a) \delta_B L_{\text{Small}}^b$ as tensorial $S_{t,u}$ indices, and all lowercase Latin-indexed quantities as scalar-valued functions. The Leibniz rule, the identity (8.5), and inequality (12.47a) thus yield

$$
\left(\begin{array}{c}
\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})} \\
\mathcal{L}^N_{\bar{X}} \operatorname{tr} \chi^{(\text{Small})} \\
\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})#} \\
\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})##}
\end{array}\right)
\lesssim \frac{1}{1+t} \sum_{N_1+2=N} \| \mathcal{L}^{N_1+2} (g_{ab} \vartheta \leq N_1 \vartheta \leq N_1+1) \| \| \mathcal{L}^{N_2} L_{\text{Small}} \|
\left| \begin{array}{c}
\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})} \\
\mathcal{L}^N_{\bar{X}} \operatorname{tr} \chi^{(\text{Small})} \\
\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})#} \\
\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})##}
\end{array}\right|
\left(1 + t \right)^2 \left( \sum_{a=1}^{3} \| \vartheta \leq N \, \Re_{\leq N+1}(\chi) \right)
\right|
\lesssim \varepsilon^{1/2} \ln(e + t) \frac{1}{(1 + t)^2}.
$$

(12.69)

The desired estimate (12.68a) for $\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})}$ now follows from inequality (12.70), the estimates (12.14a), (12.15a), (12.59a), (12.59b), (12.58a), (12.58b), Lemma 12.23, and the bootstrap assumptions. The desired estimate (12.68b) for $\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})}$ then follows from the estimate (12.68a) for $\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})}$ and the bootstrap assumptions.

The desired estimates (12.68a) for $\chi^{(\text{Small})#}$ and $\chi^{(\text{Small})##}$ then follow from the estimates for $\chi^{(\text{Small})}$ in the same way that the estimates for $\#$ quantities in Lemma 12.20 follow from the estimates for the non-$\#$ quantities (see the proof of the lemma).

The desired estimates (12.68a) for $\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})}$ then follow from the corresponding estimates for $\chi^{(\text{Small})#}$, the fact that $\mathcal{L}^{\leq N} \operatorname{tr} \chi^{(\text{Small})}$ is the pure trace of the type $(1)$ tensorfield $\mathcal{L}^N_{\bar{X}} \chi^{(\text{Small})#}$, and the fact that magnitude of
206  12. SMALL DATA, BOOTSTRAP ASSUMPTIONS, AND POINTWISE ESTIMATES

the pure trace of a type \((\mathbb{1})\) tensor field is \(\lesssim\) the magnitude of the type \((\mathbb{1})\) tensor field itself.

The desired estimates \(\text{(12.68a)}\) and \(\text{(12.68b)}\) for \(\hat{\chi}^{\text{Small}}\) then follow from the identity \(\hat{\chi}^{\text{Small}} = \chi^{\text{Small}} - \frac{1}{2} \text{tr}_g \chi^{\text{Small}} \mathbf{g}\), the estimates \(\text{(12.68a)}\) and \(\text{(12.68b)}\) for \(\chi^{\text{Small}}\) and \(\text{tr}_g \chi^{\text{Small}}\), and the estimates of Lemma 12.26 for the quantities \(\mathcal{L}_g^M \mathbf{g}\).

The desired estimates \(\text{(12.68b)}\) and \(\text{(12.68a)}\) for \(\hat{\chi}^{\text{Small}}\#\) and \(\hat{\chi}^{\text{Small}}\##\) then follow from the estimates for \(\hat{\chi}^{\text{Small}}\) in the same way that the estimates for \# quantities in Lemma 12.26 follow from the estimates for the non-\# quantities.

\[ \square \]

12.19. Pointwise estimates for the Lie derivatives of the rotation vectorfields

In this section, we derive pointwise estimates for the \(S_{t,u}\)–projected Lie derivatives of the rotation vectorfields \(\{O^{(1)}, O^{(2)}, O^{(3)}\}\).

**Lemma 12.31 (Pointwise estimates for the Lie derivatives of the rotation vectorfields).** Let \(0 \leq N \leq 24\) be an integer. Let \(O \in \{O^{(1)}, O^{(2)}, O^{(3)}\}\) be a geometric rotation vectorfield from Def. 6.1 and let \(O^\flat\) denote its \(g\)–dual. Under the small-data and bootstrap assumptions of Sects. 12.1–12.4, if \(\varepsilon\) is sufficiently small, then the following pointwise estimates hold on \(\mathcal{M}_{T(\text{bootstrap}), U_0}\):

\[
\begin{align}
|\mathcal{L}_g^N \chi| & \lesssim (1 + t) \left| \mathcal{F}^N \Psi \right| + \left| \mathcal{F}^N \left( \sum_{a=1}^3 \mathbf{x}^a \left( \mathcal{L}_g^{N_3} \chi^{\text{Small}} \right) \right) \right| + 1 + \varepsilon, \\
|\mathcal{L}_g^{12} \chi| & \lesssim 1 + t.
\end{align}
\]

**Proof.** We first decompose, with the help of (3.61), \(O^A = g_{ab} (\mathbf{g}^{-1})^{AB} (\varphi_B x^a) O^b\).

We now apply \(\mathcal{L}_g^N\) to both sides of this identity. Arguing as in our proof of (12.61a), we apply the Leibniz rule to the right-hand side and treat all uppercase Latin indices as tensorial \(S_{t,u}\) indices and all lowercase Latin-indexed quantities as scalar-valued functions. Also using Lemma [8,6], we see that

\[
|\mathcal{L}_g^N \chi| \lesssim \sum_{N_1 + N_2 + N_3 + N_4 \leq N} \left| \mathcal{F}^{N_1} \chi \right| |\mathcal{L}_g^{N_2} \mathbf{g}^{-1}| \left| \mathcal{F}^{N_3} \mathbf{x}^a \right| \left| \mathcal{F}^{N_4} \varphi \right|.
\]

The desired bounds \(\text{(12.71a)}\) and \(\text{(12.71b)}\) for \(O\) now follow from the estimates \(\text{(12.72)}\), \(\text{(12.14a)}, \text{(12.15a)}, \text{(12.58a)}, \text{(12.58b)}, \text{(12.28a)}, \text{(12.28b)}, \text{(12.61a)}, \text{(12.61b)}, \text{and (12.57)},\) and the bootstrap assumptions \(\text{(BA)}, \text{(AUX)}, \text{and (AUXLR \text{Small})}\).

To obtain the bounds \(\text{(12.71a)}\) and \(\text{(12.71b)}\) for \(O^\flat = \mathbf{g} \cdot O\), we use a similar argument based on the decomposition \(O^A = g_{ab} (\varphi_B x^a) O^b\).
12.20. Pointwise estimates for the angular one-forms and vectorfields corresponding to the commutation vectorfield deformation tensors

In this section, for various vectorfields $V$, we derive pointwise estimates for the $S_{t,u}^{-}$projected Lie derivatives of the $S_{t,u}$ tensorfields $(V)_{L}^{\#}$ and $(V)_{R}^{\#}$ and their $\dot{g}$-duals.

Lemma 12.32 (Pointwise estimates for the angular one-forms and vectorfields corresponding to the commutation vectorfield deformation tensors). Let $0 \leq N \leq 23$ be an integer and let $O \in \{O(1), O(2), O(3)\}$. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold on $M_{T(Bootstrap),U_{0}}$:

\[
\left\| \left( \mathcal{L}_{Z}^{N}(\dot{R})_{L}^{\#}, \mathcal{L}_{Z}^{N}(\dot{R})_{R}^{\#} \right) \right\| \lesssim \frac{\varepsilon^{1/2} \ln(e + t)}{1 + t},
\]

\[
\left\| \left( \mathcal{L}_{Z}^{\leq 11}(\dot{R})_{L}^{\#}, \mathcal{L}_{Z}^{\leq 11}(\dot{R})_{R}^{\#} \right) \right\| \lesssim \frac{\varepsilon^{1/2} \ln(e + t)}{1 + t},
\]

\[
\left\| \left( \mathcal{L}_{Z}^{N}(\dot{g})_{L}^{\#}, \mathcal{L}_{Z}^{N}(\dot{g})_{R}^{\#} \right) \right\| \lesssim \frac{\varepsilon^{1/2} \ln(e + t)}{1 + t},
\]

\[
\left\| \left( \mathcal{L}_{Z}^{\leq 11}(\dot{g})_{L}^{\#}, \mathcal{L}_{Z}^{\leq 11}(\dot{g})_{R}^{\#} \right) \right\| \lesssim \frac{\varepsilon^{1/2} \ln(e + t)}{1 + t},
\]

\[
\left\| \left( \mathcal{L}_{Z}^{N}(O)_{L}^{\#}, \mathcal{L}_{Z}^{N}(O)_{R}^{\#} \right) \right\| \lesssim \frac{\varepsilon^{1/2} \ln(e + t)}{1 + t},
\]

\[
\left\| \left( \mathcal{L}_{Z}^{\leq 11}(O)_{L}^{\#}, \mathcal{L}_{Z}^{\leq 11}(O)_{R}^{\#} \right) \right\| \lesssim \frac{\varepsilon^{1/2} \ln(e + t)}{1 + t}.
\]
We now apply \( \mathcal{L}_N^\Psi \) to the terms on the right-hand side of (12.77) and apply the Leibniz rule. To bound \( \mathcal{L}_M^\Psi (\mu - 1) \) for \( M \leq 12 \), we use the bootstrap assumptions \([AUX]\), while the higher-order derivatives of \( \mu - 1 \) appear explicitly on the right-hand side of (12.76a). To bound \( \mathcal{L}_M^\Psi \partial_\mu \) for \( M \leq 11 \), we use Lemma 8.6 inequality (12.47a), and the bootstrap assumptions \([AUX]\), while we bound the higher-order derivatives by \( \mathcal{L}_M^\Psi \partial_\mu \lesssim (1 + t)^{-1} \mathcal{L}_M^\Psi \mu \), and the latter term appears explicitly on the right-hand side of (12.76a). We similarly bound \( \mathcal{L}_M^\Psi L_{\text{Small}} \) with the help of the bootstrap assumptions \([AUXLR,\text{Small}]\). To bound \( \mathcal{L}_M^\Psi O_{\text{Frame}} \), we use Lemma 12.30. To bound \( \mathcal{L}_M^\Psi O_{\text{Frame}} \), we use Lemma 12.31.

To bound \( \mathcal{L}_M^\Psi \rho \), we use inequalities (12.29a) and (12.29b). We bound the terms \( \mathcal{L}_M^\Psi G_{\text{Frame}} \) with Lemma 12.25. To bound the terms \( \left( \mathcal{L}_M^\Psi L_{\Psi}, \mathcal{L}_M^\Psi \Psi \right) \), \( \mathcal{L}_M^\Psi f(\Psi) \), and \( \mathcal{L}_M^\Psi g_{\text{Frame}} \), we use Lemma 12.23 and the bootstrap assumptions \([BA]\). To bound the terms \( \mathcal{L}_M^\Psi dx \), we use the estimates (12.57a) and (12.57b). In total, these estimates yield inequality (12.76a) for \( \mathcal{L}_N^N (\partial_\Psi^\Psi)_{\#}^\Psi \). We can prove the estimate (12.76a) for \( \mathcal{L}_M^N (\partial_\Psi^\Psi)_{\#}^\Psi \) in a similar fashion, but we also need to use the estimates (12.61a) and (12.61b) to bound the factors of \( \mathcal{L}_M^\Psi g_{\text{Frame}}^{-1} \) that arise in the estimates.

Inequality (12.76b) then follows from (12.76a) and the bootstrap assumptions \([BA]\), \([AUX]\), and \([AUXLR,\text{Small}]\).

Using the identities (7.8a) and (7.9a), we similarly deduce inequalities (12.75a) and (12.75b).

A similar but simpler proof based on the identity (7.8e) yields inequalities (12.73a) and (12.73b).

A similar but simpler proof based on the identity (7.7e) yields inequalities (12.74a) and (12.74b).
12.21. Preliminary Lie derivative commutator estimates

In this section, we derive some preliminary commutator estimates involving \( S_{t,u} \)-projected Lie derivatives.

**Lemma 12.33 (Preliminary quantitative estimate involving Lie derivatives).** Let \( 1 \leq N \leq 23 \) be an integer and let \( \xi \) be an \( S_{t,u} \) one-form or a symmetric type \( \frac{3}{2} S_{t,u} \) tensorfield. Let \( O \in \{ O_{(1)}, O_{(2)}, O_{(3)} \} \). Under the small-data and bootstrap assumptions of Sects. 12.1–12.4, if \( \varepsilon \) is sufficiently small, then the following pointwise estimates hold on \( \mathcal{M}_{(\text{bootstrap})} \): \( (12.78) \)

\[
[\mathcal{L}_L, \mathcal{L}_L^N] \xi \lesssim \mathcal{L}_L \mathcal{L}_L^{N-1} \xi + \frac{1}{1+t} \sum_{N_1+N_2 \leq N} \max_{l=1,2,3} \left| \mathcal{L}_L^N \left( \frac{\mathcal{O}(O)_{\#}^{\mathbb{R}_L}}{\mathcal{O}(O)_{\#}^{\mathbb{R}_R}} \right) \right| \mathcal{L}_L^N \xi, \tag{12.78a}
\]

\[
[\mathcal{L}_R, \mathcal{L}_R^N] \xi \lesssim \mathcal{L}_R \mathcal{L}_R^{N-1} \xi + \frac{1}{1+t} \sum_{N_1+N_2 \leq N} \max_{l=1,2,3} \left| \mathcal{L}_R^N \left( \frac{\mathcal{O}(O)_{\#}^{\mathbb{R}_L}}{\mathcal{O}(O)_{\#}^{\mathbb{R}_R}} \right) \right| \mathcal{L}_R^N \xi, \tag{12.78b}
\]

\[
[\mathcal{L}_O, \mathcal{L}_O^N] \xi \lesssim \mathcal{L}_O \mathcal{L}_O^{N-1} \xi + \frac{1}{1+t} \sum_{N_1+N_2 \leq N} \max_{l,m=1,2,3} \left| \mathcal{L}_O^N \left( \frac{\mathcal{O}(O)_{\#}^{\mathbb{R}_L}}{\mathcal{O}(O)_{\#}^{\mathbb{R}_R}} \right) \right| \mathcal{L}_O^N \xi, \tag{12.78c}
\]

\[
[\mathcal{L}_L, \mathcal{L}_L^N] \xi \lesssim \mathcal{L}_L \mathcal{L}_L^{N-1} \xi + \frac{1}{1+t} \sum_{N_1+N_2 \leq N} \max_{l=1,2,3} \left| \mathcal{L}_L^N \left( \frac{\mathcal{O}(O)_{\#}^{\mathbb{R}_L}}{\mathcal{O}(O)_{\#}^{\mathbb{R}_R}} \right) \right| \mathcal{L}_L^N \xi, \tag{12.78d}
\]

\[
[\mathcal{L}_L, \mathcal{L}_R^N] \xi \lesssim \mathcal{L}_L \mathcal{L}_R^{N-1} \xi + \frac{1}{1+t} \sum_{N_1+N_2 \leq N} \max_{l=1,2,3} \left| \mathcal{L}_L^N \left( \frac{\mathcal{O}(O)_{\#}^{\mathbb{R}_L}}{\mathcal{O}(O)_{\#}^{\mathbb{R}_R}} \right) \right| \mathcal{L}_R^N \xi. \tag{12.78e}
\]

Furthermore, if \( 1 \leq N \leq 24 \) and \( f \) is a scalar-valued function, then \( (12.79) \)

the estimates \( (12.78a) - (12.78e) \) also hold with \( \xi \) replaced by \( f \),

but with the sums \( \sum_{N_1+N_2 \leq N} \) on the right-hand sides replaced by \( \sum_{N_1+N_2 \leq N} \sum_{N_1 \leq N-1} \).

**Proof.** In this proof, we sometimes use Lemma 4.10 and Cor. 4.13 silently. We begin by proving (12.78d). As a first step, let \( Z \in \mathcal{Z} \). Then either \( Z = \mathcal{Q} \), in which case \( [L,Z] = L \), or \( Z = S \in \mathcal{S} \) is a spatial commutation vectorfield, in which case \( [L,S] \) is \( S_{t,u} \)-tangent by Lemma 4.10. In the former case, we have \( [\mathcal{L}_L, \mathcal{L}_Z] \xi = \mathcal{L}_L \xi \), while in the latter case, we have \( [\mathcal{L}_L, \mathcal{L}_S] \xi = \mathcal{L}_{[L,S]} \xi = \mathcal{L}_{(S)} \xi \). Iterating these identities, we deduce the following schematic identity, where some terms on the right-hand side may be absent:

\[
[\mathcal{L}_L, \mathcal{L}_L^N] \xi = \sum_{M \leq N-1} \mathcal{L}_L \mathcal{L}_L^M \xi + \sum_{S \in \mathcal{S}} \sum_{N_1+N_2 \leq N-1} \mathcal{L}_{\mathcal{L}_L^{N_1}(S)} \mathcal{L}_L^N \xi. \tag{12.80}
\]
The desired estimate (12.78d) now follows from (12.80) and inequality (12.64).

To prove the estimate (12.79) in the case of \([L, \mathcal{Z}^N]f\), we first use an argument similar to the one used to derive (12.80) together with Lemma 8.6 in order to deduce that

\[
\left[ L, \mathcal{Z}^N \right] f = \sum_{M \leq N-1} L \mathcal{Z}^M f + \sum_{S \in \mathcal{S}} \sum_{N_1 + N_2 \leq N-1} (\mathcal{E}^N_{\mathcal{Z}})^{(S)} \mathcal{Z} \cdot \mathcal{Z}^{N_2} f. 
\]

The desired estimate (12.79) in this case now follows from (12.81) and inequality (12.47a). Note that inequality (12.81) involves one fewer derivatives of \((\mathcal{S})\mathcal{Z}\) compared to (12.78d) because we do not need to use inequality (12.64) in the proof of (12.81).

The proofs of (12.78a)-(12.78c) and (12.78e) are similar to the proof of (12.78d). To proceed, we first note that by Lemma 4.10 and (12.7b), if \([O, Z] \in \mathcal{Z}\), then \([O, Z]\) is either 0, \(\mathcal{O}(R)\mathcal{Z}\), or \(\mathcal{O}(R)\mathcal{Z}\); \([O, Z]\) is either 0, \(\mathcal{O}(R)\mathcal{Z}\), or \(\mathcal{O}(R)\mathcal{Z}\); \([O, Z]\) is either \(\mathcal{O}(R)\mathcal{Z}\), \(\mathcal{O}(R)\mathcal{Z}\), or \(\mathcal{O}(R)\mathcal{Z}\); and if \(S \in \mathcal{S}\), then \([L, S] = (\mathcal{S})\mathcal{Z}\).

Based on these commutator identities and (12.7b), the remainder of the proofs of (12.78a)-(12.78c) and (12.78e) essentially mirrors the proof of (12.78d).

The proofs of the remaining estimates in (12.79) are similarly connected to the proof in the case of \([L, \mathcal{Z}^N]f\).

\[\square\]

12.22. Commutator estimates for vectorfields acting on functions and spherical covariant tensorfields

In this section, we derive pointwise commutator estimates for vectorfields acting on functions and \(S_{t,u}\) covariant tensorfields.

Remark 12.34 (Floor and ceiling functions). In what follows, \(\lfloor \cdot \rfloor\) and \(\lceil \cdot \rceil\) respectively denote the floor and ceiling functions. That is, if \(M\) is a non-negative integer, then \(\lfloor M/2 \rfloor = M/2\) for \(M\) even and \(\lfloor M/2 \rfloor = (M - 1)/2\) for \(M\) odd, while \(\lceil M/2 \rceil = M/2\) for \(M\) even and \(\lceil M/2 \rceil = (M + 1)/2\) for \(M\) odd.

Lemma 12.35 (Commutator estimates for vectorfields acting on functions). Let \(1 \leq N \leq 24\) be an integer and let \(f\) be a scalar-valued function. Let \(O \in \{O_{(1)}, O_{(2)}, O_{(3)}\}\). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \(\varepsilon\) is sufficiently small, then the following pointwise estimates
hold on $\mathcal{M}_{(\text{bootstrap})_{U_0}}$:

\begin{equation}
(12.82a) \quad \left| \left[ \mathcal{Z}^N, \mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \right] \right| \lesssim \left| \mathcal{Z}^N \mathcal{O} \right| + e^{1/2 \ln(e + t)} \left( \begin{array}{c}
\mathcal{Z}^N \mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N
\end{array} \right)
\end{equation}

\begin{equation}
+ \left\| \mathcal{Z}^{N/2} \mathcal{O} \right\|_{C^0(\Sigma)} \left( \begin{array}{c}
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N
\end{array} \right)
\end{equation}

\begin{equation}
+ \frac{1}{1 + t} \left\| \mathcal{Z}^{N/2} \mathcal{O} \right\|_{C^0(\Sigma)} \left( \begin{array}{c}
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N
\end{array} \right)
\end{equation}

\begin{equation}
(12.82b) \quad \left[ \mathcal{Z}^N, \mathcal{O} \right] \lesssim \left( \begin{array}{c}
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N
\end{array} \right)
\end{equation}

\begin{equation}
+ (1 + t) \left\| \mathcal{Z}^{N/2} \mathcal{O} \right\|_{C^0(\Sigma)} \left( \begin{array}{c}
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N
\end{array} \right)
\end{equation}

\begin{equation}
+ \left\| \mathcal{Z}^{N/2} \mathcal{O} \right\|_{C^0(\Sigma)} \left( \begin{array}{c}
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N \\
\mathcal{O} \frac{\partial}{\partial \mathcal{Z}} \mathcal{Z}^N
\end{array} \right)
\end{equation}

\begin{equation}
(12.82c) \quad \left[ \mathcal{Z}^N, \mathcal{L} \right] \lesssim \left| \mathcal{Z}^N \mathcal{L} \right| + e^{1/2 \ln(e + t)} \left( \begin{array}{c}
\mathcal{Z}^N \mathcal{L} \\
\mathcal{L} \mathcal{Z}^N \\
\mathcal{L} \mathcal{Z}^N
\end{array} \right)
\end{equation}

\begin{equation}
+ \frac{1}{1 + t} \left\| \mathcal{Z}^{N/2} \mathcal{L} \right\|_{C^0(\Sigma)} \left( \begin{array}{c}
\mathcal{L} \mathcal{Z}^N \\
\mathcal{L} \mathcal{Z}^N \\
\mathcal{L} \mathcal{Z}^N
\end{array} \right)
\end{equation}

\begin{equation}
+ \frac{1}{(1 + t)^2} \left\| \mathcal{Z}^{N/2} \mathcal{L} \right\|_{C^0(\Sigma)} \left( \begin{array}{c}
\mathcal{L} \mathcal{Z}^N \\
\mathcal{L} \mathcal{Z}^N \\
\mathcal{L} \mathcal{Z}^N
\end{array} \right)
\end{equation}

\begin{equation}
+ \left\| \mathcal{Z}^{N/2} \mathcal{L} \right\|_{C^0(\Sigma)} \left( \begin{array}{c}
\mathcal{L} \mathcal{Z}^N \\
\mathcal{L} \mathcal{Z}^N \\
\mathcal{L} \mathcal{Z}^N
\end{array} \right)
\end{equation}

In addition,

\begin{equation}
(12.83) \quad \text{also holds with the first term on the right replaced by} \left| \mathcal{Z}^{N-1} \mathcal{L} \right|.
\end{equation}
Finally,

(12.84)

\[ (12.82c) \text{ also holds without the first term on the right if the left-hand side is equal to } \left| [\mathcal{F}^N, L]f \right|, \]

where \( \mathcal{F}^N \) is an \( N \)th order pure spatial commutation vectorfield operator.

**Proof.** The two estimates in (12.82a) and the estimate (12.82c) follow from (12.78a), (12.78b), (12.78d), (12.79), (12.7b), (12.47a), (12.56), (12.73a), (12.73b) (12.74a), (12.74b), (12.75a), (12.75b), (12.76a), (12.76b), and the identity \( \varphi^{(R)}_L = -\varphi_L \varphi^R \), which is straightforward to verify using the arguments that we used to prove (4.21a). The estimate (12.83) then follows inductively from (12.82c).

The proof of (12.84) is similar, but relies on inequalities (12.78e) and (12.79).

The proof of (12.82b) is similar, but we also need use the estimates (12.71a) and (12.71b), which results in a right-hand side with larger factors of \( 1 + t \).

\[ \square \]

**Lemma 12.36 (Pointwise estimates involving commutations with the operator \( L + \frac{1}{2} \text{tr} \chi \)).** Let \( 1 \leq N \leq 23 \) be an integer, let \( \chi \) be the \( S_{t,u} \) tensor-field defined in (3.70), and let \( f \) be a scalar-valued function. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following pointwise estimates hold on \( \mathcal{M}_{(\text{bootstrap})}^{(\Sigma)} \):}

\[
(12.85) \quad \left| \left[ \mathcal{F}^N, \left\{ L + \frac{1}{2} \text{tr} \chi \right\} \right] f \right| \\
\leq \left| \left\{ L + \frac{1}{2} \text{tr} \chi \right\} \mathcal{F}^{\leq N-1} f \right| \\
+ \frac{\ln(e + t)}{(1 + t)^2} \left| \left( \varphi L \mathcal{F}^{\leq N-1} f \right) \right| \\
+ \frac{1}{1 + t} \left\| \mathcal{F}^{\leq [N/2]} f \right\|_{C^0(\Sigma^T)} \left( \begin{array}{l} \varphi L \mathcal{F}^{\leq N-1} \\ \mathcal{F}^{\leq N} \end{array} \right) \left( \begin{array}{l} \varphi L \mathcal{F}^{\leq N} \\ \mathcal{F}^{\leq N} \end{array} \right) \\
+ \frac{1}{(1 + t)^2} \left\| \mathcal{F}^{\leq [N/2]} f \right\|_{C^0(\Sigma^T)} \left( \begin{array}{l} \mathcal{F}^{\leq N+1} \left( \mu - 1 \right) \\ \sum_{a=1}^{N_0} \theta \mathcal{F}^{\leq N+1} L^a_{(\text{Small})} \end{array} \right).}
\]

**Proof.** We first recall the decomposition \( \frac{1}{2} \text{tr} \chi = \varphi^{-1} + \frac{1}{2} \text{tr} \chi^{(\text{Small})} \) (see (4.1c)). We separate the proof into case i) \( \mathcal{F}^N = \mathcal{F}^{N-1} S \), where \( S \in \{ \hat{R}, O(1), O(2), O(3) \} \) is a spatial commutation vectorfield, and case ii) \( \mathcal{F}^N = \mathcal{F}^{N-1} Z \), where \( Z = \varphi L \). Using the aforementioned decomposition, the identity \( L \varphi = 1 \), and the fact that \([L,S] = (S)^L_L\) (see Lemma 7.5), we compute that in cases i) and ii), we respectively...
have

\begin{equation}
\mathcal{F}^N \left\{ Lf + \frac{1}{2} \text{tr}_g Xf \right\} = \mathcal{F}^{N-1} \left\{ Lsf + \frac{1}{2} \text{tr}_g Ssf \right\} \\
- \mathcal{F}^{N-1} \left\{ \mathcal{F}^N \mathcal{F}^{N-1} \left( Sg^{-1} + \text{Str}_g (\text{Small}) \right) f \right\}.
\end{equation}

\begin{equation}
\mathcal{F}^N \left\{ Lf + \frac{1}{2} \text{tr}_g Xf \right\} = \mathcal{F}^{N-1} \left\{ LZf + \frac{1}{2} \text{tr}_g Zf \right\} \\
- \mathcal{F}^{N-1} \left\{ Lf + \frac{1}{2} \text{tr}_g Xf \right\} \\
+ \frac{1}{2} \mathcal{F}^{N-1} \left\{ \text{tr}_g (\text{Small}) f \right\} + \frac{1}{2} \mathcal{F}^{N-1} \left\{ (Z \text{tr}_g (\text{Small}) f) \right\}.
\end{equation}

We now use the identities (12.86) and (12.87) to inductively commute the operators \( \mathcal{F}^M \) through the operator \( L + \frac{1}{2} \text{tr}_g X \). Using also the Leibniz rule, Lemma 8.6, the fact that \( Sg^{-1} \) is equal to either \( g^{-2} \) or 0, and (12.7b), we deduce that

\begin{equation}
\left\| \mathcal{F}^N \left\{ Lf + \frac{1}{2} \text{tr}_g Xf \right\} - \left\{ L + \frac{1}{2} \text{tr}_g X \right\} \mathcal{F}^N f \right\| \lesssim \left\| \left\{ L + \frac{1}{2} \text{tr}_g X \right\} \mathcal{F}^{N-1} f \right\| + \sum_{N_1 + N_2 \leq N} \sum_{S \in \mathcal{F}} \mathcal{F}^{N_1} \left\| \text{tr}_g (\text{Small}) f \right\| + \frac{1}{(1 + t)^2} \left\| \mathcal{F}^{N-1} f \right\|.
\end{equation}

The desired bound (12.85) now follows from (12.88), the estimates (12.68a), (12.73b), (12.75b), and (12.129a), and the bootstrap assumptions (BA Ψ).

**Corollary 12.37** (Pointwise estimates involving commutations with the operator \( L + \frac{1}{2} \text{tr}_g X \)). Let \( 1 \leq N \leq 24 \) be an integer and let \( Z \in \mathcal{F} \). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following pointwise estimates hold on \( M_{T(\text{Bootstrap}), U_0} \):

\begin{equation}
\left\| \mathcal{F}^{N-1} \left\{ LZ \Psi + \frac{1}{2} \text{tr}_g Z \Psi \right\} \right\| \lesssim \left\| \left\{ L + \frac{1}{2} \text{tr}_g X \right\} \mathcal{F}^{N-1} \Psi \right\| \\
+ \frac{\ln(1 + t)}{(1 + t)^2} \left\| \frac{\partial \mathcal{F} \mathcal{F}^{N-1} \Psi}{\mathcal{F}^{N-1} \Psi} \right\| \\
+ \frac{1}{(1 + t)^2} \left\| \mathcal{F}^{N-1} (\mu - 1) \mathcal{F}^{N-1} \right\|. 
\end{equation}

\begin{equation}
\left\| \mathcal{F}^{11} \left\{ LZ \Psi + \frac{1}{2} \text{tr}_g Z \Psi \right\} \right\|_{C^0(S^+)} \lesssim \varepsilon \frac{1}{(1 + t)^2}.
\end{equation}
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PROOF. We simply use Lemma \[12.36\] with $Z\Psi$ in the role of $f$ and $N - 1$ in the role of $N$ and the bootstrap assumptions \([\text{BA} \Psi]\).

LEMMA 12.38 (Commutator estimates for vectorfields acting on tensorfields). Let $1 \leq N \leq 23$ be an integer and let $\xi$ be an $S_{L,u}$ one-form or a symmetric type $(0,1)$ $S_{L,u}$ tensorfield. Let $Z \in \mathcal{Z}$ be a commutation vectorfield. Under the small-data and bootstrap assumptions of Sects. \[12.1, 12.4\] if $\varepsilon$ is sufficiently small, then the following commutator estimates hold on $\mathcal{M}_{T(\text{bootstrap}),U_0}$:

(12.90a)

$$
\left| \begin{bmatrix} \mathcal{L}^N_x \mathcal{L}_{\psi_L} \xi \\ \mathcal{L}^N_x \mathcal{L}_{\psi_R} \xi \end{bmatrix} \right| \lesssim \mathcal{L}^N_x \mathcal{L}^{N-1}_x \xi + \varepsilon^{1/2} \ln(e+t) \frac{1}{1+t} \mathcal{L}^N_x \xi
$$

$$
+ \left\| \mathcal{L}^{[N/2]}_x \xi \right\|_{C^0(\Sigma_{T})} \left( \begin{array}{c} \frac{\rho L \mathcal{Z} \leq N \Psi}{\mathcal{Z} \leq N \Psi} \\ \frac{\mathcal{R} \mathcal{Z} \leq N \Psi}{\mathcal{Z} \leq N \Psi} \\ \frac{\mathcal{R} \mathcal{Z} \leq N \Psi}{\mathcal{Z} \leq N \Psi} \end{array} \right)
$$

$$
+ \frac{1}{1+t} \left\| \mathcal{L}^{[N/2]}_x \xi \right\|_{C^0(\Sigma_{T})} \left( \begin{array}{c} \mathcal{Z} \leq N+1 \mu - 1 \sum_{a=1}^3 \mathcal{Z} \leq N+1 L^a_{(\text{Small})} \end{array} \right).
$$

(12.90b)

$$
\left| \begin{bmatrix} \mathcal{L}^N_x \mathcal{L}_{\psi_R} \xi \\ \mathcal{L}^N_x \mathcal{L}_{\psi_R} \xi \end{bmatrix} \right| \lesssim \mathcal{L}^N_x \mathcal{L}^{N-1}_x \xi + (1+t) \left\| \mathcal{L}^{[N/2]}_x \xi \right\|_{C^0(\Sigma_{T})} \left( \begin{array}{c} \frac{\rho L \mathcal{Z} \leq N \Psi}{\mathcal{Z} \leq N \Psi} \\ \frac{\mathcal{R} \mathcal{Z} \leq N \Psi}{\mathcal{Z} \leq N \Psi} \\ \frac{\mathcal{R} \mathcal{Z} \leq N \Psi}{\mathcal{Z} \leq N \Psi} \end{array} \right)
$$

$$
+ \left\| \mathcal{L}^{[N/2]}_x \xi \right\|_{C^0(\Sigma_{T})} \left( \begin{array}{c} \mathcal{Z} \leq N+1 \mu - 1 \sum_{a=1}^3 \mathcal{Z} \leq N+1 L^a_{(\text{Small})} \end{array} \right).
$$

(12.90c)

$$
\left| \begin{bmatrix} \mathcal{L}^N_x \mathcal{L}_{\psi_R} \xi \\ \mathcal{L}^N_x \mathcal{L}_{\psi_R} \xi \end{bmatrix} \right| \lesssim \mathcal{L}^N_x \mathcal{L}^{N-1}_x \xi + \varepsilon^{1/2} \ln(e+t) \frac{1}{(1+t)^2} \mathcal{L}^N_x \xi
$$

$$
+ \frac{1}{1+t} \left\| \mathcal{L}^{[N/2]}_x \xi \right\|_{C^0(\Sigma_{T})} \left( \begin{array}{c} \frac{\rho L \mathcal{Z} \leq N \Psi}{\mathcal{Z} \leq N \Psi} \\ \frac{\mathcal{R} \mathcal{Z} \leq N \Psi}{\mathcal{Z} \leq N \Psi} \\ \frac{\mathcal{R} \mathcal{Z} \leq N \Psi}{\mathcal{Z} \leq N \Psi} \end{array} \right)
$$

$$
+ \frac{1}{(1+t)^2} \left\| \mathcal{L}^{[N/2]}_x \xi \right\|_{C^0(\Sigma_{T})} \left( \begin{array}{c} \mathcal{Z} \leq N+1 \mu - 1 \sum_{a=1}^3 \mathcal{Z} \leq N+1 L^a_{(\text{Small})} \end{array} \right).
$$

In addition,

(12.91)

(12.90c) also holds with the first term on the right replaced by $\mathcal{L}^{N-1}_x \mathcal{L}_L \xi$.

Finally,

(12.92) (12.90c) also holds without the first term on the right

if the left-hand side is equal to $\left| \begin{bmatrix} \mathcal{L}^N_x \\ \mathcal{L}_L \end{bmatrix} \right|$, where $\mathcal{L}^N_x$ is an $N^{th}$ order pure spatial commutation vectorfield operator.
PROOF. The proof of Lemma 12.38 is essentially the same as the proof of Lemma 12.35, but we use the estimates (12.78a)-(12.78e) in place of (12.79); note that the former estimates involve one additional derivative of deformation tensors compared to the latter, and this fact is reflected in the estimates stated in the present lemma. □

12.23. Commutator estimates for vectorfields acting on the covariant angular derivative of a spherical tensorfield

In this section, we derive pointwise commutator estimates for vectorfields acting on $\nabla\xi$, where $\xi$ is a covariant $S_{t,u}$ tensorfield.

**Lemma 12.39 (Commutator estimates for vectorfields acting on $\nabla\xi$, where $\xi$ is an $S_{t,u}$ tensorfield).** Let $1 \leq N \leq 23$ be an integer and let $\xi$ be an $S_{t,u}$ one-form or a symmetric type $(0,2)$ $S_{t,u}$ tensorfield. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following commutator estimates hold on $\mathcal{M}_{T(\text{Bootstrap}),U_0}$:

\begin{align*}
\left| [\nabla, \mathcal{L}_Z^N] \xi \right| &\lesssim \frac{1}{1 + t} \left| \mathcal{L}_Z^N \xi \right| + \frac{1}{1 + t} \left| \mathcal{E}_Z^{N-2} \right| \left| \mathcal{E}_Z^{N/2} \xi \right|_{C^0(\Sigma^t)} \\
&\quad + \left(\sum_{a=1}^3 \frac{1}{(1 + t)^2} \left| \mathcal{E}_Z^{N/2} \right| \left| \mathcal{E}_Z^{N/2} \xi \right|_{C^0(\Sigma^t)} \right) \left(\sum_{a=1}^3 \vartheta_{\mathcal{L}_Z^{N/2},\mathcal{L}_Z^{N/2+a}} \right) \left(\vartheta_{\mathcal{L}_Z^{N/2+a},\mathcal{L}_Z^{N/2+2a}} \right).
\end{align*}

Inequality (12.93) now follows from the identity (12.95) and inequalities (12.61a), (12.61b), and (12.49).

Proof. We first prove (12.93) in the case that $\xi$ is a symmetric type $(0,2)$ $S_{t,u}$ tensor. Let $Z \in \mathcal{Z}$. From (8.13), we deduce the schematic identity

\begin{align*}
[\nabla, \mathcal{L}_Z^N] \xi = \mathcal{L}_Z^{-1} (\nabla(Z)\xi).
\end{align*}

Iterating (12.94), using the schematic identity $\mathcal{L}_Z^{-1} = - (\mathcal{L}_Z^{-1})^2$, and using the fact that $\mathcal{L}_Z^{-1}$ is also a symmetric type $(0,2)$ $S_{t,u}$ tensor in order to commute Lie derivatives with the operator $\nabla$ in $\nabla(Z)\xi$, we deduce the schematic identity

\begin{align*}
[\nabla, \mathcal{L}_Z^N] \xi = \sum_{M=1}^N \sum_{N_1+N_2+\cdots+N_{M+2}=N-M} \left(\mathcal{L}_Z^{N_1} \xi \right) \cdots \left(\mathcal{L}_Z^{N_{M+1}} \xi \right) (\nabla \mathcal{L}_Z^{N_{M+1}} \xi) \cdots (\mathcal{L}_Z^{N_{M+2}} \xi) \xi,
\end{align*}

where the $\xi$ are the $S_{t,u}$ projections of deformation tensors of vectorfields in $\mathcal{Z}$. Inequality (12.93) now follows from the identity (12.95) and inequalities (12.61a), (12.61b), and (12.49).

Thanks to the identity (8.12), the proof of (12.93) in the case that $\xi$ is an $S_{t,u}$ one-form is essentially the same; we omit the details.

\[\square\]
12.24. Commutator estimates for vectorfields acting on the angular Hessian of a function

In this section, we derive pointwise commutator estimates for vectorfields acting on $\nabla^2 f$, where $f$ is a function.

**Lemma 12.40 (Commutator estimates for vectorfields acting on $\nabla^2 f$).**
Let $1 \leq N \leq 23$ be an integer and let $f$ be a scalar-valued function. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following commutator estimates hold on $M_{(\text{Bootstrap}), U_0}$:

(12.96)

$$\left| [\nabla^2, \mathcal{L}_Z^N] f \right| \lesssim \frac{1}{(1+t)^2} \left| \mathcal{Z}^N f \right| + \frac{1}{(1+t)^2} \left| \mathcal{Z}^{[N/2]} f \right|_{C^0(\Sigma_t)} \left( \begin{array}{c} \phi L \mathcal{Z}^N \Psi \\ \phi \mathcal{R}_Z \mathcal{Z}^N \Psi \\ \phi \mathcal{A} \mathcal{Z}^N \Psi \\ \mathcal{Z}^N \Psi \end{array} \right),$$

(12.97)

$$\left| [\nabla^2, \mathcal{L}_Z^N] f \right| \lesssim \frac{1}{(1+t)^2} \left| \mathcal{Z}^{N+1} f \right| + \frac{1}{(1+t)^2} \left| \mathcal{Z}^{[N/2]} f \right|_{C^0(\Sigma_t)} \left( \begin{array}{c} \phi L \mathcal{Z}^N \Psi \\ \phi \mathcal{R}_Z \mathcal{Z}^N \Psi \\ \phi \mathcal{A} \mathcal{Z}^N \Psi \\ \mathcal{Z}^N \Psi \end{array} \right),$$

(12.98)

$$\left| [\Delta, \mathcal{Z}^N] f \right| \lesssim \frac{1}{(1+t)^2} \left| \mathcal{Z}^{N+1} f \right| + \frac{1}{(1+t)^2} \left| \mathcal{Z}^{[N/2]} f \right|_{C^0(\Sigma_t)} \left( \begin{array}{c} \phi L \mathcal{Z}^N \Psi \\ \phi \mathcal{R}_Z \mathcal{Z}^N \Psi \\ \phi \mathcal{A} \mathcal{Z}^N \Psi \\ \mathcal{Z}^N \Psi \end{array} \right).$$

**Proof.** We first prove (12.96). To this end, let $Z \in \mathcal{Z}$. From (8.26a), we deduce the schematic identity

$$[\nabla^2, \mathcal{L}_Z^N] f = g^{-1}(\nabla(\nabla Z)\#) df.$$
Iterating (12.99), using the schematic identity $L/Zg = (g/Zg)$ (see Lemma 7.5), commuting Lie derivatives with the operator $\nabla$ in $\nabla(Zg)$ as in our proof of (12.95), and using Lemma 8.6 we deduce the schematic identity

\[
[L/Zg, \nabla/Zg]f = \sum_{M=1}^{N} \sum_{N_1+N_2+\ldots+N_M+2=N-M} (L^{N_1}Zg^{-1}) \ldots (L^{N_M}Zg^{-1})(\nabla L^{N_k+1}Zg)(L^{N_k+1}Zg) \ldots (L^{N_M+1}Zg)dL^{N_M+2}Zg,
\]

where the $\pi$ are the $S_{t,u}$ projections of deformation tensors of vector fields in $Z$. Inequality (12.96) now follows from the identity (12.100) and inequalities (12.61a), (12.61b), (12.47a), and (12.49).

Inequality (12.98) can be proved in a similar fashion with the help of (8.26b) and (12.47b). Note that the right-hand side of (8.26b) depends on one extra derivative of $f$ compared to (8.26a) and hence the same is true for (12.98) compared to (12.96).

To prove (12.97), we first use the decomposition $\check{\nabla}^2 f = \nabla^2 f - \frac{1}{2}(\Delta f)g$ and the Leibniz rule to deduce the following identity:

\[
[\check{\nabla}^2, L^N_Z]f = [\nabla^2, L^N_Z]f - \frac{1}{2}([\Delta, L^N_Z]f)g + \sum_{N_1+N_2\leq N} (\Delta L^{N_1}f)L^{N_2}g
\]

\[
+ \sum_{N_1+N_2\leq N} (L^{N_1}, \Delta f)L^{N_2}g.
\]

To bound the magnitude first term on the right-hand side of (12.101) by the right-hand side of (12.97), we simply use the estimate (12.96). Similarly, to bound the second term, we use (12.98). To bound the magnitude of the third term on the right-hand side of (12.101) by the right-hand side of (12.97), we use (12.61a), (12.61b), (12.47a), and (12.47b). To bound the magnitude of the last term on the right-hand side of (12.101) by the right-hand side of (12.97), we use (12.61a), (12.61b), (12.98), and the bootstrap assumptions $\text{BAΨ}$, $\text{AUX}_{\mu}$, and $\text{AUXLR}_{\text{Small}}$.

\[\square\]

**Corollary 12.41 (Estimates for vector fields acting on $\nabla^2 \Psi$).** Let $0 < N \leq 23$ be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following estimates hold on $M_{T(\text{Bootstrap})}U_0$:
\[
(12.102a) \quad \left| \begin{pmatrix}
\mathcal{L}_\xi \nabla^2 \Psi \\
\mathcal{L}_\xi \Delta \Psi \\
\mathcal{L}_\xi \nabla^2 \Psi
\end{pmatrix}
\right| \lesssim \frac{1}{(1 + t)^2} \left| \begin{pmatrix}
\partial L \mathcal{Z}^{N+1} \Psi \\
\bar{R} \mathcal{Z}^{N+1} \Psi \\
\partial t \mathcal{Z}^{N+1} \Psi
\end{pmatrix}
\right|
+ \varepsilon \frac{1}{(1 + t)^4} \left| \begin{pmatrix}
\mathcal{Z}^{N+1} (\mu - 1) \\
\sum_{a=1}^{\mathcal{Z}} \mathcal{L}^a
\end{pmatrix}
\right|.
\]

\[
(12.102b) \quad \left| \begin{pmatrix}
\mathcal{L}_\xi \nabla^2 \Psi \\
\mathcal{L}_\xi \Delta \Psi \\
\mathcal{L}_\xi \nabla^2 \Psi
\end{pmatrix}
\right|_{C^0(\Sigma^T)} \lesssim \frac{\varepsilon}{(1 + t)^3}.
\]

**Proof.** The estimates (12.102a) and (12.102b) follow easily from Lemma 12.40 with \( \Psi \) in the role of \( f \) and the bootstrap assumptions (BAΨ). □

\[\]
Furthermore, if $1 \leq N \leq 24$ is an integer, then the following pointwise estimates hold on $\mathcal{M}_{(\text{bootstrap})} U_0$:

\begin{equation}
\left| \mathcal{L}_N^N \xi - \mathcal{L}_N^N \xi \right| \lesssim \left| \mathcal{L}_N^{N-1} \xi \right| + \left\| \mathcal{L}_N^{N/2} \xi \right\|_{C^0(\Sigma_T^\tau)} \left( \begin{array}{ccc}
\rho L \mathcal{F}_N^{N-1} \Psi \\
R \mathcal{F}_N^{N-1} \Psi \\
\partial \mathcal{F}_N^{N-1} \Psi \\
\mathcal{F}_N \leq N-1 \Psi 
\end{array} \right) \\
+ \frac{1}{1 + t} \left\| \mathcal{L}_N^{N/2} \xi \right\|_{C^0(\Sigma_T^\tau)} \left( \begin{array}{ccc}
\mathcal{F}_N \leq N (\mu - 1) \\
\sum_{a=1}^{3} \theta \left| \mathcal{F}_N L_a^a \right|_{\text{(Small)}} 
\end{array} \right),
\end{equation}

\begin{equation}
\left| \text{tr}_g \mathcal{L}_N^N \xi - \mathcal{L}_N^N \text{tr}_g \xi \right| \lesssim \left| \mathcal{L}_N^{N-1} \xi \right| + \left\| \mathcal{L}_N^{N/2} \xi \right\|_{C^0(\Sigma_T^\tau)} \left( \begin{array}{ccc}
\rho L \mathcal{F}_N^{N-1} \Psi \\
R \mathcal{F}_N^{N-1} \Psi \\
\partial \mathcal{F}_N^{N-1} \Psi \\
\mathcal{F}_N \leq N-1 \Psi 
\end{array} \right) \\
+ \frac{1}{1 + t} \left\| \mathcal{L}_N^{N/2} \xi \right\|_{C^0(\Sigma_T^\tau)} \left( \begin{array}{ccc}
\mathcal{F}_N \leq N (\mu - 1) \\
\sum_{a=1}^{3} \theta \left| \mathcal{F}_N L_a^a \right|_{\text{(Small)}} 
\end{array} \right),
\end{equation}

\begin{equation}
\left| \mathcal{L}_N^N \xi - \left( \mathcal{L}_N^N \xi \right) \right| \lesssim \left| \mathcal{L}_N^{N-1} \xi \right| + \left\| \mathcal{L}_N^{N/2} \xi \right\|_{C^0(\Sigma_T^\tau)} \left( \begin{array}{ccc}
\rho L \mathcal{F}_N^{N-1} \Psi \\
R \mathcal{F}_N^{N-1} \Psi \\
\partial \mathcal{F}_N^{N-1} \Psi \\
\mathcal{F}_N \leq N-1 \Psi 
\end{array} \right) \\
+ \frac{1}{1 + t} \left\| \mathcal{L}_N^{N/2} \xi \right\|_{C^0(\Sigma_T^\tau)} \left( \begin{array}{ccc}
\mathcal{F}_N \leq N (\mu - 1) \\
\sum_{a=1}^{3} \theta \left| \mathcal{F}_N L_a^a \right|_{\text{(Small)}} 
\end{array} \right),
\end{equation}

\begin{equation}
\left| \mathcal{L}_N^N \xi - \left( \mathcal{L}_N^N \xi + \frac{1}{2} \left( \mathcal{F}_N \text{tr}_g \xi \right) \right) \right| \lesssim \left| \mathcal{L}_N^{N-1} \xi \right| + \left\| \mathcal{L}_N^{N/2} \xi \right\|_{C^0(\Sigma_T^\tau)} \left( \begin{array}{ccc}
\rho L \mathcal{F}_N^{N-1} \Psi \\
R \mathcal{F}_N^{N-1} \Psi \\
\partial \mathcal{F}_N^{N-1} \Psi \\
\mathcal{F}_N \leq N-1 \Psi 
\end{array} \right) \\
+ \frac{1}{1 + t} \left\| \mathcal{L}_N^{N/2} \xi \right\|_{C^0(\Sigma_T^\tau)} \left( \begin{array}{ccc}
\mathcal{F}_N \leq N (\mu - 1) \\
\sum_{a=1}^{3} \theta \left| \mathcal{F}_N L_a^a \right|_{\text{(Small)}} 
\end{array} \right).
Furthermore, if $0 \leq N \leq 23$ is an integer, then the following estimates hold on $\mathcal{M}_{T(\text{Bootstrap})U_0}$:

\begin{equation}
\| \nabla \xi^{N}_2 - \left\{ \nabla \xi^{N}_2 + \frac{1}{2}(\varphi^N_{tr} g) \right\} \| \lesssim \frac{1}{1 + t} \| \varphi^{\leq N}_2 \xi \| + \frac{1}{1 + t} \| \xi^{N/2}_2 \|_{C^0(S^\gamma)} \left( \begin{array}{c} oL \varphi^{\leq N}_2 \Psi \\ \frac{\varphi \varphi^{\leq N}_2 \Psi}{\varphi \varphi^{\leq N}_2 \Psi} \\ o\varphi^{\leq N}_2 \Psi \\ \varphi^{\leq N}_2 \Psi \end{array} \right)
+ \frac{1}{(1 + t)^2} \| \xi^{N/2}_2 \|_{C^0(S^\gamma)} \left( \begin{array}{c} \varphi^{\leq N+1}_2 \varphi^{\mu-1}_2 \| \varphi^{\leq N+1}_2 \varphi^{\mu-1}_2 \|_{L^0_{(\text{Small})}} \end{array} \right),
\end{equation}

\begin{equation}
\left| \nabla \xi^{N}_2 \xi - \nabla \xi^{N}_2 \xi \right| \lesssim \frac{1}{1 + t} \| \varphi^{\leq N}_2 \xi \| + \frac{1}{1 + t} \| \xi^{N/2}_2 \|_{C^0(S^\gamma)} \left( \begin{array}{c} oL \varphi^{\leq N}_2 \Psi \\ \frac{\varphi \varphi^{\leq N}_2 \Psi}{\varphi \varphi^{\leq N}_2 \Psi} \\ o\varphi^{\leq N}_2 \Psi \\ \varphi^{\leq N}_2 \Psi \end{array} \right)
+ \frac{1}{(1 + t)^2} \| \xi^{N/2}_2 \|_{C^0(S^\gamma)} \left( \begin{array}{c} \varphi^{\leq N+1}_2 \varphi^{\mu-1}_2 \| \varphi^{\leq N+1}_2 \varphi^{\mu-1}_2 \|_{L^0_{(\text{Small})}} \end{array} \right),
\end{equation}

\begin{equation}
\left| \xi^{N}_2 \nabla \xi - \nabla \xi^{N}_2 \xi \right| \lesssim \frac{1}{1 + t} \| \varphi^{\leq N}_2 \xi \| + \frac{1}{1 + t} \| \xi^{N/2}_2 \|_{C^0(S^\gamma)} \left( \begin{array}{c} oL \varphi^{\leq N}_2 \Psi \\ \frac{\varphi \varphi^{\leq N}_2 \Psi}{\varphi \varphi^{\leq N}_2 \Psi} \\ o\varphi^{\leq N}_2 \Psi \\ \varphi^{\leq N}_2 \Psi \end{array} \right)
+ \frac{1}{(1 + t)^2} \| \xi^{N/2}_2 \|_{C^0(S^\gamma)} \left( \begin{array}{c} \varphi^{\leq N+1}_2 \varphi^{\mu-1}_2 \| \varphi^{\leq N+1}_2 \varphi^{\mu-1}_2 \|_{L^0_{(\text{Small})}} \end{array} \right),
\end{equation}

\begin{equation}
\left| \xi^{N}_2 \nabla \xi - \nabla \xi^{N}_2 \xi \right| \lesssim \frac{1}{1 + t} \| \varphi^{\leq N}_2 \xi \| + \frac{1}{1 + t} \| \xi^{N/2}_2 \|_{C^0(S^\gamma)} \left( \begin{array}{c} oL \varphi^{\leq N}_2 \Psi \\ \frac{\varphi \varphi^{\leq N}_2 \Psi}{\varphi \varphi^{\leq N}_2 \Psi} \\ o\varphi^{\leq N}_2 \Psi \\ \varphi^{\leq N}_2 \Psi \end{array} \right)
+ \frac{1}{(1 + t)^2} \| \xi^{N/2}_2 \|_{C^0(S^\gamma)} \left( \begin{array}{c} \varphi^{\leq N+1}_2 \varphi^{\mu-1}_2 \| \varphi^{\leq N+1}_2 \varphi^{\mu-1}_2 \|_{L^0_{(\text{Small})}} \end{array} \right),
\end{equation}

Proof. To prove (12.103), we first decompose $\xi_{AB} = \xi_{AB} - \frac{1}{2}(^{-1})^{CD} \xi_{CD} \xi_{AB}$ (see (3.56b)). Applying $\xi^{N}_2$ to both sides of this identity and applying the Leibniz rule to the product on the right-hand side, we deduce that

\begin{equation}
\xi^{N}_2 \xi \approx \xi^{N}_2 \xi + \sum_{N_1 + N_2 + N_3 = N} \xi^{N_1}_2 \xi \xi^{N_2}_2 \xi \xi^{N_3}_2 \xi^{-1}.
\end{equation}

The desired estimate (12.103) now follows from (12.112) and the estimates (12.61a) and (12.61b).
To prove (12.105), we first deduce from the definition of the operator $\text{tr}_g$ (see (3.56a)) and the Leibniz rule that
\[
(12.113) \quad \left| \text{tr}_g \hat{\mathcal{L}}_Z^N \xi - \mathcal{L}_Z^N \text{tr}_g \xi \right| \lesssim \sum_{N_1 + N_2 = N \atop N_2 \leq N - 1} \left| \mathcal{L}_Z^{N_1} g^{-1} \right| \left| \mathcal{L}_Z^{N_2} \xi \right|.
\]

The desired estimate (12.105) now follows from (12.113), (12.61a) and (12.61b).

To prove (12.106), we first decompose $\hat{\xi}_{AB} = \xi_{AB} - \frac{1}{2} (g^{-1})^{CD} \xi_{CD} \hat{g}_{AB}$. Applying $\mathcal{L}_Z^N$ to both sides of this identity and applying the Leibniz rule to the product on the right-hand side, we deduce that
\[
(12.114) \quad \left| \mathcal{L}_Z^N \hat{\xi} - \left\{ \mathcal{L}_Z^N \xi - \frac{1}{2} (\text{tr}_g \mathcal{L}_Z^N \xi) \hat{g} \right\} \right| \lesssim \sum_{N_1 + N_2 = N \atop N_1 \leq N - 1} \left| \mathcal{L}_Z^{N_1} \xi \right| \left| \mathcal{L}_Z^{N_2} \hat{g} \right| \left| \mathcal{L}_Z^{N_3} \hat{g}^{-1} \right|.
\]

We now conclude the desired estimate (12.106) by noting that the term in braces on the left-hand side of (12.114) is precisely $(\mathcal{L}_Z^N \xi)$ and by using the estimates (12.61a) and (12.61b) to bound the magnitude of the right-hand side of (12.114) by the right-hand side of (12.106).

To prove (12.104), we let $Z \in \mathcal{Z}$. From (8.9b) and the definition (3.56b) of the trace-free part of a tensor, we deduce the schematic identity
\[
(12.115) \quad \mathcal{L}_Z^N \xi - \hat{\mathcal{L}}_Z^N \xi = \left\{ (\hat{g}^{-1})^{2(Z)} \hat{\xi} + (\hat{g}^{-1})^{(2Z)} \hat{g}^{-1} \xi \right\} \hat{g}.
\]

Iterating (12.115), using the schematic identities $\mathcal{L}_Z^N \hat{g} = (Z) \hat{g}$ and $\mathcal{L}_Z^N \hat{g}^{-1} = -(\hat{g}^{-1})^{2(Z)} \hat{g}$ (see Lemma 7.5), and using (8.2) to express the right-hand side of (12.116) in terms of the Lie derivatives of $\xi$, $\hat{g}$ and $\hat{g}^{-1}$, we deduce the following schematic identity, in which not all factors on the right-hand side appear in the “correct order” (the order is irrelevant from the point of view of our estimates):
\[
(12.116) \quad \mathcal{L}_Z^N \hat{\xi} - \hat{\mathcal{L}}_Z^N \xi = \sum_{M=1}^N \sum_{N_1 + N_2 + \cdots + N_k = N-M} \left( \mathcal{L}_Z^{N_1} \hat{g}^{-1} \right) \cdots \left( \mathcal{L}_Z^{N_k} \hat{g}^{-1} \right) \left( \mathcal{L}_Z^{N_{k+1}} \hat{g} \right) \cdots \left( \mathcal{L}_Z^{N_{k-2}} \hat{g} \right) \left( \mathcal{L}_Z^{N_{k-1}} \hat{g} \right) \left( \mathcal{L}_Z^{N_k} \xi \right).
\]

Above, the $\hat{\xi}$ are the $S_{t,u}$ projections of deformation tensors of vectorfields in $\mathcal{Z}$. We now conclude the desired estimate (12.104) by using the estimates (12.61a) and (12.61b) to bound the magnitude of the right-hand side of (12.116) by the right-hand side of (12.104).

To prove (12.109), we first use the schematic identity $\mathcal{L}_Z \hat{g}^{-1} = -(\hat{g}^{-1})^2 \mathcal{L}_Z \hat{g}$ (see Lemma 7.5) to replace all $S_{t,u}$—projected Lie derivatives of $\hat{g}^{-1}$ on the right-hand side of (12.116) with products consisting of powers of $\hat{g}^{-1}$ and $S_{t,u}$—projected Lie derivatives of $\hat{g}$. We then apply $\hat{\nabla}$ to both sides of the resulting identity. Finally, we use inequality (12.49) and the same reasoning used just after equation (12.116) to bound the magnitude of the right-hand side of the resulting equation by the right-hand side of (12.109) as desired.
To prove (12.107), we first decompose $\xi_{AB} = \hat{\xi}_{AB} + \frac{1}{2}(g^{-1})^{CD}\xi_{CD}\hat{g}_{AB}$. Applying $\mathcal{L}^N_{\mathcal{X}}$ to this identity and using the Leibniz rule, we deduce that

$$
(12.117) \quad \left\| \mathcal{L}^N_{\mathcal{X}}\xi - \left\{ \mathcal{L}^N_{\mathcal{X}}\hat{\xi} + \frac{1}{2}(\mathcal{X}^N \text{tr}_g \xi)\hat{g}\right\} \right\| \lesssim \sum_{N_1+N_2+N_3 \leq N} \left\| \mathcal{L}^{N_1}_{\mathcal{X}}\hat{g}^{-1} \right\| \left\| \mathcal{L}^{N_2}_{\mathcal{X}}\xi \right\| \left\| \mathcal{L}^{N_3}_{\mathcal{X}}\hat{g}\right\|.
$$

We then use the estimates (12.61a) and (12.61b) to bound the magnitude of the right-hand side of (12.117) by the right-hand side of (12.107) as desired. The desired estimate (12.107) now follows from using the already proven estimate (12.104) to replace the operator $\mathcal{L}^N_{\mathcal{X}}\hat{\xi}$ on the left-hand side of (12.117) with $\mathcal{L}^N_{\mathcal{X}}\hat{\xi}$ up to error terms that are bounded in magnitude by the right-hand side of (12.107).

To prove (12.108), we first decompose $\xi_{AB} = \hat{\xi}_{AB} + \frac{1}{2}(g^{-1})^{CD}\xi_{CD}\hat{g}_{AB}$. Applying $\nabla\mathcal{L}^N_{\mathcal{X}}$ to this identity and using the Leibniz rule, we deduce that

$$
(12.118) \quad \left\| \nabla \mathcal{L}^N_{\mathcal{X}}\xi - \left\{ \nabla \mathcal{L}^N_{\mathcal{X}}\hat{\xi} + \frac{1}{2}(\mathcal{X}^N \text{tr}_g \xi)\hat{g}\right\} \right\| \lesssim \sum_{N_1+N_2+N_3 \leq N} \sum_{i_1+i_2+i_3=1} \left| \nabla^{i_1}\mathcal{L}^{N_1}_{\mathcal{X}}\hat{g}^{-1} \right| \left| \nabla^{i_2}\mathcal{L}^{N_2}_{\mathcal{X}}\xi \right| \left| \nabla^{i_3}\mathcal{L}^{N_3}_{\mathcal{X}}\hat{g}\right|.
$$

Next, we use the schematic identity $\mathcal{L}^N_{\mathcal{X}}\hat{g}^{-1} = -(g^{-1})^2\mathcal{L}^N_{\mathcal{X}}\hat{g}$ mentioned above to replace the factors $\mathcal{L}^N_{\mathcal{X}}\hat{g}^{-1}$ on the right-hand side of (12.118) with products consisting of powers of $\hat{g}^{-1}$ and $S_{t,u}$—projected Lie derivatives of $\hat{g}$. Also using inequality (12.49) and the estimates (12.61a) and (12.61b), we bound the magnitude of the right-hand side of (12.118) by the right-hand side of (12.108) as desired. Finally, we use the already proven estimate (12.109) to replace the term $\nabla \mathcal{L}^N_{\mathcal{X}}\hat{\xi}$ on the left-hand side of (12.118) with the term $\nabla \mathcal{L}^N_{\mathcal{X}}\hat{\xi}$ up to error terms that are bounded by in magnitude by the right-hand side of (12.108).

To prove (12.111), we view the quantity inside the norm on the left-hand side of (12.109) as the difference of the two type $(0,1)$ $S_{t,u}$ tensors. We consider the $ABC$ components of these tensors, where the $A$ index corresponds to $\nabla$ in each tensor. Clearly, the $AB$ trace of this difference of tensors is an $S_{t,u}$ one-form that is bounded in magnitude by $\lesssim$ the right-hand side of (12.109). Furthermore, the $AB$ trace of the second tensor on the left-hand side of (12.109) is precisely $\text{div}_g \mathcal{L}^N_{\mathcal{X}}\hat{\xi}$. Hence, the desired estimate (12.111) will follow once we show that the difference between the $AB$ trace of the first tensor on the left-hand side of (12.109) and $\mathcal{L}^N_{\mathcal{X}}\text{div}_g \hat{\xi}$ is in magnitude $\lesssim$ the right-hand side of (12.111). To this end, we use the Leibniz rule to commute the operators $\nabla$ and $\hat{g}^{-1}\mathcal{L}^N_{\mathcal{X}}$, thereby deducing that the difference
under consideration can be bounded as follows:

\[(12.119)\]

\[\mathcal{L}_x^N \left\{ \left( g^{ij} \right)^{AB} \nabla_A \hat{\xi} B \right\} - \left( g^{ij} \right)^{AB} \mathcal{L}_x^N \nabla_A \hat{\xi} B \right\} \leq \sum_{N_1 + N_2 \leq N, N_2 \leq N-1} \left| \mathcal{L}_x^N g^{ij} \right| \left| \nabla_a \mathcal{L}_x^N \hat{\xi} \right| + \sum_{N_1 + N_2 \leq N, N_2 \leq N-1} \left| \mathcal{L}_x^N g^{ij} \right| \left| [\nabla_a, \mathcal{L}_x^N] \hat{\xi} \right| ,

where the \( \cdot \)'s in \((12.119)\) signify that the contracted quantities on the left-hand side are \( S_{\hat{\xi}, \hat{\xi}} \) one-forms. To bound the first sum on the right-hand side of \((12.119)\), by the right-hand side of \((12.111)\), we use the estimates \((12.61a), (12.61b), (12.49), \) and \((12.103)\), and the bootstrap assumptions \((BA \Psi), (AUX p), \) and \((AUX LR(Small))\).

To bound the second sum on the right-hand side of \((12.119)\), by the right-hand side of \((12.111)\), we use the estimates \((12.61a), (12.61b), (12.93), \) and \((12.103)\), and the bootstrap assumptions \((BA \Psi), (AUX p), \) and \((AUX LR(Small))\). We have thus proved inequality \((12.111)\). Inequality \((12.110)\) can be proved by using essentially the same argument, and we omit the details.

\[\square\]

12.26. Pointwise estimates, in terms of other quantities, for the Lie derivatives of the re-centered null second fundamental form involving an outgoing null differentiation

In this section, we derive pointwise estimates for \( \mathcal{L}_L^x \chi^{(Small)} \) and for related quantities. We start with the following lemma, which provides an expression for \( \mathcal{L}_L^x \chi^{(Small)} \) in terms of \( \Psi \) and \( L^i \), \( (i = 1, 2, 3) \).

**Lemma 12.44 (Expressions for \( \mathcal{L}_L^x \chi^{(Small)} \) in terms of other quantities).**

The symmetric type \((0, 2)\) \( S_{\hat{\xi}, \hat{\xi}} \) tensorfield \( \chi^{(Small)} \) defined in \((4.1c)\) verifies the following transport equation:

\[(12.120)\]

\[\mathcal{L}_L^x \chi^{(Small)}_{AB} = \varrho^{-1} g_{ab} (\varphi_A x^a) \varphi_B L (\varphi L_{(Small)}) + \varrho^{-2} g_{ab} (\varphi_A (\varphi L_{(Small)})) \varphi_B (\varphi L_{(Small)}) + \varrho^{-1} G_{ab} (\varphi_A x^a) (\varphi_B (\varphi L_{(Small)})) L \psi - \mathcal{L}_L^x \Lambda^{(Tan - \Psi)}_{AB},\]

where \( \varrho = 1 - u + t \) is the geometric radial variable and \( \Lambda^{(Tan - \Psi)}_{AB} \) is the type \((0, 2)\) \( S_{\hat{\xi}, \hat{\xi}} \) tensorfield given by \((4.11c)\).

**Proof.** We first use the decomposition \( L^a = \varrho^{-1} x^a + L^a_{(Small)} \) (that is, \((4.1a)\)), the identity \( L x^a = L^a \), and Lemma \([8.6]\) to deduce that

\[(12.121)\]

\[\mathcal{L}_L^x \varphi_A x^a = \varphi_A L^a = \varrho^{-1} \varphi_A x^a + \varphi_A L^a_{(Small)} .\]

We now apply \( \mathcal{L}_L^x \) to both sides of equation \((4.19a)\) and treat all uppercase Latin indices as tensorial \( S_{\hat{\xi}, \hat{\xi}} \) indices, and all lowercase Latin-indexed quantities as scalar-valued functions. Also using \((12.121)\), the identity \( L q = 1 \), and the chain rule identity \( L g_{ab} = g_{ab} L \psi \), we deduce that

\[(12.122)\]

\[\mathcal{L}_L^x \chi^{(Small)}_{AB} = \varrho^{-1} g_{ab} (\varphi_A x^a) \varphi_B L (\varphi L_{(Small)}) + g_{ab} (\varphi_A L^a_{(Small)}) \varphi_B L^b_{(Small)} + G_{ab} (\varphi_A x^a) (\varphi_B L^b_{(Small)}) L \psi - \mathcal{L}_L^x \Lambda^{(Tan - \Psi)}_{AB} .\]
The desired identity \(12.120\) now easily follows from \(12.122\) and the fact that \(\rho q = 0\).

\[\text{Lemma 12.45 (Pointwise estimates for } \mathcal{L}_L \mathcal{L}_N \chi^{(\text{Small})} \text{ in terms of other variables). Let } \chi^{(\text{Small})} \text{ be the type } \left(\frac{\alpha}{\beta}\right) \text{ } S_{L,N} \text{ tensorfield defined in (4.1c). Let } 0 \leq N \leq 23 \text{ be an integer and recall that } \rho = 1 - u + t. \text{ Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if } \varepsilon \text{ is sufficiently small, then the following estimates hold on } \mathcal{M}_{T(\text{bootstrap})_{\text{U}}} :\]

\[
(12.123) \quad \begin{vmatrix}
\rho^2 \mathcal{L}_L \mathcal{L}_N \chi^{(\text{Small})} \\
\mathcal{L}_L \rho^2 \mathcal{L}_N \chi^{(\text{Small})} \\
L(\rho^2 \mathcal{L}_N \chi^{(\text{Small})}) \\
\mathcal{L}_L \rho^2 \mathcal{L}_N \chi^{(\text{Small})} \\
\mathcal{L}_L \rho^2 \mathcal{L}_N \chi^{(\text{Small})}
\end{vmatrix} \leq \sum_{a=1}^{3} \left| L(\mathcal{Z}^{(\rho N \leq N+1)\chi^{(\text{Small})}}) \right| + \ln(e + t) \left| \mathcal{Z}^{(\rho N \leq N+1)} \rho \right|^{(\mu - 1)} \left( \sum_{a=1}^{3} \mathcal{Z}^{(\rho N \leq N+1)\chi^{(\text{Small})}} \right).
\]

**Proof.** We first prove the estimate \(12.123\) for \(\mathcal{L}_L \mathcal{L}_N \chi^{(\text{Small})}\). As a first step, we bound \(\mathcal{L}_L \mathcal{L}_N \chi^{(\text{Small})}\) by the right-hand side of \(12.123\). To this end, we write equation \(12.120\) in the following schematic form (recall that \(\rho L \in \mathcal{Z}\)):

\[
(12.124) \quad \mathcal{L}_L \chi^{(\text{Small})} = \frac{1}{\rho} f(\Psi)(\psi) \mathcal{L}(\rho L \chi^{(\text{Small})}) + \frac{1}{\rho^2} f(\Psi)(\psi) \mathcal{L}(\rho L \chi^{(\text{Small})})^2
\]

\[
+ \frac{1}{\rho} f(\Psi)(\psi) \mathcal{L}(\rho L \chi^{(\text{Small})}) L \Psi
\]

\[
+ \frac{1}{\rho} (\mathcal{L}_L G_{\text{Frame}}) \left( L \Psi \right) + \frac{1}{\rho} G_{\text{Frame}} \mathcal{L}_L \left( L \Psi \right),
\]

where the \(f\) are smooth scalar-valued functions of \(\Psi\). We then apply the operator \(\mathcal{L}_N \chi^{(\text{Small})}\) to the right-hand side of \(12.124\) and apply the Leibniz rule to the products on the right-hand side. We bound the terms \(\mathcal{Z}^{(\mu - 1)}\) with \(12.7b\). We bound the terms \(\mathcal{Z}^{(\mu - 1)}f(\Psi)\) with the bootstrap assumptions \(\text{BA}^{(\mu)}\). The factors of \(\mathcal{Z}^{(\mu - 1)}\) are the only ones that contribute to the second term on the right-hand side of \(12.123\). To bound them, we first use Lemma 8.6 and inequality \(12.47a\) to deduce that \(12.124\) to bound the right-hand side of the previous inequality by

\[
\leq \frac{1}{1 + t} \left| L(\mathcal{Z}^{(\rho N \leq N+1)} \mathcal{L}(\rho L \chi^{(\text{Small})})) \right|
\]

\[
+ \ln(e + t) \left| \mathcal{Z}^{(\rho N \leq N+1)} \mathcal{L}(\rho L \chi^{(\text{Small})}) \right|^{(\mu - 1)} \left( \sum_{a=1}^{3} \mathcal{Z}^{(\rho N \leq N+1)\chi^{(\text{Small})}} \right).
\]
In total, these estimates imply that $\rho$ the terms $\approx$ right-hand side of (12.124) is bounded by induction) and the estimates of Lemma 12.30.

To bound the first term on the right-hand side of (12.126) in magnitude by the previously proven estimate (12.123) for $\rho$ suitably bounded by the previously proven estimate (12.123) for $\rho$, we first use the Leibniz rule to derive the following analog of (12.112):

\begin{align*}
\rho_L \rho^2 \xi & = -2 \rho^2 \chi(Small) \xi AB + \rho^2 \xi (\rho_L \xi) #,
\end{align*}

The identity (12.126) follows easily from the identity $(\rho_L \rho^{-1}) AB = -2 AB$ (see (8.72) and Lemma 7.5, (4.1c), and the identity $L \rho = 1$. We now set $\xi = \rho_L \chi(Small)$ in (12.126). The second term on the right-hand side of (12.126) has already been suitably bounded by the previously proven estimate (12.123) for $\rho \rho_L \rho^N \chi(Small)$. To bound the first term on the right-hand side of (12.126) in magnitude by the previously proven estimate (12.123) for $\rho \rho_L \rho^N \chi(Small)$, we use the estimates of Lemma 12.30.

To bound the magnitude of $\rho L(\rho^2 \chi^{(Small)})$ by the right-hand side of (12.123), we note that $L(\rho^2 \rho^N \chi^{(Small)})$ is the pure trace of the type $(1, 1) S_{tu}$ tensorfield $\rho_L(\rho^2 \rho^N \chi^{(Small)})$. Since the magnitude of the pure trace of a type $(1, 1)$ tensorfield is $\leq$ the magnitude of the type $(1, 1)$ tensorfield itself, the desired estimate follows from the previously proven estimate (12.123) for $\rho L(\rho^2 \rho^N \chi^{(Small)})$.

To bound the magnitude of $\rho^2 \rho_L \rho^N \chi^{(Small)}$ by the right-hand side of (12.123), we first use the Leibniz rule to derive the following analog of (12.112):

\begin{align*}
\rho L \rho^N \chi^{(Small)} & \leq \rho L \rho^N \chi^{(Small)} \\
& + \sum_{i_1 + i_2 + i_3 = 1} \sum_{N_1 + N_2 + N_3 = N} \rho L \rho^N \chi^{(Small)} \rho L \rho^N \chi^{(Small)} \rho L \rho^N \chi^{(Small)} \rho L \rho^N \chi^{(Small)}.
\end{align*}

The desired bound now follows from (12.127), the previously proven estimate (12.123) for $\rho \rho_L \rho^N \chi^{(Small)}$, the estimates of Lemmas 12.26 and 12.30, and the fact that $\rho L \in \mathcal{G}$.

Finally, the estimate (12.123) for $\rho L \rho^N \chi^{(Small)}$ follows from the estimate (12.123) for $\rho L \rho^N \chi^{(Small)}$ in the same way that the estimate for $\rho L(\rho^2 \rho^N \chi^{(Small)})$ followed from the estimate for $\rho^2 \rho_L \rho^N \chi^{(Small)}$.
12.27. Improvement of the auxiliary bootstrap assumptions

In this section, we use previously derived transport equations to derive improvements of the $C^0$ bootstrap assumptions for $\mu$, $L_{(\text{Small})}^i$, and their lower-order derivatives. These estimates involve a loss of one order of differentiability because the right-hand sides of the transport equations depend on higher derivatives of $\Psi$.

**Proposition 12.46 (Estimates for $\mu$, $L_{(\text{Small})}^i$, and $\chi^{(\text{Small})}$ derived from transport equations in the direction $L$).** Let $\chi$ and $\chi^{(\text{Small})}$ be the type $(0)$ tensorfields defined in (3.70) and (4.1c). Let $0 \leq N \leq 24$ be an integer and recall that $\vartheta(t,u) = 1 - u + t$. Under the small data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold on $\mathcal{M}_{(\text{Bootstrap}),U_0}$:

\[
\begin{align*}
(12.128a) & \left. \left( \begin{array}{c}
\varrho^2 \varrho^{N-1}\chi^{(\text{Small})} \\
\varrho^2 \varrho^{N-1}\chi^{(\text{Small})} \\
\varrho^2 \varrho^{N-1}\chi^{(\text{Small})} \\
\varrho^2 \varrho^{N-1}\chi^{(\text{Small})} \\
\varrho^2 \varrho^{N-1}\chi^{(\text{Small})} \\
\end{array} \right) \right| \lesssim (1 + t) \left. \left( \begin{array}{c}
\varrho L \vartheta \lesssim N \varphi \\
\varrho L \vartheta \lesssim N \varphi \\
\varrho L \vartheta \lesssim N \varphi \\
\varrho L \vartheta \lesssim N \varphi \\
\varrho L \vartheta \lesssim N \varphi \\
\end{array} \right) \right| \\
(12.128b) & \left. \left( \begin{array}{c}
L \vartheta \lesssim N \mu \\
\sum_{a=1}^3 L \left( \vartheta \vartheta \lesssim N L_{(\text{Small})}^a \right) \\
\varrho^2 \varrho L \vartheta \lesssim N \chi^{(\text{Small})} \\
\varrho^2 \varrho L \vartheta \lesssim N \chi^{(\text{Small})} \\
\varrho^2 \varrho L \vartheta \lesssim N \chi^{(\text{Small})} \\
\varrho^2 \varrho L \vartheta \lesssim N \chi^{(\text{Small})} \\
\sum_{a=1}^3 L \left( \vartheta \vartheta \lesssim N (L_{(\text{Small})}^a) \right) \\
\varrho^2 \varrho L \vartheta \lesssim N \chi^{(\text{Small})} \\
\varrho^2 \varrho L \vartheta \lesssim N \chi^{(\text{Small})} \\
\varrho^2 \varrho L \vartheta \lesssim N \chi^{(\text{Small})} \\
\sum_{a=1}^3 L \left( \vartheta \vartheta \lesssim N (L_{(\text{Small})}^a) \right) \\
\varrho^2 \varrho L \vartheta \lesssim N \chi^{(\text{Small})} \\
\varrho^2 \varrho L \vartheta \lesssim N \chi^{(\text{Small})} \\
\end{array} \right) \right| \\
\end{align*}
\]

\[
\begin{align*}
& + \ln(\varepsilon + t) \left( 1 + t \right)^2 \left. \left( \begin{array}{c}
\varrho L \vartheta \lesssim N \varphi \\
\varrho L \vartheta \lesssim N \varphi \\
\varrho L \vartheta \lesssim N \varphi \\
\sum_{a=1}^3 \vartheta \vartheta \lesssim N L_{(\text{Small})}^a \end{array} \right) \right|.
\end{align*}
\]
Furthermore, the following estimates hold for $t \in [0,T_{\text{(Bootstrap)}})$:

$$
(12.129a) \quad \begin{pmatrix}
\mathcal{F}^{\leq 13}(\mu - 1) \\
\sum_{a=1}^{3} L(\mathcal{F}^{\leq 13} L^{a}_{(\text{Small})}) \\
\mathcal{F}^{\leq 12}_{(\text{Small})} X^{\chi} \\
\mathcal{F}^{\leq 12}_{(\text{Small})} X^{\chi} \\
\mathcal{F}^{\leq 12}_{(\text{Small})} X^{\chi} \\
\mathcal{F}^{\leq 12}_{(\text{Small})} X^{\chi} \\
\mathcal{F}^{\leq 12}_{(\text{Small})} X^{\chi}
\end{pmatrix} \lesssim \varepsilon \ln(\varepsilon + t).
$$

Finally, the following estimates hold for $t \in [0,T_{\text{(Bootstrap)}})$:

$$
(12.129b) \quad \begin{pmatrix}
\mathcal{F}^{\leq 12}_{\mathcal{F}^{\leq 12} L^\mu} \\
\sum_{a=1}^{3} L(\mathcal{F}^{\leq 12} L^{a}_{(\text{Small})}) \\
\mathcal{F}^{\leq 11}_{(\text{Small})} X^{\chi} \\
\mathcal{F}^{\leq 11}_{(\text{Small})} X^{\chi} \\
\mathcal{F}^{\leq 11}_{(\text{Small})} X^{\chi} \\
\mathcal{F}^{\leq 11}_{(\text{Small})} X^{\chi} \\
\mathcal{F}^{\leq 11}_{(\text{Small})} X^{\chi}
\end{pmatrix} \in C^0(\Sigma_t^\varepsilon)
$$

$$
\lesssim \varepsilon \frac{1}{1 + t}.
$$

**Proof.** We first note that inequality $(12.128a)$ follows easily from inequality $(12.68a)$. We now prove $(12.128b)$. We prove only the estimates for the first array on the left-hand side because the proofs of the estimates for the second array do not involve commutations and hence are simpler. To proceed with our estimates for the first array, we note that by Lemma $(12.45)$ the estimates for all $\chi^{(\text{Small})}$-related terms in the array will follow once we prove inequality $(12.128b)$ for only the first two terms $L \mathcal{F}^{\leq N} \mu$ and $\sum_{a=1}^{3} L(q \mathcal{F}^{\leq N} L^{a}_{(\text{Small})})$ in the array.

**Proof of the bound for** $L(q \mathcal{F}^{\leq N} L^{i}_{(\text{Small})})$: We now use induction in $N$ to prove $(12.128b)$ for the term $L(q \mathcal{F}^{\leq N} L^{i}_{(\text{Small})})$ on the left-hand side. To proceed, we write equation $(4.9b)$ in the schematic form

$$
(12.130) \quad L(q L^{i}_{(\text{Small})}) = G_{\text{(Frame)}} \left( \begin{pmatrix}
L_{\Psi} \\
\phi_{\Psi} \\
\phi f^{i}(\Psi) \\
\phi f^{\#} x^{i}
\end{pmatrix} \right) := \mathcal{F}^{i},
$$
where \( f^i(\Psi) \) is smooth function of \( \Psi \) that vanishes at \( \Psi = 0 \) (specifically, \( f^i(\Psi) = (g^{-1})^i \)); see (2.4)-(2.6). Commuting (12.130) with \( \mathcal{Z}^N \), we deduce that

(12.131)

\[
L(\varrho, \mathcal{Z}^N L_i^{(\text{Small})}) = \mathcal{Z}^N \mathcal{J}^i + [L, \mathcal{Z}^N](\varrho L_i^{(\text{Small})}) + L \left\{ [\varrho, \mathcal{Z}^N] L_i^{(\text{Small})} \right\}.
\]

We claim that the following bound holds for the first term \( \mathcal{Z}^N \mathcal{J}^i \) on the right-hand side of (12.131):

(12.132)

\[
|\mathcal{Z}^N \mathcal{J}^i| \lesssim \left( \varrho L \mathcal{Z}^{\leq N} \Psi \varrho \mathcal{Z}^{\leq N} \Psi \right) + \frac{\ln(e + 1)}{(1 + t)^{2}} \left( \mathcal{Z}^{\leq N} (\mu - 1) \sum_{a=1}^{3} \varrho \mathcal{Z}^{\leq N} L_a^{(\text{Small})} \right).
\]

Let us accept (12.132) for the moment; we will independently prove (12.132) at the end of the argument without using induction. We note that the right-hand side of (12.132) is \( \lesssim \) the right-hand side of (12.128b) as desired. This immediately yields the desired estimate in the base case \( N = 0 \).

To carry out the induction, we assume that the estimate (12.128b) for \( |L(\varrho \mathcal{Z}^{\leq N-1} L_i^{(\text{Small})})| \) has been proved. To bound the term \( L \left\{ [\varrho, \mathcal{Z}^N] L_i^{(\text{Small})} \right\} \) on the right-hand side of (12.131), we use (12.8b) to deduce that

(12.133)

\[
|L \left\{ [\varrho, \mathcal{Z}^N] L_i^{(\text{Small})} \right\}| \lesssim |L(\varrho \mathcal{Z}^{\leq N-1} L_i^{(\text{Small})})| + \frac{1}{(1 + t)^{2}} |\varrho \mathcal{Z}^{\leq N-1} L_i^{(\text{Small})}|.
\]

The second term on the right-hand side of (12.133) is manifestly \( \lesssim \) the right-hand side of (12.128b) as desired, while to bound the first, we use the induction hypothesis.

To bound the term \([L, \mathcal{Z}^N](\varrho L_i^{(\text{Small})})\) on the right-hand side of (12.131), we use the commutator estimate (12.83) with \( f = \varrho L_i^{(\text{Small})} \), inequalities (12.7b) and (12.57), and the bootstrap assumption \( [\text{BA}XLR^{(\text{Small})}] \) to deduce that

(12.134)

\[
|L, \mathcal{Z}^N|(\varrho L_i^{(\text{Small})})| \lesssim |\mathcal{Z}^{\leq N-1} L(\varrho L_i^{(\text{Small})})| + \frac{\ln(e + 1)}{1 + t} \left( \varrho L \mathcal{Z}^{\leq N} \Psi \varrho \mathcal{Z}^{\leq N} \Psi \right) + \frac{\ln(e + 1)}{(1 + t)^{2}} \left( \mathcal{Z}^{\leq N} (\mu - 1) \sum_{a=1}^{3} \varrho \mathcal{Z}^{\leq N} L_a^{(\text{Small})} \right).
\]

The last two terms on the right-hand side of (12.134) are manifestly \( \lesssim \) the right-hand side of (12.128b) as desired, while to bound the first, we use the estimate (12.132).

It remains for us to prove (12.132). We apply the operator \( \mathcal{Z}_x^N \) to the terms in (12.130) and use the Leibniz rule. We bound the terms \( \mathcal{Z}_x^M G^{(\text{Frame})} \) with the estimates of Lemma 12.25. To bound \( \left( \mathcal{Z}_x^M L^i \Psi \right) \), we use Lemma 12.23 and the bootstrap assumptions \( [\text{BA}X^{\Psi}] \). To bound \( \mathcal{Z}_x^M(\varrho L_i^{(\text{Small})}) \) when \( M \leq 12 \),
we use inequality (12.7b) and the bootstrap assumptions \( \text{AUX}_{\mu} \) (when \( M \geq 13 \), the term \( q \psi L^i \) appears on the right-hand side of (12.122)).

To bound \( \mathcal{Z} \mathcal{P}^M x \), we use inequalities (12.9a), (12.28a), and (12.28b) as well as the observation that \( \mathcal{Z} \mathcal{P}^M x = \mathcal{Z} \mathcal{P}^{M-1} Z x = \mathcal{Z} \mathcal{P}^{M-1} Z^2 \). To bound \( \mathcal{Z} \mathcal{P}^M (\psi f(\Psi)) \), we use inequality (12.7b) and the bootstrap assumptions \( \text{BA}_\Psi \), which in particular imply that \( |\mathcal{Z} \mathcal{P}^M f(\Psi)| \leq |\mathcal{Z} \mathcal{P}^{M} \Psi| \). To bound \( \mathcal{L}^M \psi \mathcal{P} (\psi f(\Psi)) \), we use inequalities (12.7b), (12.58a), (12.58b) (12.61a), and (12.61b). In total, these estimates yield inequality (12.122) and our proof of the bound for \( |L \psi \mathcal{Z} \mathcal{P}^{\leq N} L^i_{\text{Small}}| \) is complete.

**Proof of the bound for \( |L \mathcal{Z} \mathcal{P}^{\leq N} \mu| \):** We now use induction in \( N \) to prove the desired estimate for the term \( |L \mathcal{Z} \mathcal{P}^{\leq N} \mu| \) on the left-hand side of (12.128b). The proof is simpler than our proof of the bound for \( |L \psi \mathcal{Z} \mathcal{P}^{\leq N} L^i_{\text{Small}}| \). To proceed, we write equation (4.5) in the schematic form

\[
(12.135) \quad L \mu = G_{\text{Frame}} \left( \frac{\mu L \Psi}{\hat{R} \Psi} \right) := \mathcal{J}.
\]

Commuting (12.135) with \( \mathcal{Z} \mathcal{P}^N \), we have

\[
(12.136) \quad |L \mathcal{Z} \mathcal{P}^N \mu| \lesssim \left| |L, \mathcal{Z} \mathcal{P}^N| \mu \right| + \left| \mathcal{Z} \mathcal{P}^N \mathcal{J} \right|.
\]

We claim that

\[
(12.137) \quad |\mathcal{Z} \mathcal{P}^N \mathcal{J}| \lesssim \left\| \frac{\phi L \mathcal{Z} \mathcal{P}^{\leq N} \Psi}{\phi \mathcal{Z} \mathcal{P}^{\leq N} \Psi} \right\| + \frac{\ln(c + t)}{(1 + t)^2} \left( \sum_{n=1}^{\mu - 1} \mathcal{Z} \mathcal{P}^{\leq N} \mathcal{J} \right).
\]

To derive the estimate (12.137), we apply the Leibniz rule. We bound the terms \( \mathcal{Z} \mathcal{P}^M G_{\text{Frame}} \) with the estimates of Lemma 12.25. To bound the terms \( \mathcal{L}^M \psi \mathcal{P} (\psi f(\Psi)) \), we use Lemma 12.25 and the bootstrap assumptions \( \text{BA}_\Psi \). To bound \( \mathcal{Z} \mathcal{P}^M \mu \) when \( M \leq 12 \), we use the bootstrap assumptions \( \text{AUX}_\mu \) (when \( M \geq 13 \), the term \( \mathcal{Z} \mathcal{P}^M (\mu - 1) \) appears on the right-hand side of (12.137)).

We now note that the right-hand side of (12.137) is manifestly \( \lesssim \) the right-hand side of (12.128b) as desired. The estimate (12.137) therefore immediately yields the desired estimate for \( |L \mathcal{Z} \mathcal{P}^{\leq N} \mu| \) in the base case \( N = 0 \).

To carry out the induction, we assume that the estimate (12.128b) for \( |L \mathcal{Z} \mathcal{P}^{\leq N-1} \mu| \) has been proved. To bound the commutator term on the right-hand side of (12.136), we use the commutator estimate (12.82c) with \( f = \mu \), inequality (12.57), and the bootstrap assumptions \( \text{AUX}_\mu \) to deduce that

\[
(12.138) \quad \left| |L, \mathcal{Z} \mathcal{P}^N| \mu \right| \lesssim \left| L \mathcal{Z} \mathcal{P}^{\leq N-1} \mu \right| + \frac{\ln(c + t)}{1 + t} \left| \mathcal{Z} \mathcal{P}^{\leq N} \Psi \right|
\]

\[
+ \frac{\ln(c + t)}{(1 + t)^2} \left( \sum_{n=1}^{\mu - 1} \left| \mathcal{Z} \mathcal{P}^{\leq N} \mathcal{J} \right| \right).
\]

The last two terms on the right-hand side of (12.138) are manifestly bounded by the right-hand side of (12.128b) as desired, while to bound the first, we use the induction hypothesis.
Proof of (12.129a) - (12.129b): To prove (12.129a), we first simplify the notation by defining

\[ q(t, u, \vartheta) := \left| \sum_{a=1}^{3} \varrho_{Z \leq 13} (L_{a}^{\text{Small}}) \right|, \quad \dot{q}(u, \vartheta) := q(0, u, \vartheta). \]

The bootstrap assumptions (\(BA_{\Psi}'\)) imply that the integral \(\int_{t'}^{t} dt'\) of the array \(\Psi\) quantities on the right-hand side of (12.128b) (with \(N = 13\) in (12.128b)) is bounded in the norm \(\| \cdot \|_{C_{0}(\Sigma_{T}^{\text{Small}})}\) by \(\lesssim \varepsilon \ln(\varepsilon + t)\). Hence, integrating inequality (12.128b) in time along the integral curves of \(L\), we deduce that

\[ q(t, u, \vartheta) \leq \dot{q}(u, \vartheta) + C\varepsilon \ln(\varepsilon + t) + C \int_{t'}^{t} \frac{\ln(e + t')}{(1 + t')^{2}} q(t', u, \vartheta) dt'. \]

Inequality (12.140) and the small data assumption \(\dot{\varepsilon} \leq \varepsilon\) together imply that \(q(t, u, \vartheta) \lesssim \varepsilon\). Hence, applying Gronwall’s inequality to (12.140), we deduce that

\[ q(t, u, \vartheta) \lesssim \dot{q}(u, \vartheta) + C\varepsilon \ln(\varepsilon + t) \]

for the remaining quantities on the left-hand side of (12.129a). The estimates for the remaining quantities on the left-hand side of (12.129a) then follow from these estimates, inequality (12.68a), and the bootstrap assumptions (\(BA_{\Psi}\)).

Inequality (12.129b) then follows from inequalities (12.128b) and (12.129a) and the bootstrap assumptions (\(BA_{\Psi}\)).

\[ \square \]

Corollary 12.47 (Improvement of the auxiliary bootstrap assumptions). Under the small data and bootstrap assumptions of Sects. 12.1-12.4, if \(\varepsilon\) is sufficiently small, then the auxiliary bootstrap assumptions (\(AUX_{\mu}\) - (\(AUX_{\chi}^{\text{Small}}\)) hold with \(\varepsilon^{1/2}\) replaced by \(C\varepsilon\).

Proof. The corollary follows directly from (12.129a). \(\square\)

Using the estimates of Cor. 12.47 in place of the auxiliary bootstrap assumptions, we can repeat the proofs of all of the previous estimates in this chapter to arrive at the following corollary.

Corollary 12.48 (\(\varepsilon^{1/2}\) can be replaced with \(C\varepsilon\)). Under the small data and bootstrap assumptions of Sects. 12.1-12.4, all of the estimates in Chapter 12 that we proved before Cor. 12.47 and that involve an explicit factor of precisely \(\varepsilon^{1/2}\) in fact hold with \(\varepsilon^{1/2}\) replaced by \(C\varepsilon\).

12.28. Sharp pointwise estimates for a frame component of the derivative of the metric with respect to the solution

In this section, we provide sharp pointwise estimates for \(G_{LL}\) and \(L_{G_{LL}}\). In particular, we show that \(G_{LL}\) is well-approximated by the future null condition failure factor \((+)^{N}\).

Lemma 12.49 (Bounds for \(G_{LL}\)). Let \((+)^{N}\) be the future null condition failure factor from Def. 3.31. Under the small data and bootstrap assumptions of Sects. 12.1-12.4, if \(\varepsilon\) is sufficiently small, then the following pointwise estimates hold on \(\mathcal{M}_{T(\text{Bootstrap}), U_{0}}\):

\[ |L_{G_{LL}}| \lesssim \varepsilon \frac{1}{(1 + t)^{2}}. \]
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(12.142) \[ |G_{LL} - (\pm)\mathbb{N}| \lesssim \frac{\varepsilon \ln(e + t)}{1 + t}. \]

Furthermore, if \( 0 \leq s \leq t \), then

(12.143) \[ |G_{LL}(t, u, \vartheta) - G_{LL}(s, u, \vartheta)| \lesssim \varepsilon \frac{t - s}{(1 + s)(1 + t)} \lesssim \varepsilon \frac{1}{1 + s}. \]

**Proof.** From (4.33a), the estimate (12.59b), and the bootstrap assumptions (BA\(\Psi\)), we deduce that

(12.144) \[ |LG_{LL}| \lesssim \varepsilon \frac{1}{(1 + t)^2}, \]

which is the desired estimate (12.141).

Inequality (12.143) then follows from integrating (12.141) along the integral curves of \( L \) from time \( s \) to time \( t \).

To prove (12.142), we first note that by the mean value theorem, the estimate (12.27b), and the bootstrap assumptions (BA\(\Psi\)), we have

(12.145) \[ |G_{LL} - G_{\alpha\beta}(\Psi = 0)L^\alpha L^\beta| \lesssim \varepsilon \frac{1}{1 + t}. \]

Next, we recall that \( L_{(Flat)} = \partial_t + \frac{x^a}{\mathcal{F}} \partial_a \). Hence, using definition (4.1a), the estimates (12.9b) and (12.129a), Cor. 12.48, and the fact that \( L^0 = L^0_{(Flat)} = 1 \), we deduce that the following estimate holds for \( \nu = 0, 1, 2, 3 \):

(12.146) \[ |L^\nu - L^\nu_{(Flat)}| \lesssim \frac{\varepsilon \ln(e + t)}{1 + t}. \]

Using the estimates (12.27b), (12.145), and (12.146), we conclude the desired bound (12.142). \( \square \)

### 12.29. Pointwise estimates for the angular Laplacian of the derivatives of the rectangular components of the re-centered version of the outgoing null vectorfield

In this section, we derive pointwise estimates for the scalar-valued functions \( \Delta \mathcal{F}^{\leq N-1} L^i_{(Small)} \).

**Remark 12.50 (The estimates for \( \Delta \mathcal{F}^{\leq N-1} L^i_{(Small)} \) are “optional”).** We do not need the estimates of Lemma 12.51 to prove the most important aspects of our main sharp classical lifespan theorem. We provide these estimates only in an effort to give a complete description of the behavior of the functions \( L^i_{(Small)} \).

**Lemma 12.51 (Pointwise estimate for \( \Delta \mathcal{F}^{\leq N-1} L^i_{(Small)} \) in terms of other variables).** Let \( 1 \leq N \leq 24 \) be an integer and let \( L^i_{(Small)} \) (\( i = 1, 2, 3 \)), be the scalar-valued functions defined in (4.1a). Under the small data and bootstrap assumptions of Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following pointwise
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estimate holds on $\mathcal{M}_{(\text{bootstrap})_{\Psi}}$:

\begin{equation}
\left| \Delta \mathcal{Z}^{\leq N-1} L_{(\text{Small})}^{i} \right| \lesssim \frac{1}{(1+t)^3} \left\| \left( \begin{array}{l} qL \mathcal{Z}^{\leq N} \Psi \\ R \mathcal{Z}^{\leq N} \Psi \\ \mathcal{Z}^{\leq N} \end{array} \right) \right\| \\
+ \frac{1}{(1+t)^3} \left\| \left( \begin{array}{l} \mathcal{Z}^{\leq N} (\mu - 1) \\ \sum_{a=1}^{3} \mathcal{Z}^{\leq N} L_{(\text{Small})}^{a} \\ \nabla \mathcal{Z} \end{array} \right) \right\| \\
+ \left| \nabla^{N-1} \chi_{(\text{Small})} \right|.
\end{equation}

**Proof.** We first apply $\mathcal{Z}_{\mathcal{Z}}^{\leq N-1}$ and then $\nabla^{A}$ to equation (4.10c). By Lemma 8.6, the left-hand side of the resulting expression is equal to $\Delta \mathcal{Z}^{\leq N-1} L_{(\text{Small})}^{i}$. Hence, Lemma [12.51] will follow once we show that the right-hand side of the resulting expression is bounded in magnitude by $\lesssim$ the right-hand side of (12.147). We begin by addressing the term $\nabla^{A} \mathcal{Z}_{\mathcal{Z}}^{\leq N-1} \left\{ (\varphi^{-1})^{BC} \chi_{AB} \varphi \mathcal{Z}_{\mathcal{Z}} \right\}$ generated by the first product on the right-hand side of (4.10c). Using definition (12.58b), we use the estimate (12.58b) to bound this term by $\lesssim \left| \nabla^{N-1} \chi_{(\text{Small})} \right|$, which is manifestly bounded by the last term on the right-hand side of (12.147) as desired. Next, using the schematic identity $\mathcal{Z}_{\mathcal{Z}} \varphi^{-1} = - (\varphi^{-1})^{2(\mathcal{Z})} \varphi$ (see (7.4b)), Lemma 8.6 and inequalities (12.48) and (12.49), we see that the remaining terms that arise in the Leibniz expansion are bounded in magnitude by

\begin{equation}
\lesssim \frac{1}{1+t} \sum_{k=0}^{N} \sum_{\sum_{a=1}^{3} N_{a} \leq N} \left| \mathcal{Z}_{\mathcal{Z}}^{N_{1}} \varphi \right| \left| \mathcal{Z}_{\mathcal{Z}}^{N_{2}} \varphi \right| \cdots \left| \mathcal{Z}_{\mathcal{Z}}^{N_{k}} \varphi \right| \left| \mathcal{Z}_{\mathcal{Z}}^{N_{k+1}} \chi_{(\text{Small})} \right| \left| \varphi \mathcal{Z}_{\mathcal{Z}}^{N_{k+2}} \right|,
\end{equation}

where the $\varphi$ are the $S_{i,a}$-projections of deformation tensors of vectorfields belonging to $\mathcal{Z}$. From the estimates (12.58a), (12.58b), (12.61a), (12.61b), (12.68a), and (12.68b), we deduce that the right-hand side of (12.148) is $\lesssim$ the right-hand side of (12.147) as desired.

We now address the term $\nabla^{A} \mathcal{Z}_{\mathcal{Z}}^{\leq N-1} \left\{ \lambda_{A}^{(\text{Frame})} \varphi \mathcal{Z}_{\mathcal{Z}}^{\leq N} \mathcal{Z}_{\mathcal{Z}} \right\}$ generated by the second product on the right-hand side of (4.10c). Using definition (4.11a), Lemma 8.6 inequality (12.48), and the Leibniz rule, we see that this term is bounded in magnitude by

\begin{equation}
\lesssim \frac{1}{1+t} \sum_{a=1}^{3} \sum_{a_{1}+a_{2}+a_{3} \leq N} \left| \mathcal{Z}_{\mathcal{Z}}^{N_{1}} \mathcal{Z}_{\mathcal{Z}}^{N_{2}} \mathcal{Z}_{\mathcal{Z}}^{N_{3}} \right| \left| \varphi \mathcal{Z}_{\mathcal{Z}}^{N_{3}} \right| \left| \mathcal{Z}_{\mathcal{Z}}^{N_{3}} \right|.
\end{equation}

From the identity (4.3), the fact that $(\varphi^{-1})^{0i}$ is smooth function of $\Psi$ that vanishes at $\Psi = 0$ (see (2.4)-(2.6)), the bootstrap assumptions $\mathcal{B}_{\mathcal{A}} \Psi$, and the estimates (12.59a), (12.59b), and (12.129a), we deduce that the right-hand side of (12.149) is $\lesssim$ the right-hand side of (12.147) as desired.

We now address the term $\nabla^{A} \mathcal{Z}_{\mathcal{Z}}^{\leq N-1} \left\{ \varphi \lambda_{A}^{(\text{Frame})} \right\}$ generated by the third product on the right-hand side of (4.10c). From definition (4.11a), Lemma 8.6
inequality (12.48), and the Leibniz rule, it follows that this term is bounded in magnitude by
\begin{equation}
\lesssim \frac{1}{1+t} \sum_{N_1+N_2+N_3 \leq N} \left| \mathcal{G}_{\mathcal{N}_1} \left( \frac{x^i}{\varrho} \right) \right| \left| \mathcal{G}_{\mathcal{N}_2} G_{(Frame)} \right| \left| \mathcal{G}_{\mathcal{N}_3} \Psi \right|.
\end{equation}

From the bootstrap assumptions (BAΨ), (12.7b), the estimates (12.9a), (12.28a), (12.28b), (12.59a), (12.59b), and (12.129a), and the fact that \( \mathcal{Z}^i = \mathcal{Z}^i \), we deduce that the right-hand side of (12.150) is \( \lesssim \) the right-hand side of (12.147) as desired.

We now address the term \( \nabla^A \mathcal{E}_Z^N \{ (\varrho^{-1})^B \Lambda^{AB} \mathcal{G}_{AB} (\mathcal{Z}_i - \mathcal{Y}_i) \} \) generated by the final product on the right-hand side of (4.10c). Using definition (4.11c), Lemma 8.6 inequality (12.48), and the Leibniz rule, we argue as in the proof of (12.148) to bound this term in magnitude by (12.151)
\begin{equation}
\lesssim \frac{1}{1+t} \sum_{k=0}^{N} \left( \sum_{N_1+N_2+N_3 \leq N-k} \left| \mathcal{E}_{\mathcal{N}_1} \right| \left| \mathcal{E}_{\mathcal{N}_2} \right| \left| \mathcal{E}_{\mathcal{N}_3} \right| \left| \mathcal{G}_{(Frame)} \right| \left| \mathcal{E}_{\mathcal{N}_4} \left( \frac{L \Psi}{\varrho \Psi} \right) \right| \left| \mathcal{E}_{\mathcal{N}_5} \Psi \right| \right).
\end{equation}

From the estimates (12.55), (12.58a), (12.58b), (12.59a), (12.59b), (12.61a), (12.61b), and (12.129a), and the bootstrap assumptions (BAΨ), we deduce that the right-hand side of (12.151) is \( \lesssim \) the right-hand side of (12.147) as desired. \( \square \)

### 12.30. Estimates related to integrals over the spheres

In this section, we provide a collection of estimates that are connected to integrals over \( S_{t,u} \). We start with a lemma that provides bounds for the error terms on the right-hand side of equation (10.1b).

**Lemma 12.52 (Estimates for the error terms in \( \mathcal{L}_{\mathcal{E}} dv_{\varrho} \)).** Under the small data and bootstrap assumptions of Sects. 12.2-12.4, if \( \varepsilon \) is sufficiently small, then the last four terms in braces in equation (10.1b) verify the following pointwise estimate
\begin{equation}
\frac{2}{\varrho} (\mu - 1) - \mu tr_{\varrho X^{(Small)}} + tr_{\varrho k^{(Trans-\Psi)}} + \mu tr_{\varrho k^{(Tan-\Psi)}} \lesssim \varepsilon \ln(e + t) \quad (1 + t).
\end{equation}

**Proof.** The last two terms on the left-hand side of (12.152) have the schematic form \( G_{(Frame)}^{\#} \left( \begin{array}{c} \mu L \Psi \\ \hat{R} \Psi \\ \mu \delta \Psi \end{array} \right) \). Hence, the desired estimate (12.152) follows from Cor. 12.27, the estimates (12.59b) and (12.129a), and the bootstrap assumptions (BAΨ). \( \square \)

**Lemma 12.53 (Comparison of the area forms \( dv_{\varrho} \) and \( dv_{\hat{\varrho}} \)).** Let \( p = p(\varrho) \) be a non-negative function of the geometric angular coordinates. Under the small data and bootstrap assumptions of Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following estimate holds for \( (t,u) \in [0, \hat{T}_{\text{Bootstrap}}] \times [0, U_0] \):
\begin{equation}
\int_{S_{t,u}} p(\varrho) dv_{\varrho(t,u,\varrho)} = \left( 1 + O(\varepsilon) \right) \varrho^2(t,u) \int_{\varrho \in S^2} p(\varrho) dv_{\hat{\varrho}(\varrho)},
\end{equation}

where
\begin{equation}
(12.153)
\end{equation}
where \( \varrho(t,u) = 1 - u + t, \) \( dv_{\varrho(t,u,\vartheta)} \) is the area form defined in (3.84a), and \( dv_{\vartheta(\varrho)} \) is the standard Euclidean area form on the **Euclidean unit sphere** \( (S^2, \varrho) \).

**Proof.** We set

\[
P(t,u) := \int_{S_{t,u}} p(\varrho) dv_{\varrho(t,u,\vartheta)}.
\]

From Lemma 10.2 and the decomposition \( \text{tr}_g X = 2\varrho^{-1} + \text{tr}_g X^{(\text{Small})} \) (see \[4.1c\]), we have

\[
(12.154) \quad \frac{\partial}{\partial t} P(t,u) = \int_{S_{t,u}} \left\{ \frac{2}{\varrho} + \text{tr}_g X^{(\text{Small})} \right\} p dv_{\varrho}.
\]

\[
(12.155) \quad \frac{\partial}{\partial u} P(t,u) = \int_{S_{t,u}} \left\{ -\frac{2}{\varrho} - \frac{2}{\varrho}(\mu - 1) - \mu \text{tr}_g X^{(\text{Small})} + \text{tr}_g X^{(\text{Trans-} \varPsi)} + \mu \text{tr}_g X^{(\text{Tau-} \varPsi)} \right\} p dv_{\varrho}.
\]

Inserting the estimates \( |\text{tr}_g X^{(\text{Small})}| \leq \varepsilon \ln(e + t)(1 + t)^{-2} \) (that is, (12.129a)) and (12.152) at \( t = 0 \) into (12.154) and (12.155) respectively, we deduce that

\[
(12.156) \quad \left( 1 - C\varepsilon \frac{\ln(e + t)}{1 + t} \right) \frac{2}{\varrho(t,u)} \leq \frac{\partial}{\partial t} \ln P(t,u) \leq \left( 1 + C\varepsilon \frac{\ln(e + t)}{1 + t} \right) \frac{2}{\varrho(t,u)}.
\]

\[
(12.157) \quad -(1 + C\varepsilon) \frac{2}{\varrho(0,u)} \leq \frac{\partial}{\partial u} \ln P(0,u) \leq -(1 - C\varepsilon) \frac{2}{\varrho(0,u)}.
\]

Respectively integrating (12.156) and (12.157) with respect to \( t \) and \( u \), we deduce the following inequalities:

\[
(12.158) \quad (1 - C\varepsilon) \frac{\varrho^2(t,u)}{\varrho^2(0,u)} \leq \frac{P(t,u)}{P(0,u)} \leq (1 + C\varepsilon) \frac{\varrho^2(t,u)}{\varrho^2(0,u)},
\]

\[
(12.159) \quad (1 - C\varepsilon) \frac{\varrho^2(u)}{\varrho^2(0)} \leq \frac{P(u)}{P(0)} \leq (1 + C\varepsilon) \frac{\varrho^2(u)}{\varrho^2(0)}.
\]

The desired estimate (12.153) now follows easily from (12.158) and (12.159) and the identities \( \varrho(0) = 1 \) and \( P(0) = \int_{\varrho \in S^2} p(\varrho) dv_{\vartheta(\varrho)} \) (the latter identity is valid because in view of our assumption that the data are supported in \( \Sigma_0^\varepsilon \), we have that \( \vartheta(0,0,\cdot) = \varrho(\cdot) \), where \( \varrho \) is the standard round metric on \( S^2 \)).

**Corollary 12.54** (Estimates for integrals of constants). Under the small data and bootstrap assumptions of Sects. \[12.1 - 12.4\], if \( \varepsilon \) is sufficiently small, then the following estimates hold for \( (t,u) \in [0,T_{\text{Bootstrap}}) \times [0,U_0] \):

\[
(12.160a) \quad 4\pi(1 - C\varepsilon) \varrho^2(t,u) \leq \int_{S_{t,u}} 1 \, dv_{\varrho} \leq 4\pi(1 + C\varepsilon) \varrho^2(t,u),
\]

\[
(12.160b) \quad C^{-1} \varrho^2(t,u) \leq \int_{\Sigma_0^\varepsilon} 1 \, d\varrho \leq C \varrho^2(t,u),
\]

\[
(12.160c) \quad C^{-1} \varrho(t,u) \leq \|1\|_{L^2(\Sigma_0^\varepsilon)} \leq C \varrho(t,u).
\]

**Proof.** Cor. 12.54 follows easily from the definitions of the quantities involved, Lemma 12.53 and the identity \( \int_{\varrho \in S^2} 1 \, dv_{\vartheta(\varrho)} = 4\pi \).
Lemma 12.55 (Pointwise estimates for $\sqrt{\det g}$). Let $\sqrt{\det g}(t, u, \vartheta)$ denote the area form factor of $g$ relative to the geometric coordinates (and hence the determinant is taken relative to the geometric angular coordinates $(\vartheta^1, \vartheta^2)$) and let $\sqrt{\det f}$ denote the area form factor of $f$ relative to the geometric coordinates. Here, $f$ is the Riemannian metric induced on the Euclidean unit sphere by the Euclidean metric $e$ on $\Sigma_t$. Recall that $g(t, u) = 1 - u + t$. Under the small data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following estimate holds for the spacetime domain $\mathcal{M}_{R(\text{Bootstrap}), U_0}$:

$$\left| \frac{g^{-2} \sqrt{\det g}}{\sqrt{\det f}} - 1 \right| \lesssim \frac{\varepsilon \ln(e + t)}{1 + t}. \tag{12.161}$$

Proof. Let $p \in \Sigma_{U_0}$ and let $\gamma : [0, U_0] \to \Sigma_{U_0}$ be the integral curve of $\bar{R}$ that passes through $p$ and that is parametrized by the eikonal function $u$. From the proof of Lemma 10.2 and in particular (10.7), and the identities $\frac{d}{du} \rho \circ \gamma = \bar{R} \rho = -1$ and $\bar{R} u = 1$, we deduce that

$$\frac{d}{du} \left\{ \ln[(g^{-2} \sqrt{\det g}) \circ \gamma] \right\} = -\frac{2}{\rho}(\mu - 1) - \mu \tr g \chi^{(\text{Small})} + \tr g^{(\text{Trans-Ψ})} + \mu \tr g^{(\text{Tan-Ψ})}. \tag{12.162}$$

Inserting the estimate (12.152) into the right-hand side of (12.162), we deduce that

$$\left| \frac{d}{du} \left\{ \ln[(g^{-2} \sqrt{\det g}) \circ \gamma] \right\} \right| \lesssim \frac{\varepsilon \ln(e + t)}{1 + t}. \tag{12.163}$$

Integrating (12.163) $du$ from the point $p$ until the initial sphere $S_{t, 0}$ (where $u = 0$) and using the identity $g^{-2} \sqrt{\det g}|_{S_{t, 0}} = \sqrt{\det f}$ (which holds because, in view of our assumption that the data are supported in $\Sigma_{0}$, we have that $g(0, 0, \cdot) = g^2(0, t) \vartheta(\cdot) = (1 + t)^2 \vartheta(\cdot)$, where $\vartheta$ is the standard round metric on $S^2$), we conclude the desired estimate (12.161).

Lemma 12.56 (Pointwise estimates for the time integral of $\tr g \chi$). Let $\chi$ be the symmetric type $(0, 2)$ tensorfield defined in (3.70) and recall that $g(t, u) = 1 - u + t$. Under the small data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following estimate holds for $(t, u) \in [0, T_{\text{(Bootstrap)}}] \times [0, U_0]$:

$$\ln \left( \frac{\rho^2(t, u)}{\rho^2(0, u)} \right) - C\varepsilon \leq \int_{s=0}^{t} \tr g \chi(s, u, \vartheta) \, ds \leq \ln \left( \frac{\rho^2(t, u)}{\rho^2(0, u)} \right) + C\varepsilon. \tag{12.164}$$

Proof. The inequalities in (12.164) follow easily from the decomposition $\tr g \chi = 2\rho^{-1} + \tr g \chi^{(\text{Small})}$ (see (4.1c)) and the pointwise estimate $|\tr g \chi^{(\text{Small})}| \leq C\varepsilon \ln(e + t)(1 + t)^{-2}$ (that is, (12.129a)).

Lemma 12.57 (Estimate for the norm $\| \cdot \|_{L^2(\Sigma_t)}$ of time-integrated functions). Let $f$ be a function on spacetime and let

$$F(t, u, \vartheta) := \int_{t'=0}^{t} f(t', u, \vartheta) \, dt'. \tag{12.165}$$

2Relative to the rectangular spatial coordinates on $\Sigma_t$, we have $e_{ij} = \delta_{ij}$. 


Recall that $\varrho(t, u) = 1 - u + t$. Under the small data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following estimate holds for $(t, u) \in [0, T_{(\text{bootstrap})}] \times [0, U_0]$:

\begin{equation}
\|F\|_{L^2(\Sigma^u_t)} \leq (1 + C\varepsilon) \varrho(t, u) \int_{t' = 0}^{t} \frac{\|f\|_{L^2(\Sigma^u_{t'})}}{\varrho(t', u)} \, dt'.
\end{equation}

**Proof.** From the definition (12.165) of $F$, the definition (3.85b) of $\|F\|_{L^2(\Sigma^u_t)}$, the estimate (12.155), Minkowski’s inequality for integrals, and the fact that $\varrho(t', u') \geq \varrho(t', u)$ when $0 \leq u' \leq u$, we have

\begin{equation}
\|F\|_{L^2(\Sigma^u_t)}^2 = \int_{u' = 0}^{u} \int_{S_{t', u'}} F^2(t, u', \vartheta) \, dv_\vartheta \, du'.
\end{equation}

\begin{align*}
&\leq (1 + C\varepsilon) \varrho^2(t, u) \int_{u' = 0}^{u} \int_{\vartheta \in S^2} F^2(t, u', \vartheta) \, dv_\vartheta \, du' \\
&= (1 + C\varepsilon) \varrho^2(t, u) \int_{u' = 0}^{u} \int_{\vartheta \in S^2} \left( \int_{t' = 0}^{t} f(t', u', \vartheta) \, dt' \right)^2 \, dv_\vartheta \, du' \\
&\leq (1 + C\varepsilon) \varrho^2(t, u) \left\{ \int_{t' = 0}^{t} \left( \int_{u' = 0}^{u} \int_{\vartheta \in S^2} f^2(t', u', \vartheta) \, dv_\vartheta \, du' \right)^{1/2} \, dt' \right\}^2 \\
&\leq (1 + C\varepsilon) \varrho^2(t, u) \left\{ \int_{t' = 0}^{t} \left( \int_{u' = 0}^{u} \int_{\vartheta \in S^2} f^2(t', u', \vartheta) \, dv_\vartheta \, du' \right)^{1/2} \, dt' \right\}^2 \\
&\leq (1 + C\varepsilon) \varrho^2(t, u) \left\{ \int_{t' = 0}^{t} \frac{1}{\varrho^2(t', u)} \int_{u' = 0}^{u} \int_{\vartheta \in S^2} f^2(t', u', \vartheta) \, dv_\vartheta \, du' \, dt' \right\}^2 \\
&= (1 + C\varepsilon) \varrho^2(t, u) \left\{ \int_{t' = 0}^{t} \frac{1}{\varrho(t', u)} \|f\|_{L^2(\Sigma^u_{t'})} \, dt' \right\}^2.
\end{align*}

Inequality (12.166) now follows from taking the square root of both sides of (12.167).

**12.31. Faster than expected decay for certain wave-variable-related quantities**

We use the estimates in the following lemma in order to bound some of the error terms that appear in the integration by parts identities of Lemmas 10.17 and 10.18. The estimates also play a critical role in our sharp analysis of $\mu$ (see Chapter 13) and in our proof that $\mu$ can vanish in finite time (see Chapter 23).

**Lemma 12.58 (Faster than expected decay for certain $\Psi$–related quantities).** Recall that $\Psi$ verifies the covariant wave equation $\Box_{\Psi(\Phi)} \Psi = 0$ and that $\Psi$ vanishes in the exterior of the flat outgoing null cone $C_0$. Let $\chi$ be the symmetric type $(\frac{9}{2}, \frac{9}{2})$ tensor field defined in (3.70) and recall that $\varrho(t, u) = 1 - u + t$. Under the
small data and bootstrap assumptions of Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following estimate holds for \( t \in [0, T_{\text{Bootstrap}}) \):

\[
\| \rho \tilde{R} \Psi \|_{C^0(S^*_t)} + \| L(\rho L \Psi) \|_{C^0(S^*_t)} \lesssim \varepsilon \frac{\ln(e + t)}{(1 + t)^2},
\]

\[
\| \rho \tilde{R} \Psi + \tilde{\rho} \|_{C^0(S^*_t)} \lesssim \varepsilon \frac{\ln(e + t)}{(1 + t)^3}.
\]

**Proof.** We first prove (12.169) for \( L \Psi + \frac{1}{2} \text{tr}_g X \Psi \). Writing the right-hand side of the wave operator decomposition (5.13b) (with \( f = \Psi \)) in schematic form, we have

\[
\tilde{R} \left\{ \rho \left[ L \Psi + \frac{1}{2} \text{tr}_g X \Psi \right] \right\} = \left( \begin{array}{c} \rho L \Psi \\ \rho \Delta \Psi \end{array} \right) + \rho G_{(\text{Frame})} g^{-1} \left( \begin{array}{c} \rho L \Psi \\ \rho \Delta \Psi \end{array} \right) + \left( \begin{array}{c} \frac{\mu}{1} \\ \frac{\mu}{1} \end{array} \right) L \Psi + \rho g^{-1} \left( \begin{array}{c} \rho L \Psi \\ \rho \Delta \Psi \end{array} \right) + \left( \begin{array}{c} \rho L \Psi \\ \rho \Delta \Psi \end{array} \right) \Psi.
\]

From (12.170), the inequalities (12.47a) and (12.47c), the estimates (12.59b) and (12.129a), and the bootstrap assumptions (BA \( \Psi \)), we deduce that

\[
\| \rho \left[ L \Psi + \frac{1}{2} \text{tr}_g X \Psi \right] \|_{C^0(S^*_t)} \lesssim \varepsilon \frac{\ln(e + t)}{(1 + t)^2}.
\]

Fixing \( t \), integrating (12.171) along the integral curves of \( \tilde{R} \) until reaching the sphere \( S_{t,0} \), recalling that \( \tilde{R} u = 1 \), and recalling that \( \Psi \equiv 0 \) in the exterior of the outgoing null cone portion \( C^0_{T_{\text{Bootstrap}}} \), we deduce that

\[
\| \rho \left[ L \Psi + \frac{1}{2} \text{tr}_g X \Psi \right] \|_{C^0(S^*_t)} \lesssim \varepsilon \frac{\ln(e + t)}{(1 + t)^2}.
\]

The desired estimate (12.169) for \( L \Psi + \frac{1}{2} \text{tr}_g X \Psi \) now follows from dividing inequality (12.172) by \( \rho \).

To prove the desired estimate (12.169) for \( O \left( L \Psi + \frac{1}{2} \text{tr}_g X \Psi \right) \), where \( O \in \mathcal{O} \) is a rotation, we note that \( O \left( L \Psi + \frac{1}{2} \text{tr}_g X \Psi \right) \) verifies an equation similar to the equation (12.170) verified by \( L \Psi + \frac{1}{2} \text{tr}_g X \Psi \), but with the right-hand side of (12.170) replaced by \( O \) applied to the right-hand side of (12.170), and with the additional commutator term (see (4.21c)) \( \rho^{(O)} \tilde{\rho} \cdot \delta \left( L \Psi + \frac{1}{2} \text{tr}_g X \Psi \right) \) on the right-hand side.

We now claim that the magnitudes of the terms arising from \( O \) applied to the right-hand side of (12.170) are \( \lesssim \varepsilon \ln(e + t)(1 + t)^{-2} \). To prove this claim, we use Lemma 8.6, the same estimates that we used to deduce (12.171) together with (12.61b) (to bound \( L O \delta^{-1} \)) and, to bound the term \( O \Delta \Psi \), the estimate (12.102b).
Furthermore, using the decomposition $\text{tr}_g \chi = 2g^{-1} + \text{tr}_g \chi^{(\text{Small})}$ (see (4.1c)), inequality (12.47a), the estimates (12.76b) and (12.129a), and the bootstrap assumptions (BA), we bound the commutator term as follows:

\[
\varrho \left| \langle O \rangle \pi / \# \circ \bar{R} \cdot d / (L \Psi + 1/2 \text{tr}_g \chi \bar{R}) \right| \leq \varepsilon \ln^2(e^t + t) / (1 + t)^3.
\]

Combining these estimates, we deduce that inequality (12.171) holds with $\varrho [L \Psi + 1/2 \text{tr}_g \chi \bar{R} \Psi]$ replaced by $O \left\{ \varrho \left[ L \Psi + 1/2 \text{tr}_g \chi \bar{R} \Psi \right] \right\}$. Thus, the desired estimate (12.169) follows from integrating along the integral curves of $-\bar{R}$, as we did above.

To prove estimate (12.169) for $L \bar{R} \Psi + 1/2 \text{tr}_g \chi \bar{R} \Psi$, we first use the wave operator decomposition (5.12a) with $f = \Psi$, Lemma 4.6, and the simple identity $L L \Psi = 1/\varrho L (\varrho L \Psi) - 1/\varrho L \Psi$ to deduce the schematic equation

\[
L \bar{R} \Psi + 1/2 \text{tr}_g \chi \bar{R} \Psi = \left( \frac{1}{\varrho} \mu L (\varrho L \Psi) \right) + \frac{1}{\varrho} \mu L \Psi + G_{(\text{Frame})}^{-1} \left( \frac{\mu L \Psi}{\mu \Delta \Psi} \right) \left( \frac{L \Psi}{\delta \Psi} \right).
\]

Using the same estimates we used to prove (12.171), we bound the right-hand side of (12.174) in magnitude by $\leq \varepsilon \ln(e^t + t) / (1 + t)^{-3}$. We have thus proved the desired estimate (12.169) for $L \bar{R} \Psi + 1/2 \text{tr}_g \chi \bar{R} \Psi$.

To prove the estimate (12.169) for $O \left( L \bar{R} \Psi + 1/2 \text{tr}_g \chi \bar{R} \Psi \right)$, we apply $O$ to both sides of (12.174). Using Lemma 8.6, the same estimates we used to bound the right-hand side of (12.174) together with (12.61b) (to bound $L_O \delta^{-1}$), and to bound the term $O \Delta \Psi$, the estimate (12.102b). We conclude that $\left| O \left( L \bar{R} \Psi + 1/2 \text{tr}_g \chi \bar{R} \Psi \right) \right| \leq \varepsilon \ln(e^t + t) / (1 + t)^{-3}$ as desired.

The desired estimate (12.168) for $L (\varrho \bar{R} \Psi)$ follows from the identity $L (\varrho \bar{R} \Psi) = \varrho \left( L \bar{R} \Psi + 1/2 \text{tr}_g \chi \bar{R} \Psi \right) - 1/2 \text{tr}_g \chi^{(\text{Small})} \bar{R} \Psi$, the estimate (12.169) for $L \bar{R} \Psi + 1/2 \text{tr}_g \chi \bar{R} \Psi$, the estimate (12.129a) for $\text{tr}_g \chi^{(\text{Small})}$, and the bootstrap assumption $\| \bar{R} \Psi \|_{C^0(\Sigma_t^1)} \leq \varepsilon (1 + t)^{-1}$.

The desired (non-optimal) estimate (12.168) for $L (\varrho L \Psi)$ follows easily from the bootstrap assumption $|\varrho L (\varrho L \Psi)| \leq \varepsilon (1 + t)^{-1}$ (that is, (BA)).
12.32. Pointwise estimates for the vectorfield $\Xi$

In this section, we derive pointwise estimates for the vectorfield $\Xi$ from the decomposition $\tilde{R} = \frac{\partial}{\partial u} - \Xi$.

**Lemma 12.59 (Estimates for $\Xi$).** Let $\Xi$ be the $S_{t,u}$-tangent vectorfield from (3.46) and let $\Xi^g$ be the corresponding $\hat{g}$-dual one-form. Let $0 \leq N \leq 23$ be an integer. Under the small data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold on the spacetime domain $M_T(Bootstrap, U_0)$:

$$\left\| \mathcal{L}_{Lg} \left( \varrho^{-2} \mathcal{L}_{\mathcal{X}_g} \Xi \right) \right\| \lesssim 1 + t,$$

$$\left\| \mathcal{L}_{Lg} \left( \varrho^{-2} \mathcal{L}_{\mathcal{X}_g} \Xi \right) \right\|_{C^0(\Sigma^\prime_t)} \lesssim \varepsilon (1 + t).$$

Furthermore, the following estimate holds for the rectangular spatial components $\Xi^i$, $(i = 1, 2, 3)$:

$$\left\| \mathcal{L}_{Lg} \left( \varrho^{-2} \mathcal{L}_{\mathcal{X}_g} \Xi \right) \right\|_{C^0(\Sigma^\prime_t)} \lesssim \varepsilon (1 + t).$$

**Proof.** We first lower the index in equation (3.47) with $\hat{g}$, use the identities $\mathcal{L}_{\mathcal{L}g} \hat{g} = 2 \varrho^{-1} \hat{g} + 2 \chi^{(Small)}$ (see (3.72) and (4.1c)) and $L_0 = 1$, use the fact that $[L, \tilde{R}]_{\hat{g}} = (\tilde{R})_{\hat{g}}$ (see (4.21a)), and commute with $\varrho^{-2}$ followed by $\mathcal{L}_{\mathcal{X}_g}$ to deduce that

$$\mathcal{L}_{\mathcal{L}g} \left( \varrho^{-2} \mathcal{L}_{\mathcal{X}_g} \Xi \right) = 2 \mathcal{L}_{\mathcal{X}_g} \left\{ \varrho^{-2} \chi^{(Small)} \cdot \Xi \right\} \mathcal{L}_{\mathcal{L}g} \left( \varrho^{-2} (\tilde{R})_{\hat{g}} \right) + \mathcal{L}_{\mathcal{L}g} \left( \varrho^{-2} \mathcal{L}_{\mathcal{X}_g} \Xi \right) + \mathcal{L}_{\mathcal{L}g} \left( \varrho^{-2} \mathcal{L}_{\mathcal{X}_g} \Xi \right).$$

We now derive bounds for the right-hand side of (12.176). To simplify the proof, we make the following temporary bootstrap assumptions (which are justified for short times by (12.24b)):

$$\left\| \varrho^{-2} \mathcal{L}_{\mathcal{X}_g} \Xi \right\|_{C^0(\Sigma^\prime_t)} \leq 1 + t, \quad (t, u) \in [0, T_{(Bootstrap)}) \times [0, U_0].$$
From the Leibniz rule, the estimates (12.7b), (12.68a), and (12.129a), and the bootstrap assumptions \( \text{BA} \Psi \) and \( \text{TEMP} - \text{BA} \Xi \), we deduce that

\[
\left| L \frac{1}{N} Z \{ \varrho - 2 \chi (\text{Small}) \} \right| \lesssim 1 \left( 1 + \frac{t}{1 + t} \right)^2 \left| \varrho L \frac{1}{N} Z \leq N \Psi \right| \\
+ \frac{1}{(1 + t)^3} \left( \sum_{a=1}^{3} a | \varphi \leq N L_{(Small)}^{a} | \right) \\
+ \varepsilon \ln(e + t) \left( 1 + \frac{t}{1 + t} \right)^2 \left| \varrho - 2 L \frac{1}{N} Z \left. \Xi \right| \right).
\]

To bound the second term on the right-hand side of (12.176), we use the Leibniz rule, the identity (7.5d), Lemma 8.6, inequalities (12.47a) and (12.55), the estimates (12.7b), (12.59a), (12.59b), and (12.129a), and the bootstrap assumptions \( \text{BA} \Psi \) to deduce that

\[
\left| L \frac{1}{N} \{ \varrho - 2 \chi (\text{Small}) \} \right| \lesssim 1 \left( 1 + \frac{t}{1 + t} \right)^2 \left| \varrho L \frac{1}{N} Z \leq N \Psi \right| \\
+ \frac{1}{(1 + t)^3} \left( \sum_{a=1}^{3} a | \varphi \leq N L_{(Small)}^{a} | \right) \\
+ \varepsilon \ln(e + t) \left( 1 + \frac{t}{1 + t} \right)^2 \left| \varrho - 2 L \frac{1}{N} Z \left. \Xi \right| \right).
\]

To bound the third term on the right-hand side of (12.176), we use inequality (12.8b), inequality (12.90c) with \( \varrho - 2 \Xi \) in the role of \( \xi \) (and the first term \( \left| L \varrho \frac{N-1}{N} (\varrho - 2 \Xi) \right| \) on the right-hand side of (12.90c) is bounded by induction), the estimates (12.7b) and (12.129a), and the bootstrap assumptions \( \text{BA} \Psi \) and \( \text{TEMP} - \text{BA} \Xi \) to deduce that

\[
\left| L \varrho \frac{N}{N} (\varrho - 2 \Xi) \right| \lesssim 1 \left( 1 + \frac{t}{1 + t} \right)^2 \left| \varrho L \frac{1}{N} Z \leq N \Psi \right| \\
+ \frac{1}{(1 + t)^3} \left( \sum_{a=1}^{3} a | \varphi \leq N L_{(Small)}^{a} | \right) \\
+ \varepsilon \ln(e + t) \left( 1 + \frac{t}{1 + t} \right)^2 \left| \varrho - 2 L \frac{1}{N} Z \left. \Xi \right| \right).
\]

To bound the last term on the right-hand side of (12.176), we use (12.8b) to deduce that

\[
\left| L \{ \varrho^{-2} L \varrho \} \Xi \right| \lesssim \left| L \{ \varrho^{-2} L \varrho \leq N-1 \} \Xi \right| + \frac{1}{(1 + t)^2} \left| \varrho^{-2} L \varrho \leq N \Xi \right|.
\]

Combining (12.176), (12.177), (12.178), (12.179), and (12.180), and using induction in \( N \) to handle the next-to-last term on the right-hand side of (12.179) and the first
term on the right-hand side of (12.180), we deduce that

$$\| L_\xi (\phi^{-2} L^N_{\Xi} \Xi) \| \lesssim \frac{1}{(1+t)^2} \left| \left( \begin{array}{c} \phi L \mathcal{L}^{\leq N+1} \Psi \\ R \mathcal{L}^{\leq N+1} \Psi \\ \phi d \mathcal{L}^{\leq N+1} \Psi \\ \mathcal{L}^{\leq N+1} \Psi \end{array} \right) \right| + \frac{1}{(1+t)^3} \left( \sum_{a=1}^{3} \phi | \mathcal{L}^{\leq N+1} L^a_{(\text{Small})} | \right) + \ln(e+t) \frac{1}{(1+t)^2} \left| \phi^{-2} L^N_{\Xi} \Xi \right|.$$  

In particular, we have proved the desired bound (12.175a).

We now use the identities $L \phi = 1$ and $L_\xi \phi^{-1} = -2 \phi^{-1} \phi^{-1} - 2 \phi^{(\text{Small})}\#^{\Psi}$ (see §5.72, §4.1c, and Lemma §7.5) to deduce that for any $\mathcal{A}_v$ one-form $\xi$, we have $\mathcal{L}(\phi \xi^2) = -2 \phi^{(\text{Small})}\#^{\xi} \mathcal{L}^{\#} + 2 \phi^{2} \mathcal{L}^{\Psi} \phi \xi^2$. Using this identity with $\xi := \phi^{-2} L^N_{\Xi} \Xi$, the Cauchy-Schwarz inequality, the estimates (12.129a) and (12.181) and the bootstrap assumptions (SET), we deduce that

$$\| L \left( \phi^{-1} L^{\leq 12} \Xi \right) \| \lesssim \frac{\ln(e+t)}{(1+t)^2} \left| \phi^{-1} L^{\leq 12} \Xi \right|.$$  

We now apply Gronwall’s inequality to the quantity $\| \phi^{-1} L^{\leq 12} \Xi \|$ in (12.182) along the integral curves of $L$ and use the small data estimate (12.24b), thereby concluding $\| \phi^{-1} L^{\leq 12} \Xi \|_{C^0(\Sigma^i_v)} \lesssim \varepsilon$. In particular, we have improved the bootstrap assumption (TEMP – BA) and proved (12.175b) with $\Xi$ in place of $\Xi$. To conclude the desired bound (12.175b) for $\Xi$, we apply the Leibniz rule to the right-hand side of the identity $L^N_{\Xi} \Xi = L^N_{\Xi} (\phi^{-1} \cdot \Xi)$ and use the estimate for $\| \phi^{-1} L^{\leq 12} \Xi \|_{C^0(\Sigma^i_v)}$ together with (12.61b).

Inequality (12.175c) then follows from the identity $\mathcal{L}^{\leq 12} \Xi = \mathcal{L}^{\leq 12} (\Xi \cdot \partial x^i)$, the Leibniz rule, and inequalities (12.58b) and (12.175b).

\[ \square \]

### 12.33. Estimates for the components of the commutation vectorfields relative to the geometric coordinates

In this section, we derive estimates for the components of the commutation vectorfields $Z \in \mathcal{L}$ relative to the geometric coordinates. As a simple corollary, we deduce that if $f$ is a function, $0 \leq N \leq 12$, and $\mathcal{L}^{\leq N} f$ is a continuous function of the geometric coordinates $(t, u, \partial^1, \partial^2)$, then $f$ is also a $C^N$ function of $(t, u, \partial^1, \partial^2)$.

**Lemma 12.60** (Estimates for the components of the commutation vectorfields relative to the geometric coordinates). Let $0 \leq N \leq 12$ be an integer and let $Z \in \mathcal{L}$. Let $\{ (\mathcal{D}_i, \partial^1, \partial^2) \}_{i=1,2,3,4}$ be the standard atlas from Def. §5.27. Under the small-data and bootstrap assumptions of Sects. §2.1 §2.4, if $\varepsilon$ is sufficiently small, then for $A \in \bigcup_{i=1}^4 \mathcal{D}_i$ and $A = 1, 2$, the following pointwise estimates hold for
Furthermore, the following estimates hold:

\begin{align}
\|L \mathcal{X} Z t\|_{C^0(\Sigma^T_{\mathcal{X}})} &\lesssim 1, \\
\|\mathcal{X} Z t\|_{C^0(\Sigma^T_{\mathcal{X}})} &\lesssim 1 + t,
\end{align}

\begin{align}
\|L \mathcal{X} Z u\|_{C^0(\Sigma^T_{\mathcal{X}})} &= 0, \\
\|\mathcal{X} Z u\|_{C^0(\Sigma^T_{\mathcal{X}})} &\lesssim 1.
\end{align}

**Proof.** We first note that since $L \vartheta^A = 0$, it follows that

\begin{equation}
L \mathcal{X} Z \vartheta^A = [L, \mathcal{X} Z] \vartheta^A = [L, \mathcal{X}^{N+1}] \vartheta^A.
\end{equation}

Hence, by making straightforward changes to the proof of (12.82c), using the bootstrap assumptions (BAψ) and (AUXψ) (AUXψ(\text{Small})), and arguing inductively to bound the term analogous to the first term on the right-hand side of (12.82c), we deduce the following estimate on $[0, T_{\text{Bootstrap}}] \times [0, U_0]$:

\begin{equation}
\sum_{Z \in \mathcal{X}} |L \mathcal{X} Z \vartheta^A| \lesssim \sum_{Z \in \mathcal{X}} \ln(e + t) \frac{1}{(1 + t)^2} \|\mathcal{X} Z \vartheta^A\|.
\end{equation}

From (12.187), the data estimate $|\mathcal{X}^{N+1} \vartheta^A| (0, u, \vartheta)$ $\overset{\mathcal{D}}{\lesssim} 1$, which is straightforward to verify using the estimates of Sect. 12.8 and Gronwall’s inequality (in the quantity $\sum_{Z \in \mathcal{X}} |\mathcal{X} Z \vartheta^A|$), we conclude the desired estimate (12.183b). The estimate (12.183a) then follows from (12.187) and (12.183b). Next, since $Z t \in \{0, \vartheta\}$, the estimates (12.184a)-(12.184b) follow easily from Lemma 12.10. Finally, since $Z u \in \{0, 1\}$, the desired estimates (12.185a)-(12.185b) follow easily. \qed

**Corollary 12.61** (Geometric coordinate regularity follows from vector field differential operator regularity). Let $f$ be a scalar-valued function and let $0 \leq N \leq 13$ be an integer. Assume that for $0 \leq M \leq N$, $\mathcal{X}^M f$ is a continuous function of $(t, u, \vartheta)$. Under the small-data and bootstrap assumptions of Sects. 12.1, 12.2, if $\varepsilon$ is sufficiently small, then $f$ is $N$-times continuously differentiable with respect to the geometric coordinates $(t, u, \vartheta^1, \vartheta^2)$ on $\mathcal{M}_{T_{\text{Bootstrap}}, U_0}$.

**Proof.** We first show that if $Z \in \mathcal{X}$, then the components of $Z$ relative to the geometric coordinates are $C^{12}$ functions of $(t, u, \vartheta)$. To this end, we first note that the commutation set $\mathcal{X}$ has span equal to the span of the geometric coordinate partial derivative vectorfields $\{\frac{\partial}{\partial t}, \frac{\partial}{\partial u}, X_1, X_2\}$. From Lemma 12.60 with $N = 0$, it follows that each geometric coordinate vectorfield can (locally) be written as a linear combination of the vectorfields in $\mathcal{X}$ with coefficients that are $C^0$ functions of $(t, u, \vartheta^1, \vartheta^2)$. Hence, we can use Lemma 12.60 with $N = 1$ to conclude that these coefficients are in fact $C^1$ functions of $(t, u, \vartheta^1, \vartheta^2)$ and that the same regularity
statement holds for the components $Zt, Zu, Z\partial^1, Z\partial^2$ of the vectorfields $Z \in \mathcal{X}$ relative to the geometric coordinates. Continuing by induction with the help of Lemma 12.60, we conclude that the components are $C^{12}$ as desired. Cor. 12.61 now follows from expressing the geometric coordinate derivatives of $f$ in terms of the aforementioned linear combinations of vectorfields $Z \in \mathcal{X}$ and noting that in the resulting expressions, no more than 12 derivatives fall on the components of the $Z$.

12.34. Estimates for the rectangular spatial derivatives of the eikonal function

In this section, we derive some simple estimates for the first rectangular spatial derivatives of the eikonal function.

Lemma 12.62 (Estimates for the first rectangular spatial derivatives of $u$). Under the small-data and bootstrap assumptions of Sects. 12.1–12.4, if $\varepsilon$ is sufficiently small, then for $i = 1, 2, 3$, the following estimates hold for the rectangular spatial derivatives of the eikonal function for $(t, u) \in [0, T_{\text{Bootstrap}}) \times [0, U_0]$:

\[
\|Z \leq 12 \left( u \partial_t u + \frac{x^i}{r} \right) \|_{C^0(\Sigma_t)} \leq C\varepsilon \frac{\ln(e + t)}{1 + t}.
\]

(12.188)

Proof. Inequality (12.188) follows from the identity (3.25), the estimate (12.33), and Cor. 12.48. \qed
CHAPTER 13

Sharp Estimates for the Inverse Foliation Density

In this chapter, we derive a variety of sharp pointwise estimates for the inverse foliation density $\mu$ and its derivatives. We then derive estimates for some related time integrals involving $\mu$. The time integral estimates play a critical role in our proof of the main Gronwall-type lemma (see Lemma 20.10), which we use to deduce our main a priori $L^2$ estimates for $\Psi$. The time integral estimates are sensitive and affect the degree of degeneracy-in-$\mu^{-1}$ of our $L^2$ estimates for the top derivatives of $\Psi$, which in turn affects the number of derivatives we need to close the proof of the sharp classical lifespan theorem. The most difficult estimates in this chapter are based on the fact that $L(\rho L\mu)$ is integrable in time along the integral curves of $L$. This fact leads to the approximate monotonicity of $\mu$ along the integral curves, where along a fixed integral curve, the sign of the monotonicity up to a “late” time $t$ is determined by the sign of $L\mu$ exactly at time $t$; see Sect. 2.10.5 for an overview.

**Remark 13.1 (The role of a posteriori estimates).** The most difficult estimates involving $\mu$ in Chapter 13 are not a priori nature, but rather a posteriori. Hence, we derive many of the estimates on time intervals of the form $0 \leq s \leq t$, and our arguments are based, on a case-by-case basis, on the possible (but not known in advance) behavior of various quantities at time $t$.

13.1. Basic ingredients in the analysis

We begin by recalling that $\mu$ verifies the transport equation (see (4.5))

\[(13.1) \quad L\mu = \omega.\]

In Chapter 13 we often view $\mu = \mu(s, u, \vartheta)$ and similarly for other quantities. In doing so, we are referring to the moving time coordinate as “$s$” in order to distinguish it from a “fixed later time” $t$ verifying $t \geq s$. We recall that relative to these coordinates, we have (see (3.31)) $L = \frac{\partial}{\partial s} := \frac{\partial}{\partial s}|_{u, \vartheta}$. In summary, we have

\[(13.2) \quad \frac{\partial}{\partial s}\mu(s, u, \vartheta) = \omega(s, u, \vartheta).\]

If $f$ is a function that depends on the geometric coordinates $(s, u, \vartheta)$ as well as the late time $t \geq s$, then we indicate this by writing $f(s, u, \vartheta; t)$.

We now define some auxiliary quantities that we use to analyze $\mu$.

**Definition 13.2 (Auxiliary quantities used to analyze $\mu$).** We define the following quantities, where we assume that $0 \leq s \leq t$ for those quantities that
depend on both $s$ and $t$:

(13.3a) \[ \Omega(s, u, \vartheta) := \varrho(s, u) \omega(s, u, \vartheta) = \varrho(s, u) L \mu(s, u, \vartheta), \]

(13.3b) \[ m(s, u, \vartheta; t) := \frac{\Omega(t, u, \vartheta) - \Omega(s, u, \vartheta)}{\varrho(s, u)}, \]

(13.3c) \[ M(s, u, \vartheta; t) := \int_{s'=s}^{s'=t} m(s', u, \vartheta; t) ds', \]

(13.3d) \[ \tilde{\mu}(u, \vartheta) := \mu(s = 0, u, \vartheta), \]

(13.3e) \[ \tilde{\Omega}(s, u, \vartheta) := \frac{\Omega(s, u, \vartheta)}{\tilde{\mu}(u, \vartheta) - M(0, u, \vartheta; t)}, \]

(13.3f) \[ \tilde{m}(s, u, \vartheta; t) := \frac{m(s, u, \vartheta; t)}{\tilde{\mu}(u, \vartheta) - M(0, u, \vartheta; t)}, \]

(13.3g) \[ \tilde{M}(s, u, \vartheta; t) := \frac{M(s, u, \vartheta; t)}{\tilde{\mu}(u, \vartheta) - M(0, u, \vartheta; t)}, \]

(13.3h) \[ \mu_{(\text{Approx})}(s, u, \vartheta; t) := 1 + \tilde{\Omega}(t, u, \vartheta; t) \ln \left( \frac{\varrho(s, u)}{\varrho(0, u)} \right) + \tilde{M}(s, u, \vartheta; t). \]

**Remark 13.3 (The role of $\mu_{(\text{Approx})}(s, u, \vartheta; t)$).** The main point of Def. 13.2 is that $\mu_{(\text{Approx})}(s, u, \vartheta; t)$ is a good approximation to $\mu(s, u, \vartheta)$ that is monotonic along each integral curve of $L$ for $0 \leq s \leq t$, up to the error term $\tilde{M}(s, u, \vartheta; t)$. Furthermore, the sign of the approximate monotonicity is determined by $\tilde{\Omega}(t, u, \vartheta; t)$.

The identities stated in the next lemma follow easily from Def. 13.2; we omit the simple proofs.

**Lemma 13.4 (Some identities verified by the auxiliary quantities).** The following identities hold, where we assume that $0 \leq s \leq t$ for those quantities that depend on both $s$ and $t$:

(13.4a) \[ \frac{\partial}{\partial s} \mu(s, u, \vartheta) = \frac{\Omega(s, u, \vartheta)}{\varrho(s, u)} = \frac{\Omega(t, u, \vartheta)}{\varrho(s, u)} - m(s, u, \vartheta; t), \]

(13.4b) \[ \frac{\partial}{\partial s} M(s, u, \vartheta; t) = -m(s, u, \vartheta; t), \]

(13.4c) \[ \frac{\partial}{\partial s} \mu_{(\text{Approx})}(s, u, \vartheta; t) = \frac{\tilde{\Omega}(t, u, \vartheta; t)}{\varrho(s, u)} - \tilde{m}(s, u, \vartheta; t), \]

(13.4d) \[ \frac{\partial}{\partial s} \mu_{(\text{Approx})}(s, u, \vartheta; t) = \frac{\partial}{\partial s} \mu_{(\text{Approx})}(s, u, \vartheta) \frac{\mu_{(\text{Approx})}(s, u, \vartheta)}{\mu(s, u, \vartheta)}, \]

(13.4e) \[ \frac{\partial}{\partial s} \mu_{(\text{Approx})}(s, u, \vartheta; t) = \frac{\mu_{(\text{Approx})}(s, u, \vartheta; t) - 1}{\varrho(s, u)} \left\{ 1 + \ln \left( \frac{\varrho(s, u)}{\varrho(0, u)} \right) \right\} + \frac{\tilde{\Omega}(t, u, \vartheta; t) - \tilde{M}(s, u, \vartheta; t)}{\varrho(s, u)} \left\{ 1 + \ln \left( \frac{\varrho(s, u)}{\varrho(0, u)} \right) \right\} \]

\[ - \tilde{m}(s, u, \vartheta; t), \]

(13.4f) \[ \frac{\partial}{\partial s} \mu(s, u, \vartheta) = \frac{\Omega(t, u, \vartheta)}{\varrho(s, u)} - m(s, u, \vartheta; t), \]
\[ \frac{\partial}{\partial s} \mu(s, u, \vartheta) = \{ \hat{\mu}(u, \vartheta) - M(0, u, \vartheta; t) \} \left\{ \frac{\tilde{\Omega}(t, u, \vartheta; t)}{\theta(s, u)} - \tilde{m}(s, u, \vartheta; t) \right\}, \]  

(13.4h) \[ \mu(s, u, \vartheta) = \{ \hat{\mu}(u, \vartheta) - M(0, u, \vartheta; t) \} \mu_{\text{Approx}}(s, u, \vartheta; t). \]

We now define some additional quantities that play a role in our analysis of \( \mu \).

**Definition 13.5 (\( \mu_{\text{Min}}, \mu_\star, \text{and } \tilde{\Omega}_{\text{Min}} \)).** We define the following quantities, where we assume that \( 0 \leq s \leq t \) in (13.7):

\[ \mu_{\text{Min}}(s, u) := \min_{\Sigma^2_u} \mu = \min \left\{ \min_{u' \in [0, u]} \mu(s, u', \vartheta) \right\}, \]

(13.5) \[ \mu_\star(s, u) := \min \left\{ 1, \min_{\Sigma^2_u} \mu \right\} = \min \left\{ 1, \mu_{\text{Min}}(s, u) \right\}, \]

(13.6) \[ \tilde{\Omega}_{\text{Min}}(s, u; t) := \min_{u' \in [0, u]} \tilde{\Omega}(s, u', \vartheta; t). \]

The function \( \tilde{\Omega} \) appearing on the right-hand side of (13.7) is defined by (13.3e).

**Remark 13.6 (Some redundancy in definition (13.6)).** Since \( \mu \equiv 1 \) along \( \mathcal{C}_0 \), there is redundancy in definition (13.6).

In the next lemma, we provide some basic estimates for the auxiliary quantities. Below, we use these basic estimates to prove more intricate estimates (see Prop. 13.9).

**Lemma 13.7 (First estimates for the auxiliary quantities used to analyze \( \mu \)).** Recall that \( \theta(t, u) = 1 - u + t \) is the geometric radial variable. Under the small data and bootstrap assumptions of Sects. 12.1–12.4, if \( \varepsilon \) is sufficiently small, then the following pointwise estimates hold for \( (t, u, \vartheta) \in [0, T_{\text{Bootstrap}}] \times [0, U_0] \times \Sigma^2 \) and \( 0 \leq s \leq t \):

\[ |\hat{\mu}(u, \vartheta) - 1| \lesssim \varepsilon, \]

(13.8) \[ |\hat{\mu}(u, \vartheta) - M(0, u, \vartheta; t) - 1| \lesssim \varepsilon, \]

(13.9) \[ |\Omega(s, u, \vartheta)|, |\tilde{\Omega}(s, u, \vartheta; t)| \lesssim \varepsilon, \]

(13.10) \[ \left| \Omega(t, u, \vartheta) - \frac{1}{2} [g_{\text{LL}} \tilde{R} \Psi](t, u, \vartheta) \right| \lesssim \varepsilon \frac{1}{1 + t}. \]

In addition, the following pointwise estimates hold:

\[ |\Omega(s, u, \vartheta) - \Omega(t, u, \vartheta)|, |\tilde{\Omega}(s, u, \vartheta; t) - \tilde{\Omega}(t, u, \vartheta; t)| \lesssim \varepsilon \frac{\ln(e + s)}{1 + s} \left( \frac{t-s}{1+t} \right), \]

(13.12) \[ |m(s, u, \vartheta; t)|, |\tilde{m}(s, u, \vartheta; t)| \lesssim \varepsilon \frac{\ln(e + s)}{(1 + s)^2} \left( \frac{t-s}{1+t} \right), \]

(13.13) \[ |M(s, u, \vartheta; t)|, |\tilde{M}(s, u, \vartheta; t)| \lesssim \varepsilon \frac{\ln(e + s)}{1 + s} \left( \frac{t-s}{1+t} \right), \]

(13.14)
(13.15) \[ |\mu(\text{Approx})(s, u, \vartheta; t) - 1| \leq C\varepsilon \ln(e + s), \]

(13.16) \[ (1 - C\varepsilon)\mu(\text{Approx})(s, u, \vartheta; t) \leq \mu(s, u, \vartheta) \leq (1 + C\varepsilon)\mu(\text{Approx})(s, u, \vartheta; t), \]

(13.17) \[ (1 - C\varepsilon)\frac{\partial}{\partial s}\mu(\text{Approx})(s, u, \vartheta; t) \leq \frac{\partial}{\partial s}\mu(s, u, \vartheta) \leq (1 + C\varepsilon)\frac{\partial}{\partial s}\mu(\text{Approx})(s, u, \vartheta; t), \]

(13.18) \[ |\mu(s, u, \vartheta) - \left\{ \tilde{\mu}(u, \vartheta) + \frac{1}{2} \ln \left( \frac{\varrho(s, u)}{\varrho(0, u)} \right) \right\} G_{\text{LL}} R \Psi | \lesssim \varepsilon. \]

**Proof.** The estimate (13.8) follows from (12.23b) and (12.3). The estimate (13.10) for $\Omega$ follows from definition (13.3a) and the estimate (12.129b).

To prove (13.11), we first use equation (4.5) and definition (13.3a) to deduce that

(13.19) \[ \Omega - \frac{1}{2} G_{\text{LL}} R \Psi = G_{\text{Frame}} L \Psi. \]

The desired estimate (13.11) now follows from (13.19), the estimate (12.59b), and the bootstrap assumptions (BAΨ).

We now prove the estimate (13.12) for $\Omega$. We first use equation (4.5) and definition (13.3a) to deduce that

(13.20) \[ L \Omega = L \left\{ \frac{1}{2} G_{\text{LL}} L \Psi - \frac{1}{2} G_{\text{LL}} G_{\text{LL}} L \Psi - G_{\text{LR}} G_{\text{LR}} L \Psi \right\}, \]

where we view the left-hand and right-hand sides of (13.20) as functions of $(s', u, \vartheta)$ and $L = \frac{\partial}{\partial s'}$. From the estimates (12.59b), (12.129a), (12.129b), (12.141), and (12.168) and the bootstrap assumptions (BAΨ), it follows that the magnitude of the right-hand side of (13.20) is $\lesssim \varepsilon \ln(e + s')(e + s')^{-2}$. Hence, we have

(13.21) \[ |\Omega(s, u, \vartheta) - \Omega(t, u, \vartheta)| \lesssim \varepsilon \int_{s' = s}^{t} \frac{\ln(e + s')}{(e + s')^2} ds' \]

\[ = \varepsilon \left\{ \ln(e + s) + \frac{1}{e + s} \right\} - \varepsilon \left\{ \ln(e + t) + \frac{1}{e + t} \right\} \]

\[ \leq \varepsilon \left\{ \ln(e + s) + \frac{1}{e + s} \right\} - \varepsilon \left\{ \ln(e + s) + \frac{1}{e + t} \right\} \]

\[ \leq \varepsilon \ln(e + s) \frac{t - s}{e + s} - \varepsilon \ln(e + s) \frac{t - s}{1 + s} \leq \varepsilon \ln(e + s) \frac{t - s}{1 + t}. \]

We have thus proved the desired inequality (13.12) for the first term on the left-hand side.

The estimate (13.13) for $m$ then follows easily from definition (13.3b) and the inequality (13.12) for $\Omega$.

The estimate (13.14) for $M$ then follows from definition (13.3c), the inequality (13.13) for $m$, and the reasoning that we used to obtain (13.21).
The estimates (13.10), (13.12), (13.13), and (13.14) for \( \tilde{\Omega}, \tilde{m}, \) and \( \tilde{M} \) then follow from definitions (13.3e), (13.3f), (13.3g), the corresponding estimates for the non-tilded quantities, and the estimate (13.9).

The estimate (13.15) then follows from definition (13.3b) and the estimates (13.10) and (13.14) involving \( \tilde{\Omega} \) and \( \tilde{M} \).

The estimate (13.16) follows from the identity (13.4h) and the estimate (13.9).

To prove (13.18), we first use definition (13.3a) and the estimates (13.11) and (13.15) involving \( \tilde{\Omega} \) and \( \tilde{M} \) to deduce that for \( 0 \leq s' \leq t \), we have

\[
L \mu(s', u, \vartheta) - \frac{1}{2} \frac{1}{\varrho(s', u)} [\varrho G_{LL} \tilde{R} \Psi](t, u, \vartheta) \lesssim \varepsilon \ln(e + s') \bigg/ (1 + s')^2.
\]

Integrating (13.22) along the integral curves of \( L = \frac{\partial}{\partial s'} \) from \( s' = 0 \) to \( s' = s \), we conclude (13.18).

\[\square\]

### 13.2. Sharp pointwise estimates for the inverse foliation density

When we derive our a priori \( L^2 \) estimates, it will be essential that we treat the region where \( \mu \) is not appreciably shrinking in a different fashion than we treat the region where \( \mu \) is appreciably shrinking. The estimates of Lemma 13.7 (see in particular definition (13.3b) and the estimates (13.14) and (13.16)) imply that along the portion of the integral curve of \( L \) corresponding to \( 0 \leq s \leq t \) and fixed \( (u, \vartheta) \), the behavior of \( \mu \) is essentially determined by \( \tilde{\Omega}(t, u, \vartheta; t) \). This discussion motivates the following definitions.

**Definition 13.8 (Regions of distinct \( \mu \) behavior).** Let \( \tilde{\Omega}(s, u, \vartheta; t) \) be the function defined in (13.3e). For each \( t \in [0, T_{(\text{Bootstrap})}) \), \( s \in [0, t] \), and \( u \in [0, U_0] \), we partition

\[
(13.23a) \quad [0, u] \times S^2 = (+) \mathcal{V}^u_t \cup (-) \mathcal{V}^\mu_t,
\]

\[
(13.23b) \quad \mathcal{S}^u_s = (+) \mathcal{S}^u_{s,t} \cup (-) \mathcal{S}^u_{s,t},
\]

where

\[
(13.24a) \quad (+) \mathcal{V}^u_t := \{(u', \vartheta) \in [0, u] \times S^2 \mid \tilde{\Omega}(t, u', \vartheta; t) \geq 0\},
\]

\[
(13.24b) \quad (-) \mathcal{V}^\mu_t := \{(u', \vartheta) \in [0, u] \times S^2 \mid \tilde{\Omega}(t, u', \vartheta; t) < 0\},
\]

\[
(13.24c) \quad (+) \mathcal{S}^u_{s,t} := \{(s, u', \vartheta) \in \mathcal{S}^u_s \mid \tilde{\Omega}(t, u', \vartheta; t) \geq 0\},
\]

\[
(13.24d) \quad (-) \mathcal{S}^\mu_{s,t} := \{(s, u', \vartheta) \in \mathcal{S}^\mu_s \mid \tilde{\Omega}(t, u', \vartheta; t) < 0\}.
\]

In the next proposition, we provide the sharp pointwise estimates for the inverse foliation density \( \mu \) and some of its derivatives.

**Proposition 13.9 (Sharp pointwise estimates for \( \mu \), \( L \mu \), and \( \tilde{\mu} \)).** Assume that the small data and bootstrap assumptions of Sects. 12.1–12.4 hold for \( (t, u, \vartheta) \in \mathcal{M}_{T_{(\text{Bootstrap})}, U_0} \). If \( \varepsilon \) is sufficiently small, \( 0 \leq s \leq t < T_{(\text{Bootstrap})} \), and \( 0 \leq u \leq U_0 \), then the following estimates hold, where \( \varrho(t, u) = 1 - u + t \).
Simple upper bound for $L\mu$ under all conditions.

\[(13.25) \quad \|L\mu\|_{C^0(\Sigma_T)} \leq C\varepsilon \frac{1}{1 + s}.\]

Upper bounds for $\frac{[L\mu]}{\mu}$ under all conditions.

\[(13.26) \quad \left\| \frac{[L\mu]}{\mu} \right\|_{C^0(\Sigma_T)} \leq (1 + C\varepsilon) \frac{1}{g(s, u)} \left\{ 1 + \ln \left( \frac{g(s, u)}{g(0, u)} \right) \right\}.\]

Furthermore,

\[(13.27) \quad \left\| \frac{[L\mu]}{\mu} \right\|_{C^0(\Sigma_T)} \leq C\varepsilon \frac{1}{1 + s}.\]

Small $\mu$ implies $L\mu$ is negative.

\[(13.28) \quad \mu(s, u, \vartheta) \leq \frac{1}{4} \Rightarrow L\mu(s, u, \vartheta) \leq \frac{-2}{g(s, u)} \left\{ 1 + \ln \left( \frac{g(s, u)}{g(0, u)} \right) \right\}.\]

Upper bound for $\frac{[\tilde{R}\mu]}{\mu}$ under all conditions.

\[(13.29) \quad \left\| \frac{[\tilde{R}\mu]}{\mu} \right\|_{C^0(\Sigma_T)} \leq C\varepsilon^{1/2} \frac{\ln(e + s)}{\sqrt{\ln(e + t) - \ln(e + s)}} + C\varepsilon \ln(e + s).\]

Upper bound for $\frac{[L\mu + \tilde{L}\mu]}{\mu}$ under all conditions.

\[(13.30) \quad \left\| \frac{[L\mu + \tilde{L}\mu]}{\mu} \right\|_{C^0(\Sigma_T)} \leq C\varepsilon^{1/2} \frac{\ln(e + s)}{\sqrt{\ln(e + t) - \ln(e + s)}} + C\varepsilon \ln(e + s).\]

Sharp spatially uniform estimates when $\mu$ is not decaying. Consider a time interval $s \in [0,t]$ and assume the right endpoint inequality

\[(13.31) \quad \tilde{\Omega}_{(Min)}(t, u; t) \geq 0,\]

where $\tilde{\Omega}_{(Min)}$ is defined in (13.7). Let $\mu_*(t, u)$ be the quantity defined in (13.6) and let

$$B > 0$$

be a real number. Then there exists a constant $C > 0$ such that if $B\sqrt{\varepsilon} < 1$, then the following estimates hold for $s \in [0,t]$:

\[(13.32a) \quad 1 - C\varepsilon \leq \mu_*(s, u) \leq 1,\]

\[(13.32b) \quad 1 - C\sqrt{\varepsilon} \leq \mu^B_*(s, u) \leq 1,\]

\[(13.32c) \quad \|g[L\mu] - \|_{C^0(\Sigma_T)} \leq C\varepsilon \frac{\ln(e + s)}{1 + s}.\]
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**Sharp spatially uniform estimates when μ is decaying.** Consider a time interval \( s \in [0, t] \) and assume the right endpoint inequality

\[
\delta := -\bar{\Omega} \left( t, u; t \right) > 0,
\]

where \( \bar{\Omega} \) is defined in (13.7). Then the following small-time and large-time estimates hold.

**Small-time estimates.** Let \( \mu_\ast(t, u) \) be the quantity defined in (13.6) and let \( B > 0 \)

be a real number. There exists a constant \( C > 0 \) such that if \( B \sqrt{\varepsilon} \ln \varepsilon < 1 \) and \( s \in \left[ 0, (1 - u) \right] - (1 - u) \), then

\[
\begin{align*}
(13.34a) & \quad 1 - C \varepsilon \ln \varepsilon \leq \mu_\ast(s, u) \leq 1, \\
(13.34b) & \quad 1 - C \sqrt{\varepsilon} \leq \mu(s, u) \leq 1, \\
(13.34c) & \quad \| g(L\mu) \|_{C^0(\Sigma^\prime_t)} = \| \Omega \|_{C^0(\Sigma^\prime_t)} \leq (1 + C \varepsilon) \left( \delta + C \varepsilon \right) \frac{\ln(e + s)}{1 + s}.
\end{align*}
\]

**Large-time estimates.** Let \( \mu_\ast(t, u) \) be the quantity defined in (13.6). Under the hypotheses of the small-time estimates, there exists a constant \( C > 0 \) such that if \( B \sqrt{\varepsilon} \ln \varepsilon < 1 \) and \( s \in \left[ (1 - u) \right] - (1 - u), t \), then

\[
\begin{align*}
(13.35a) & \quad (1 - C \varepsilon \ln \varepsilon) \left\{ 1 - \delta \ln \left( \frac{\varphi(s, u)}{\varphi(0, u)} \right) \right\} \leq \mu_\ast(s, u) \leq (1 + C \varepsilon \ln \varepsilon) \left\{ 1 - \delta \ln \left( \frac{\varphi(s, u)}{\varphi(0, u)} \right) \right\}, \\
(13.35b) & \quad (1 - C \sqrt{\varepsilon}) \left\{ 1 - \delta \ln \left( \frac{\varphi(s, u)}{\varphi(0, u)} \right) \right\}^B \leq \mu(s, u) \leq (1 + C \sqrt{\varepsilon}) \left\{ 1 - \delta \ln \left( \frac{\varphi(s, u)}{\varphi(0, u)} \right) \right\}^B, \\
(13.35c) & \quad \| g(L\mu) \|_{C^0(\Sigma^\prime_t)} = \| \Omega \|_{C^0(\Sigma^\prime_t)} \leq (1 + C \sqrt{\varepsilon}) \delta.
\end{align*}
\]

**Sharp estimates when \((u', \vartheta) \in (+)^v_t\).** For each \( t \geq 0 \), we define the \((t\text{-dependent})\) constant \( \gamma \geq 0 \) by

\[
\gamma := \sup_{(u', \vartheta) \in (+)^v_t} \bar{\Omega}(t, u', \vartheta; t),
\]

where \( \bar{\Omega} \) is defined in (13.3e) and \((+)^v_t\) is defined in (13.24a).

Then the following estimate holds:

\[
\gamma \leq C \varepsilon.
\]

In addition, if \( 0 \leq s_1 \leq s_2 \leq t \), then the following estimates hold:

\[
\begin{align*}
(13.38a) & \quad \sup_{(u', \vartheta) \in (+)^v_t} \frac{\mu(s_2, u', \vartheta)}{\mu(s_1, u', \vartheta)} \leq (1 + C \varepsilon) \left( 1 + \frac{\gamma \ln \left( \frac{\varphi(s_2, u')}{\varphi(0, u')} \right)}{1 + \gamma \ln \left( \frac{\varphi(s_1, u')}{\varphi(0, u')} \right)} \right), \\
(13.38b) & \quad \sup_{(u', \vartheta) \in (+)^v_t} \frac{\mu(s_2, u', \vartheta)}{\mu(s_1, u', \vartheta)} \leq (1 + C \varepsilon) \ln(e + s_2).
\end{align*}
\]
Furthermore, there exists a constant $C > 0$ such that if $0 < a \leq 1$ is any constant, then
\begin{equation}
\sup_{1 \leq s_2^2 \leq s_1 \leq t} \frac{\mu(s_2, u', \vartheta)}{\mu(s_1, u', \vartheta)} \leq \left(1 + C \varepsilon\right) \frac{1}{a}.
\end{equation}

In addition, if $s \in [0, t]$ and $(+)\Sigma_{s,t}^u$ is as defined in (13.24c), then we have
\begin{equation}
\left\| \frac{L \mu}{\mu} \right\|_{C^0((+)\Sigma_{s,t}^u)} \leq \left(1 + C \varepsilon\right) \frac{\gamma}{\rho(s, u)} \left[1 + \ln \left(\frac{\rho(s, u)\gamma}{\rho(0, u)}\right)\right] + C \varepsilon \frac{\ln(e + s)}{(1 + s)^2}.
\end{equation}

Furthermore, if $s \in [0, t]$, then we have
\begin{equation}
\left\| \frac{L \mu}{\mu} \right\|_{C^0((+)\Sigma_{s,t}^u)} \leq C \varepsilon \frac{\ln(e + s)}{(1 + s)^2}.
\end{equation}

**Sharp estimates when** $(u', \vartheta) \in (-)\Sigma_t^u$. Assume that the set $(-)\Sigma_t^u$ is non-empty and consider a time interval $s \in [0, t]$. Let $\delta > 0$ be as in (13.33) and note that since $(-)\Sigma_t^u$ is non-empty, we have $\delta = -\min_{(u', \vartheta) \in (-)\Sigma_t^u} \tilde{\Omega}(t, u', \vartheta; t)$. Then the following estimate holds:
\begin{equation}
\sup_{0 \leq s_1 \leq s_2 \leq t} \frac{\mu(s_2, u', \vartheta)}{\mu(s_1, u', \vartheta)} \leq 1 + C \sqrt{\varepsilon}.
\end{equation}

Furthermore, if $s \in [0, t]$ and $(-)\Sigma_{s,t}^u$ is as defined in (13.24d), then the following estimate holds:
\begin{equation}
\left\| [L \mu] \right\|_{C^0((-)\Sigma_{s,t}^u)} \leq C \varepsilon \frac{\ln(e + s)}{(1 + s)^2}.
\end{equation}

In addition, there exists a constant $C > 0$ such that if $0 \leq s \leq (1 - u) \frac{\varepsilon}{\delta^2} - (1 - u) \leq t$, then
\begin{equation}
\left\| q[L \mu] \right\|_{C^0((-)\Sigma_{s,t}^u)} \leq \left(1 + C \varepsilon\right) \left(\delta + C \varepsilon \frac{\ln(e + s)}{1 + s}\right).
\end{equation}

Finally, there exists a constant $C > 0$ such that if $(1 - u) \frac{\varepsilon}{\delta^2} - (1 - u) \leq s \leq t$, then
\begin{equation}
\left\| q[L \mu] \right\|_{C^0((-)\Sigma_{s,t}^u)} \leq \left(1 + C \sqrt{\varepsilon}\right) \delta.
\end{equation}

**Approximate time-monotonicity of** $\mu_*^{-B}(s, u)$. Let $\mu_*(t, u)$ be the quantity defined in (13.6) and let $B > 0$ be a real number. There exists a constant $C > 0$ such that if $B \sqrt{\varepsilon} \ln \varepsilon \leq 1$ and $0 \leq s_1 \leq s_2 \leq t$, then
\begin{equation}
\mu_*^{-B}(s_1, u) \leq (1 + C \sqrt{\varepsilon}) \mu_*^{-B}(s_2, u).
\end{equation}

**Remark 13.10 (A choice made out of convenience).** There is nothing special about the value $1/4$ in inequality (13.28): we could prove a similar estimate with “$1/4$” replaced by any positive constant less than 1 (but the smallness of $\varepsilon$ would have to be adapted to that constant).
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**Proof.**

**Proof of (13.25):** The estimate (13.25) has already been proved as (12.129b).

**Proof of (13.26)- (13.27):** To prove (13.26), we note that by (13.4d), it suffices to bound the ratio

\[
\frac{\frac{\partial}{\partial s} \mu(\text{Approx})(s, u, \vartheta; t)}{\mu(\text{Approx})(s, u, \vartheta; t)} + \mu(\text{Approx})(s, u, \vartheta; t) \left(1 + \ln \left(\frac{\mu(s, u)}{\psi(s, u)}\right)\right) + \tilde{\Omega}(t, u, \vartheta; t) - \tilde{M}(s, u, \vartheta; t) - \tilde{m}(s, u, \vartheta; t) \mu(\text{Approx})(s, u, \vartheta; t)
\]

by the right-hand side of (13.26). To bound the ratio (13.46), we first divide both sides of the identity (13.4e) by \(\mu(\text{Approx})(s, u, \vartheta; t)\) to deduce

\[
\frac{\partial}{\partial s} \mu(\text{Approx})(s, u, \vartheta; t) = \frac{1}{\rho(s, u)} \left\{1 + \ln \left(\frac{\rho(s, u)}{\rho(0, u)}\right)\right\} - \frac{1}{\mu(\text{Approx})(s, u, \vartheta; t) \rho(s, u)} \left\{1 + \ln \left(\frac{\rho(s, u)}{\rho(0, u)}\right)\right\}
\]

We now observe that the right-hand side of (13.47) is negative (and hence the ratio (13.46) is 0) unless

\[
\mu(\text{Approx})(s, u, \vartheta; t) - 1 \geq -\tilde{\Omega}(t, u, \vartheta; t) + \tilde{M}(s, u, \vartheta; t) \rho(s, u) \left\{1 + \ln \left(\frac{\rho(s, u)}{\rho(0, u)}\right)\right\} + \tilde{m}(s, u, \vartheta; t) \rho(s, u) \left\{1 + \ln \left(\frac{\rho(s, u)}{\rho(0, u)}\right)\right\}.
\]

We may thus assume that inequality (13.48) holds, in which case the estimates (13.10), (13.13), and (13.14) imply that

\[
\frac{1}{\mu(\text{Approx})(s, u, \vartheta; t)} \leq 1 + C\varepsilon \left\{1 + \ln \left(\frac{\rho(s, u)}{\rho(0, u)}\right)\right\}^2.
\]

Now since the positive part of the left-hand side of (13.47) is bounded by the sum of the first term on the right-hand side and the sum of the magnitudes of the last three terms on the right-hand side, the estimates (13.10), (13.13), (13.14), and (13.49) thus yield that (13.46) is bounded by the right-hand side of (13.26) as desired.

To prove (13.27), we use a slightly different argument that takes into account the bound (13.15). Inserting this bound and the estimates (13.10), (13.13), (13.14),
and (13.49) into (13.47), we deduce that
\[
\left[ \frac{\partial}{\partial s} \mu_{\text{Approx}}(s, u, \vartheta; t) \right]_{+} \leq \frac{1}{\varrho(s, u) \left\{ 1 + \ln \left( \frac{\varrho(s, u)}{\varrho(0, u)} \right) \right\}} \left| \mu_{\text{Approx}}(s, u, \vartheta; t) - 1 \right| + \frac{1}{\mu_{\text{Approx}}(s, u, \vartheta; t)} \left\| \tilde{\Omega}(t, u, \vartheta; t) - \tilde{M}(s, u, \vartheta; t) \right\| \mu_{\text{Approx}}(s, u, \vartheta; t).
\]

The desired estimate (13.27) now follows from (13.4d) and (13.50).

**Proof of (13.28):** To prove (13.28), we first note that the identity (13.47) and the estimates (13.10), (13.13), and (13.14) imply that whenever
\[
\mu_{\text{Approx}}(s, u, \vartheta; t) \leq \frac{1}{3.5},
\]
the following inequality necessarily holds:
\[
\frac{\partial}{\partial s} \mu_{\text{Approx}}(s, u, \vartheta; t) \leq \frac{1 - 3.5 + C\varepsilon}{\varrho(s, u) \left\{ 1 + \ln \left( \frac{\varrho(s, u)}{\varrho(0, u)} \right) \right\}}.
\]
The desired conclusion (13.28) follows from the estimates (13.9), (13.16), and (13.52), and the following simple consequence of (13.4h):
\[
L \mu(s, u, \vartheta) = \left( \mu(u, \vartheta) - M(0, u, \vartheta; t) \right) \frac{\partial}{\partial s} \mu_{\text{Approx}}(s, u, \vartheta; t).
\]

**Proof of (13.32a)-(13.32c):** To prove (13.32a) and (13.32b), we first note that since \( \Omega(t, u, \vartheta; t) \geq \Omega_{(\text{Min})}(t; u, t) \geq 0 \), (13.3h) and (13.14) imply that the following estimate holds for \( s \in [0, t] \):
\[
\mu_{\text{Approx}}(s, u, \vartheta; t) \geq 1 - C\varepsilon.
\]
Furthermore, (13.4h), (13.6), (13.9), and the estimate (13.54) imply that the following estimate holds for \( s \in [0, t] \):
\[
\mu^B(s, u) \geq (1 - C\varepsilon)^B.
\]
In particular, we have proved (13.32a) (the upper bound is trivial). Furthermore, since the function \( h(y) := (1 - y)^{1/y} \) monotonically increases to \( e^{-1} \) as \( y \) decreases to 0, we can set \( y = C\varepsilon \) and use (13.55) and the trivial bound \( \exp(-C B\varepsilon) \geq 1 - C B\varepsilon \) to conclude the desired estimate (13.32b) (the upper bound is trivial).

To prove (13.32c), we first decompose
\[
\tilde{\Omega}(s, u, \vartheta; t) = \tilde{\Omega}(t, u, \vartheta; t) + \left\{ \tilde{\Omega}(s, u, \vartheta; t) - \tilde{\Omega}(t, u, \vartheta; t) \right\}.
\]


Then since $\tilde{\Omega}(t, u, \vartheta; t) \geq 0$, it follows from (13.12) and (13.56) that

\[ \tilde{\Omega}_-(s, u, \vartheta; t) \leq \left| \tilde{\Omega}(s, u, \vartheta; t) - \tilde{\Omega}(t, u, \vartheta; t) \right| \leq C\varepsilon \frac{\ln(e + s)}{1 + s} \leq C\varepsilon \frac{\ln(e + t)}{1 + s}. \]

The desired estimate (13.32c) now easily follows from definitions (13.3a) and (13.3e) and inequalities (13.9) and (13.57).

**Proof of (13.34a)-(13.34c):** We first prove (13.34a). In order to simplify the presentation, we define

\[ t_1 := (1 - u) \frac{\varepsilon}{\delta^2} - (1 - u). \]

Note that by (13.10), the following simple inequality holds for the quantity $\delta$ defined in (13.33):

\[ \delta \leq C\varepsilon. \]

Hence, it follows from (13.58) and (13.59) that if $\varepsilon$ is sufficiently small, then

\[ t_1 \geq \frac{1}{C\varepsilon}. \]

We may thus assume that (13.60) holds.

For the estimates under consideration, we are assuming that

\[ 0 \leq s \leq t_1. \]

From (13.58), (13.59), and the relations $\ln\left( \frac{\rho(t_1, u)}{\rho(0, u)} \right) = \ln \left( \frac{\varepsilon}{\delta^2} \right) \leq |\ln \delta| + \left| \ln \frac{\delta}{\varepsilon} \right|$, we deduce that for $0 \leq s \leq t_1$, we have

\[ 1 - \delta \ln \left( \frac{\rho(s, u)}{\rho(0, u)} \right) \geq 1 - \delta \ln \left( \frac{\rho(t_1, u)}{\rho(0, u)} \right) \geq 1 - \delta \left\{ |\ln \delta| + \left| \ln \frac{\delta}{\varepsilon} \right| \right\} \geq 1 - C\varepsilon |\ln \varepsilon|. \]

It then follows from (13.3h), (13.4h), (13.9), (13.14), (13.33), and (13.62) that for $0 \leq s \leq t_1$, we have

\[ \mu(s, u, \vartheta) \geq 1 - C\varepsilon |\ln \varepsilon|. \]

Since inequality (13.63) is independent of $u$ and $\vartheta$, the same estimate holds for $\mu_*(s, u)$. Hence, we have

\[ \mu_*^B(s, u) \geq (1 - C\varepsilon |\ln \varepsilon|)^B. \]

In particular, we have proved (13.34a) (the upper bound is trivial). Furthermore, by arguing as in our proof of (13.32b) (see the discussion below (13.55)) and in particular using (13.64), we deduce that

\[ \mu^B(s, u) \geq \exp(-CB\varepsilon |\ln \varepsilon|) \geq 1 - CB\varepsilon |\ln \varepsilon| \geq 1 - C\sqrt{\varepsilon}. \]

We have thus shown that the desired bounds (13.34b) hold for $0 \leq s \leq t_1$ (the upper bound is trivial).

To prove (13.34c), we first use the splitting (13.56) and the estimate (13.12) to deduce that

\[ \tilde{\Omega}_-(s, u, \vartheta; t) \leq \delta + C\varepsilon \frac{\ln(e + s)}{1 + s}. \]
The desired bound (13.34c) now follows from definitions (13.3a) and (13.3e) and inequalities (13.9) and (13.66).

**Proof of (13.35a)-(13.35c):** Let $t_1$ be as in (13.58). We introduce the logarithmic variables

$\tau := \ln \left( \frac{\varrho(t, u)}{\varrho(0, u)} \right), \quad (13.67)$

$\tau_1 := \ln \left( \frac{\varrho(t_1, u)}{\varrho(0, u)} \right) = \ln \left( \frac{\varepsilon}{\delta^2} \right), \quad (13.68)$

$\sigma := \ln \left( \frac{\varrho(s, u)}{\varrho(0, u)} \right). \quad (13.69)$

To prove (13.35a), we first note that (13.3h) implies that for $(t, u) \in [0, T, (Bootstrap)] \times [0, U_0]$, we have

$\mu(\text{Approx})(t, u, \vartheta; t) = 1 - \delta \ln \left( \frac{\varrho(t, u)}{\varrho(0, u)} \right). \quad (13.70)$

Since $BA \mu > 0$, (13.4h), and (13.9) imply that $0 < \mu(\text{Approx})$, it follows from (13.70) that

$\delta \ln \left( \frac{\varrho(t, u)}{\varrho(0, u)} \right) < 1. \quad (13.71)$

We now use (13.3h), (13.4h), and (13.14) to deduce that for $s \in [t_1, t]$, we have

$\mu(s, u, \vartheta) \geq \{ \hat{\mu}(u, \vartheta) - M(0, u, \vartheta; t) \} \left\{ 1 - \delta \ln \left( \frac{\varrho(s, u)}{\varrho(0, u)} \right) - C\varepsilon \frac{\ln(e + s)}{1 + s} \left( \frac{t - s}{1 + t} \right) \right\}. \quad (13.72)$

Using (13.72) and the inequalities

$\frac{\ln(e + s)}{1 + s} \leq C \frac{1 + \sigma}{\exp(\sigma)}, \quad (13.73)$

$\frac{t - s}{1 + t} \leq \frac{\varrho(t, u) - \varrho(s, u)}{\varrho(t, u)}, \quad (13.74)$

$0 \leq \frac{\varrho(t, u) - \varrho(s, u)}{\varrho(t, u)} = \frac{\exp(\tau) - \exp(\sigma)}{\exp(\tau)} = 1 - \exp(\sigma - \tau) \leq \tau - \sigma \quad (13.75)$

(where the last inequality in (13.75) follows from the fact that $1 - \exp(-y) \leq y$ whenever $y \geq 0$), we deduce that for $s \in [t_1, t]$, we have

$\mu(s, u, \vartheta) \geq \{ \hat{\mu}(u, \vartheta) - M(0, u, \vartheta; t) \} \left\{ 1 - \delta \sigma - C \varepsilon \frac{1 + \sigma}{\exp(\sigma)} (\tau - \sigma) \right\} = \{ \hat{\mu}(u, \vartheta) - M(0, u, \vartheta; t) \} \left\{ 1 - \delta \tau + \delta \left( 1 - C \varepsilon \frac{1 + \sigma}{\delta \exp(\sigma)} \right) (\tau - \sigma) \right\}. \quad (13.76)$

We now estimate the crucially important term $\frac{\varepsilon}{\delta} \frac{1 + \sigma}{\exp(\sigma)}$ appearing in the second line of (13.76). To this end, we use the fact that $s \in [t_1, t]$, inequalities (13.59) and
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and the fact that the function \( h(y) := (1 + y) \exp(-y) \) is decreasing on the domain \([0, \infty)\) to deduce that

\[
\varepsilon \frac{1 + \sigma}{\delta \exp(\sigma)} \leq \varepsilon \frac{1 + \tau_1}{\delta \exp(\tau_1)} = \delta \left( 1 + \ln \left( \frac{\varepsilon}{\delta^2} \right) \right) \leq C\varepsilon |\ln \varepsilon|.
\]

Inserting the bound (13.77) into inequality (13.76) and using the bound (13.9), we deduce the following lower bound for \( s \in [t_1, t]\):

\[
\mu(s, u, \vartheta) \geq \left\{ \hat{\mu}(u, \vartheta) - M(0, u, \vartheta; t) \right\} \left\{ 1 - \delta \tau + \delta \left( 1 - C\varepsilon \frac{1 + \sigma}{\delta \exp(\sigma)} \right) (\tau - \sigma) \right\}
\]

\[
\geq \{\hat{\mu}(u, \vartheta) - M(0, u, \vartheta; t)\} \times \{ (1 - C\varepsilon |\ln \varepsilon|) (1 - \delta \tau) + \delta (1 - C\varepsilon |\ln \varepsilon|) (\tau - \sigma) \}
\]

\[
= \{\hat{\mu}(u, \vartheta) - M(0, u, \vartheta; t)\} (1 - C\varepsilon |\ln \varepsilon|) (1 - \delta \sigma)
\]

\[
\geq (1 - C\varepsilon |\ln \varepsilon|) (1 - \delta \sigma).
\]

Note that by (13.71), the right-hand side of (13.78) is positive. Since the final inequality in (13.78) is independent of \( \vartheta \) and since \( -\delta \sigma = -\delta \sigma(s, u) \) is decreasing in \( u \), the same estimate holds for \( \mu_\star(s, u) \). We have thus deduced the desired lower bound in (13.35a). A similar argument yields the upper bound. Then by using an argument similar to the one we used just after inequality (13.55), we also deduce from the bounds (13.35a) that the upper and lower bounds in (13.35b) hold.

To prove (13.35c), we first decompose \( \tilde{\Omega}(s, u, \vartheta; t) \) as in (13.56) and use definition (13.7), (13.33), and inequalities (13.12) and (13.73) to deduce

\[
\tilde{\Omega}^{-}(s, u, \vartheta; t) \leq \delta + C\varepsilon \frac{1 + \sigma}{\exp(\sigma)} = \delta \left( 1 + C\varepsilon \frac{1 + \sigma}{\delta \exp(\sigma)} \right).
\]

Arguing as in our proof of (13.77), we deduce from inequality (13.79) that

\[
\tilde{\Omega}^{-}(s, u, \vartheta; t) \leq (1 + C\varepsilon |\ln \varepsilon|) \delta \leq (1 + C\sqrt{\varepsilon}) \delta.
\]

From definition (13.3e) and the estimates (13.9) and (13.80), we deduce the following bound for \( s \in [t_1, t]\):

\[
\Omega^{-}(s, u, \vartheta) \leq (1 + C\sqrt{\varepsilon}) \delta.
\]

Since inequality (13.81) is independent of \( u \) and \( \vartheta \), the desired bound (13.35c) now follows from definition (13.3a).

**Proof of (13.37):** Inequality (13.37) follows from (13.10).

**Proof of (13.38a)-(13.39):** To prove (13.38a), we first note that by (13.4b), it suffices to show that for each \((u', \vartheta) \in \mathcal{V}^\ast_t\) and each \(0 \leq s_1 \leq s_2 \leq t\), the ratio

\[
\frac{\mu_{\text{Approx}}(s_2, u', \vartheta)}{\mu_{\text{Approx}}(s_1, u', \vartheta)}
\]

is \leq the right-hand side of (13.38a). To this end, we use (13.3b)
and the estimates \([13.10]\) and \([13.14]\) to deduce that

\[
\frac{\mu_{\text{Approx}}(s_2, u', \theta)}{\mu_{\text{Approx}}(s_1, u', \theta)} = \frac{1 + \widetilde{\Omega}(t, u', \vartheta; t)}{1 + \Omega(t, u', \vartheta; t)} \left\{ 1 + \ln \left( \frac{\varrho(s_2, u')}{\varrho(s_1, u')} \right) \right\} + O(\varepsilon)
\]

\[
\leq (1 + C\varepsilon) \leq \frac{1 + \widetilde{\Omega}(t, u', \vartheta; t)}{1 + \Omega(t, u', \vartheta; t)} \left\{ 1 + \ln \left( \frac{\varrho(s_2, u')}{\varrho(s_1, u')} \right) \right\}.
\]

Since the right-hand side of \([13.82]\) is increasing when viewed as a function of \(\widetilde{\Omega}(t, u', \vartheta; t)\), it follows that the right-hand side of \([13.82]\) is

\[
(13.83) \quad \leq \frac{1 + C\varepsilon}{1 + \gamma \left\{ 1 + \ln \left( \frac{\varrho(s_2, u')}{\varrho(s_1, u')} \right) \right\}}.
\]

as desired. We have thus proved \([13.38a]\).

The estimate \([13.38b]\) follows from \([13.37]\) and \([13.38a]\).

**To deduce \([13.39]\), we first note that \([13.37]\) and \([13.38a]\) imply that**

\[
(13.84) \quad \sup_{(u', \vartheta) \in (+) V_{s,t}} \frac{\mu(s_2, u', \vartheta)}{\mu(s_1, u', \vartheta)} \leq (1 + C\varepsilon) \frac{1 + C\gamma \ln(e + s_2)}{1 + \gamma \ln(e + s_1)} \geq \gamma \ln(e + s_2) \geq \gamma \ln(e + s_2)
\]

\]}

The desired estimate \([13.39]\) now follows from \([13.84]\) and the following simple estimate, which holds when \(0 < a \leq 1\) and \(1 \leq s_2 \leq s_1 \leq s_2\): \(\ln(e + s_1) \geq \ln(e + s_2)\).

**Proof of \([13.40]\):** To prove \([13.40]\), we first note that by \([13.44]\), it suffices to bound the ratio on the left-hand side of \([13.47]\) on the domain \((s, u', \vartheta) \in (+)^{+}\Sigma_{s,t}^{+}\) (see definition \([13.23b]\)) by the right-hand side of \([13.40]\). To this end, for each \((u', \vartheta) \in (+)^{+} V_{s,t}\), we use \([13.39]\) and \([13.46]\) and the estimates \([13.10]\), \([13.13]\), and \([13.14]\) to deduce that

\[
(13.85) \quad \frac{\mu_{\text{Approx}}(s, u', \vartheta; t)}{\mu_{\text{Approx}}(s, u', \vartheta; t)} \leq (1 + C\varepsilon) \frac{1}{\varrho(s, u')} \frac{\widetilde{\Omega}(t, u', \vartheta; t)}{1 + \Omega(t, u', \vartheta; t)} \left\{ 1 + \ln \left( \frac{\varrho(s, u')}{\varrho(s', u')} \right) \right\} + O \left( \frac{\ln(e + s)}{(1 + s)^2} \right).
\]

Since the ratio \(\frac{\widetilde{\Omega}(t, u', \vartheta; t)}{1 + \Omega(t, u', \vartheta; t)} \left\{ 1 + \ln \left( \frac{\varrho(s, u')}{\varrho(s', u')} \right) \right\}\) is increasing when viewed as a function of \(\widetilde{\Omega}(t, u', \vartheta; t)\), it follows that the right-hand side of \([13.85]\) is bounded by

\[
(13.86) \quad \leq (1 + C\varepsilon) \frac{1}{\varrho(s, u')} \left\{ 1 + \gamma \ln \left( \frac{\varrho(s, u')}{\varrho(s', u')} \right) \right\} + O \left( \frac{\ln(e + s)}{(1 + s)^2} \right).
\]

The desired estimate \([13.40]\) now follows easily from \([13.86]\).

**Proof of \([13.41]\):** To prove \([13.41]\), we first use the splitting \([13.56]\) and the
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Estimate \((13.12)\) to deduce that for \((s, u', \vartheta) \in (+)\Sigma_c^u\) (see definition \((13.24c)\)), we have

\[
\tilde{\Omega}_-(s, u', \vartheta; t) \leq C\varepsilon \frac{\ln(e + s)}{1 + s}.
\]

It thus follows from \((13.3a), (13.3e), (13.9),\) and \((13.87)\) that

\[
[L\mu]_-(s, u', \vartheta) \leq C\varepsilon \frac{\ln(e + s)}{(1 + s)^2},
\]

\[
L\mu(s, u', \vartheta) \geq -C\varepsilon \frac{\ln(e + s)}{(1 + s)^2}.
\]

Integrating \((13.89)\) along the integral curves of \(L = \frac{\partial}{\partial s}\) emanating from \(\Sigma_0\) and using the small-data estimate \((13.8)\), we deduce that

\[
\mu(s, u, \vartheta) \geq 1 - C\varepsilon.
\]

The desired estimate \((13.41)\) now follows from \((13.88)\) and \((13.90)\).

**Proof of \((13.42)\):** Note that this estimate concerns only points \((s, u', \vartheta)\) such that \((u', \vartheta) \in (-)\Sigma_v^u\) (see definition \((13.24b)\)). We start by repeating the proof of inequality \((13.63)\), but with \(\delta\) in the proof everywhere replaced by \(-\tilde{\Omega}(t, u, \vartheta; t)\), which changes the value of \(t_1\) as defined in \((13.58)\). The net effect is that for this new value of \(t_1\), if \(s \in [0, t_1]\), then we have

\[
\mu(s, u, \vartheta) \geq 1 - C\varepsilon.
\]

In addition, by making straightforward modifications to the proof of \((13.91)\), we find that if \(s \in [0, t_1]\), then

\[
\mu(s, u, \vartheta) \leq 1 + C\sqrt{\varepsilon}.
\]

Similarly, we repeat the proof of inequality \((13.78)\), but with \(\delta\) in the proof everywhere replaced by \(-\tilde{\Omega}(t, u, \vartheta; t)\). As above, this replacement changes the value of \(t_1\) as defined in \((13.58)\) and \(\tau_1\) as defined in \((13.68)\). In total, we find that for this new value of \(t_1\), if \(s \in [t_1, t]\), then we have

\[
\mu(s, u', \vartheta) \geq \left(1 - C\sqrt{\varepsilon}\right) \left\{1 + \tilde{\Omega}(t, u', \vartheta; t) \ln \left(\frac{\varrho(s, u')}{\varrho(0, u')}\right)\right\}.
\]

In addition, by making straightforward modifications to the proof of \((13.93)\), we find that for \(s \in [t_1, t]\), we have

\[
\mu(s, u', \vartheta) \leq \left(1 + C\sqrt{\varepsilon}\right) \left\{1 + \tilde{\Omega}(t, u', \vartheta; t) \ln \left(\frac{\varrho(s, u')}{\varrho(0, u')}\right)\right\}.
\]

We now separately investigate the small-time regime \(s_2 \leq t_1\) and the large-time regime \(s_2 \geq t_1\), where we are referring to the new value of \(t_1\) defined above. In the small-time regime, we easily bound the ratio \(\mu(s_2, u', \vartheta)\) by \(\leq\) the right-hand side of \((13.42)\) with the help of \((13.91)\) and \((13.92)\).

We now consider the large-time regime \(s_2 \geq t_1\). We split this regime into two sub-cases: \(s_1 \geq t_1\) and \(s_1 \leq t_1\). In the first sub-case, we bound the ratio \(\mu(s_2, u', \vartheta)\) by \(\leq\) the right-hand side of \((13.42)\) by using the estimates \((13.93)\) and \((13.94)\), the
assumption $\tilde{\Omega}(t, u', \vartheta; t) < 0$, and the fact that $\ln \left( \frac{\varrho(s, u')}{\varrho(0, u')} \right)$ is increasing in $s$.

In the second sub-case $s_1 \leq t_1$, we bound the ratio $\frac{\mu(s_2, u', \vartheta)}{\mu(s_1, u', \vartheta)}$ by $\leq$ the right-hand side of (13.42) by using the estimates (13.91) and (13.94) and the assumption $\tilde{\Omega}(t, u', \vartheta; t) < 0$.

Proof of (13.43): To prove (13.43), we first use the splitting (13.56) and the estimate (13.12) to deduce that for $(s, u') \in (-\Sigma^u)_{s; t}$ (see definition (13.24d)), we have

$$\tilde{\Omega} + (s, u'; \vartheta; t) \leq C \varepsilon \ln(e + s) + s \quad (13.95)$$

From definitions (13.3a) and (13.3e) and the estimates (13.9) and (13.95), we conclude the desired estimate (13.43).

Proof of (13.44a)-(13.44b): Inequality (13.44a) can be proved by using essentially the same argument that we used to prove (13.34c); we omit the details.

Similarly, inequality (13.44b) can be proved by using essentially the same argument that we used to prove (13.35c), and we omit the details.

Proof of (13.45): We separately investigate the cases $\tilde{\Omega}_{(Min)}(t, u; t) \geq 0$ and $\tilde{\Omega}_{(Min)}(t, u; t) < 0$. In the former case, the desired estimate (13.45) follows from (13.32b).

We now investigate the remaining case in which (as in (13.33)) $\delta := -\tilde{\Omega}_{(Min)}(t, u; t) > 0$. We separately investigate the small-time regime $s_2 \leq t_1$ and the large-time regime $s_2 \geq t_1$, where $t_1$ is defined in (13.58). In the small-time regime $s_2 \leq t_1$, the desired estimate (13.45) follows from (13.34b). We now consider the large-time regime $s_2 \geq t_1$. This regime splits into two sub-cases: $s_1 \geq t_1$ and $s_1 \leq t_1$. In the first sub-case, the desired estimate (13.45) follows from (13.35b) and the fact that $1 - \delta \ln \left( \frac{\varrho(s, u)}{\varrho(0, u)} \right)$ is decreasing in $s$. In the second sub-case, the desired estimate (13.45) follows from (13.34b) and (13.35b).

Proof of (13.29): We split the argument into four cases that exhaust all possibilities.

Case 1: $\tilde{\Omega}_{(Min)}(t, U_0; t) \geq 0$: In this (easy) case, definitions (13.3b) and (13.7), the identity (13.4b), and the estimates (13.9) and (13.14) imply that

$$\mu(s, u, \vartheta) \geq 1 - C \varepsilon. \quad (13.96)$$

Furthermore, from the estimate (12.129a), we have

$$\left\| \tilde{R}_\mu \right\|_{C^0(\Sigma^u)} \leq C \varepsilon \ln(e + s). \quad (13.97)$$

Hence, in this case, we can use (13.96) and (13.97) to deduce that $\frac{[\tilde{R}\mu(s, u, \vartheta)]_+}{\mu(s, u, \vartheta)}$ is $\leq$ the second term on the right-hand side of (13.29) as desired.
13.2. Sharp Pointwise Estimates for the Inverse Foliation Density

Case 2: Mild decay rate: In this case, we assume that \( \tilde{\Omega}_{(Min)}(t, U_0; t) < 0 \). Using the notation \( \delta := -\tilde{\Omega}_{(Min)}(t, U_0; t) > 0 \) much as in (13.33), we define the sets

\[
\mathcal{V}(U_0; t) := \left\{ (u, \vartheta) \in [0, U_0] \times S^2 \mid \tilde{\Omega}(t, u, \vartheta; t) < -\frac{\delta}{2} \right\},
\]

(13.98)

\[
\mathcal{U}(s, U_0; t) := \left\{ (s, u, \vartheta) \in \Sigma^{U_0}_s \mid (u, \vartheta) \in \mathcal{V}(U_0; t) \right\}.
\]

(13.99)

Roughly, \( \mathcal{U}(s, U_0; t) \) is the “dangerous” subset of \( \Sigma^{U_0}_s \) where \( \mu \) can decay at a relatively rapid rate. Note that \( \mathcal{V}(U_0; t) \) is an open subset of \([0, U_0] \times S^2\) while \( \mathcal{U}(s, U_0; t) \) is an open subset of \( \Sigma^{U_0}_s \).

Now if \( (s, u, \vartheta) \in \Sigma^{U_0}_s \setminus \mathcal{U}(s, U_0; t) \), then we can slightly modify our proof of (13.96) (which was based in part on (13.3h)) and also use the bound (13.71) to deduce the following estimate:

\[
\mu(s, u, \vartheta) \geq (1 - C\varepsilon) \left\{ 1 - \frac{1}{2} \delta \ln \left( \frac{\varrho(s, u)}{\varrho(0, u)} \right) \right\} \geq (1 - C\varepsilon) \left\{ 1 - \frac{1}{2} \delta \ln \left( \frac{\varrho(t, u)}{\varrho(0, u)} \right) \right\}
\]

(13.100)

\[
\geq \frac{1}{2}(1 - C\varepsilon).
\]

From (13.97) and (13.100), we see that \( \frac{[\tilde{R}\mu(s, u, \vartheta)]^+}{\mu(s, u, \vartheta)} \) is \( \leq \) the second term on the right-hand side of (13.29) as desired, as in Case 1.

Case 3: Dangerous decay rate, but short times: In this case, we assume that \( \delta := -\tilde{\Omega}_{(Min)}(t, U_0; t) > 0 \), that \( (s, u, \vartheta) \in \mathcal{U}(s, U_0; t) \), and that \( s \leq t_1 \), where we set

\[
t_1 := (1 - u) \exp(\tau_1) - (1 - u),
\]

(13.101)

\[
\tau_1 := \frac{1}{2}\delta.
\]

(13.102)

Using the estimate (13.59), we conclude that if \( \varepsilon \) is sufficiently small, then

\[
\tau_1 \geq \frac{1}{C\varepsilon}.
\]

(13.103)

As in our proof of (13.100), we can slightly modify our proof of (13.96) (which was based in part on (13.3h)) and also use the assumption \( s \leq t_1 \) to deduce the following estimate:

\[
\mu(s, u, \vartheta) \geq (1 - C\varepsilon) \left\{ 1 - \delta \ln \left( \frac{\varrho(s, u)}{\varrho(0, u)} \right) \right\} \geq (1 - C\varepsilon) \{ 1 - \delta \tau_1 \}
\]

(13.104)

\[
= \frac{1}{2}(1 - C\varepsilon).
\]

Also using the bound (13.97), we see that \( \frac{[\tilde{R}\mu(s, u, \vartheta)]^+}{\mu(s, u, \vartheta)} \) is \( \leq \) the second term on the right-hand side of (13.29) as desired, as in Cases 1 and 2.

Case 4: The most difficult case, involving dangerous decay rates and large times: In this case, we assume that \( \delta := -\tilde{\Omega}_{(Min)}(t, U_0; t) > 0 \), that \( (s, u, \vartheta) \in \mathcal{U}(s, U_0; t) \), and that \( t_1 \leq s \leq t \), where \( t_1 \) is defined in (13.101). In particular, in terms of the
logarithmic change of variable $\sigma := \ln \left( \frac{\varrho(s,u)}{\varrho(0,u)} \right)$, the following estimate holds for $t_1 \leq s \leq t$:

$$2\delta \geq \frac{1}{\sigma} \geq \frac{1}{\sigma + 1}.$$  \hspace{1cm} (13.105)

Furthermore, with $\tau := \ln \left( \frac{\varrho(t,u)}{\varrho(0,u)} \right)$, then as in (13.71), the following inequality holds:

$$\delta \tau < 1.$$ \hspace{1cm} (13.106)

We may assume that $\tilde{R} \mu(s,u,\vartheta) > 0$, since otherwise the estimate (13.29) is trivial. To prove (13.29) under the assumption $\tilde{R} \mu(s,u,\vartheta) > 0$, we study the integral curves of $\tilde{R}$. Thus, let

$$\gamma : [0, U_0] \to \Sigma_{s,U_0}^t$$

denote the integral curve of $\tilde{R}$ passing through the point $p := (s,u,\vartheta)$. We parametrize $\gamma$ via the eikonal function $u'$, that is, $\gamma = \gamma(u')$, where $u' \in [0, U_0]$, and $u$ is the value of $u'$ that corresponds to the point $p$ of interest. We use notation such as

$$\dot{\gamma}(u') := \frac{d}{du'} \gamma(u'), \quad \ddot{\gamma}(u') := \frac{d^2}{du'^2} \gamma(u').$$ \hspace{1cm} (13.108)

We also set

$$F(u') := \mu \circ \gamma(u'),$$ \hspace{1cm} (13.109)

which implies that

$$\dot{F}(u') = \tilde{R} \mu_{|\gamma(u')},$$ \hspace{1cm} (13.110)
$$\ddot{F}(u') = \tilde{R} \dot{R} \mu_{|\gamma(u')}.$$ \hspace{1cm} (13.111)

Note that by assumption, we have

$$\dot{F}(u' = u) > 0.$$ \hspace{1cm} (13.112)

We now set

$$u_* := \inf \left\{ u' \in [0,u] : \gamma(u') \in \mathcal{U}(s,U_0;t) \right\}.$$ \hspace{1cm} (13.113)

Note that $\gamma(u) \in \mathcal{U}(s,U_0;t)$ by assumption, while $\gamma(0) \notin \mathcal{U}(s,U_0;t)$ because $\tilde{\Omega}(t,0,\vartheta;t) \equiv 0$ (recall that $u' = 0$ corresponds to a point on the null cone $C_0$, where the solution is trivial). Also using the fact that $\mathcal{U}(s,U_0;t)$ is open, we deduce that

$$0 < u_* < u \leq U_0,$$ \hspace{1cm} (13.114)
$$\gamma(u_*) \in \Sigma_{s,U_0}^t \setminus \mathcal{U}(s,U_0;t).$$ \hspace{1cm} (13.115)

We consider two sub-cases. In the first sub-case, we assume that

$$\dot{F}(u') > 0 \text{ for } u' \in [u_*, u].$$ \hspace{1cm} (13.116)

In this first sub-case, it follows from (13.116) that

$$F(u_*) < F(u).$$ \hspace{1cm} (13.117)
Furthermore, the relation (13.115) and the argument used in Case 2 imply that the bound (13.100) holds for \( F(u_*) = \mu|_{\gamma(u_*)} \). Also using inequality (13.117), we deduce that

\[
\mu(s, u, \vartheta) = F(u) > F(u_*) \geq \frac{1}{2}(1 - C\varepsilon).
\]

Also using the bound (13.97), we see that \( \tilde{R}\mu(s, u, \vartheta) \) is \( \leq \) the second term on the right-hand side of (13.29) as desired, as in the other cases we have previously considered.

In the final (most difficult) sub-case, we assume that the statement (13.116) is false. Hence, there exists a point \( u^{**} \in (u_*, u] \) such that

\[
\dot{F}(u^{**}) = 0, \quad (13.119)
\]

\[
\dot{F}(u') > 0 \text{ for } u' \in (u^{**}, u]. \quad (13.120)
\]

In this case, our analysis involves the following function \( H(\cdot) \) of a single real variable:

\[
H(s) := \sup_{\Sigma^{l\vartheta}_0} \tilde{R}\mu.
\]

By (12.129a), we have the following bound:

\[
H(s) \leq C\varepsilon \ln(e + s). \quad (13.122)
\]

By carefully studying the integral curves of \( \tilde{R} \), we will prove that the following two inequalities also hold in this case:

\[
H(s) > 0, \quad (13.123)
\]

\[
\frac{[\tilde{R}\mu(s, u, \vartheta)]_+}{\mu(s, u, \vartheta)} \leq \sqrt{\frac{H(s)}{\mu_{(Min)}(s, u)}}, \quad (13.124)
\]

where \( \mu_{(Min)}(s, u) \) is defined in (13.5). Let us accept inequalities (13.123) and (13.124) we will derive them at the end of the proof.

In order to derive an upper bound for the right-hand side of (13.124), we now derive a lower bound for \( \mu_{(Min)}(s, u) \). We use the logarithmic change of variables

\[
\sigma := \ln \left( \frac{\rho(s, u)}{\rho(0, u)} \right), \quad \tau := \ln \left( \frac{\rho(t, u)}{\rho(0, u)} \right), \quad \text{and } \tau_1 := \ln \left( \frac{\rho(t_1, u)}{\rho(0, u)} \right) = \frac{1}{25}. \]

Using essentially the same reasoning that led to the first line of (13.76) together with the estimates (13.9) and (13.106), we deduce that

\[
\mu_{(Min)}(s, u) \geq (1 - C\varepsilon) \left\{ 1 - \delta \sigma - C\varepsilon \frac{1 + \sigma}{\exp(\sigma)} (\tau - \sigma) \right\}
\]

\[
\geq (1 - C\varepsilon) \left\{ \delta (\tau - \sigma) - C\varepsilon \frac{1 + \sigma}{\delta \exp(\sigma)} (\tau - \sigma) \right\}
\]

\[
\geq \frac{1}{2} \delta \left\{ 1 - C\varepsilon \frac{1 + \sigma}{\delta \exp(\sigma)} \right\} (\tau - \sigma).
\]

We now estimate the crucially important term \( C\varepsilon \frac{1 + \sigma}{\delta \exp(\sigma)} \) on the right-hand side of (13.125). Since \( \sigma \geq \tau_1 \) and since the function \( h(y) := (1 + y) \exp(-y) \) is
decreasing on \([0, \infty)\), we have
\[(13.126) \quad C \frac{\varepsilon}{\delta} \frac{1 + \sigma}{\exp(\sigma)} \leq C \frac{\varepsilon}{\delta} \frac{1 + \tau_1}{\exp(\tau_1)} = 2C \frac{1}{2\delta} \left\{ 1 + \frac{1}{2\delta} \right\} \exp\left(-\frac{1}{2\delta}\right).\]

Since
\[(13.127) \quad \lim_{y \to \infty} y(1 + y) \exp(-y) = 0,\]

it follows from \((13.125), (13.126)\) (where we view \(y = \frac{1}{2\delta}\)), the estimate \((13.105)\), and the simple bound \((13.59)\) that if \(\varepsilon\) is sufficiently small, then the quantity in braces on the right-hand side of \((13.125)\) is \(\geq \frac{1}{2}\) and hence
\[(13.128) \quad \mu_{(M_{in})}(s, u) \geq \frac{1}{8} \left( \tau - \sigma \right) \frac{1 + \sigma}{1 + \sigma}.\]

Inserting the bounds \((13.122)\) and \((13.128)\) into the right-hand side of inequality \((13.124)\), we deduce that
\[(13.129) \quad \frac{\tilde{R}[\mu(s, u, \vartheta)]}{\mu(s, u, \vartheta)} \leq C \frac{\varepsilon^{1/2} (1 + \sigma)}{\sqrt{\tau - \sigma}}.\]

It is straightforward to check using the basic properties of the function \(f(x) = \ln(x)\) that the right-hand side of \((13.129)\) is \(\leq\) the first term on the right-hand side of \((13.29)\) as desired. Hence, in order to conclude the desired estimate \((13.29)\) in this final sub-case, it remains only for us to prove inequalities \((13.123)\) and \((13.124)\).

To prove \((13.123)\), we first use \((13.112)\) and \((13.119)\) to deduce that
\[(13.130) \quad \int_{u' = u}^{u' = u_\ast} \tilde{F}(u') du' = \tilde{F}(u) > 0.\]

Hence, it follows from the definition \((13.121)\) of \(H(s)\), \((13.111)\), and \((13.130)\) that \(H(s) > 0\) as desired.

We now derive inequality \((13.124)\). To this end, we first use the fundamental theorem of calculus to deduce that if \(\hat{u} \in [u_\ast, u]\), then
\[(13.131) \quad \tilde{F}(u) - \tilde{F}(\hat{u}) = \int_{u' = \hat{u}}^{u' = u} \tilde{F}(u') du' \leq H(s)(u - \hat{u}).\]

From inequality \((13.131)\), it follows that whenever \(\hat{u} \in [u_\ast, u]\) and
\[(13.132) \quad |\hat{u} - u| \leq \frac{1}{2} \tilde{F}(u),\]

we have
\[(13.133) \quad \tilde{F}(\hat{u}) \geq \frac{1}{2} \tilde{F}(u) > 0.\]

In particular, by choosing \(\hat{u} = u_1 := u - \frac{1}{2} \tilde{F}(u)\), and using the lower bound \((13.133)\), we deduce that
\[(13.134) \quad F(u) - F(u_1) = \int_{u' = u_1}^{u' = u} \tilde{F}(u') du' \geq \frac{1}{2} \tilde{F}(u)(u - u_1) = \frac{1}{4} \tilde{F}^2(u) / H(s).\]
Moreover, since \( \dot{F}(u_*) = 0 \), the bound (13.133) for the domain of \( \hat{u} \) values defined by (13.132) implies that \( u_* \) cannot belong to the domain, that is, that

\[ u_* < u_1. \]

Since (13.120) implies that \( \dot{F}(u') > 0 \) for \( u' \in (u_*, u_1] \), we also have

\[ F(u_*) < F(u_1). \]

Hence, using the trivial bound \( F(u_1) \geq \mu_{(Min)}(s, u) \) (which follows from the definitions of \( F(u_1) \) and \( \mu_{(Min)}(s, u) \)) and the estimate (13.134), we deduce that

\[ \mu(s, u, \vartheta) - \mu_{(Min)}(s, u) = F(u) - \mu_{(Min)}(s, u) \geq F(u) - F(u_1) \]

\[ \geq \frac{1}{4} \frac{\dot{F}^2(u)}{H(s)} = \frac{1}{4} \frac{\dot{R}\mu(s, u, \vartheta)^2}{H(s)}. \]

Solving for \( \mu(s, u, \vartheta) \) in inequality (13.137) and then using the resulting bound to deduce a bound for \( \frac{\dot{R}\mu(s, u, \vartheta)}{\mu(s, u, \vartheta)} \), we find that

\[ \frac{\dot{R}\mu(s, u, \vartheta)}{\mu(s, u, \vartheta)} \leq \frac{\dot{R}\mu(s, u, \vartheta)^2}{4 \mu(s, u, \vartheta)} + \mu_{(Min)}(s, u). \]

We now deduce an “algebraic” bound from inequality (13.138). To this end, we note that a standard calculus exercise yields that for any constant \( a > 0 \), the function

\[ h(x, y) := \frac{x}{a^{-1}x^2 + y} \]

on the domain \([0, \infty) \times [0, \infty)\) is bounded as follows:

\[ |h(x, y)| \leq \frac{\sqrt{a}}{2\sqrt{y}}. \]

Applying inequality (13.140) to the right-hand side of (13.138) with \( a = 4H(s) \), \( x = |\dot{R}\mu(s, u, \vartheta)|_+ \), and \( y = \mu_{(Min)}(s, u) \), we arrive at the desired inequality (13.124). This completes our proof of (13.29) in this final sub-case.

**Proof of (13.30):** From the identity \( \tilde{L}\mu = \mu L + 2\dot{R} \) (see (3.19a)) and the estimates (13.25), (13.27), and (13.29), we deduce the desired estimate as follows:

\[ \frac{[L\mu(s, u, \vartheta) + \tilde{L}\mu(s, u, \vartheta)]}{\mu(s, u, \vartheta)} \leq \frac{[L\mu(s, u, \vartheta)]}{\mu(s, u, \vartheta)} + \frac{[\tilde{L}\mu(s, u, \vartheta)]}{\mu(s, u, \vartheta)} + 2 \frac{[\dot{R}\mu(s, u, \vartheta)]}{\mu(s, u, \vartheta)} \]

\[ \leq C\varepsilon^{1/2} \frac{\ln(e + s)}{\sqrt{\ln(e + t) - \ln(e + s)}} + C\varepsilon \frac{1}{1 + s}. \]

\[ \square \]

The following simple corollary plays a role in our analysis of the transport inequalities of Sect. 17.3.
266 13. SHARP ESTIMATES FOR THE INVERSE FOLIATION DENSITY

**Corollary 13.11** (Analysis of \(\frac{1}{2} \mathrm{tr} g - \frac{2L\mu}{\mu}\)). Let \(\chi\) be the symmetric type \((0,2)\) tensorfield defined in (3.70) and let \(\varrho(t,u) = 1-u+t\) be the geometric radial variable. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \(\varepsilon\) is sufficiently small, then the following pointwise estimate holds on \(\mathcal{M}_{T(Bootstrap)} U_0\):

\[
(1-C\varepsilon)\varrho^{-1} - \frac{1}{2}\mathrm{tr} g - \frac{2L\mu}{\mu} \leq \frac{1}{2}\mathrm{tr} g - \frac{2L\mu}{\mu} - \frac{|L\mu|}{\mu} - \mu. \tag{13.142}
\]

**Proof.** From the decomposition \(\mathrm{tr} g = 2\varrho^{-1} + \mathrm{tr} g^{(Small)}\) (see (4.1c)) and inequality (12.129a), we have that \(\frac{1}{2}\mathrm{tr} g \geq (1-C\varepsilon)\varrho^{-1}\). Furthermore, by (13.27), we have \(-2\frac{L\mu}{\mu} \geq -C\varepsilon\varrho^{-1}\). Adding these two estimates, we conclude (13.142). \(\square\)

13.3. Fundamental estimates for time integrals involving the foliation density

We now use the estimates of Prop. 13.9 to derive estimates for time integrals that involve powers of \(\mu^{-1}\). These estimates play a crucial role in our derivation of a priori \(L^2\) estimates for \(\Psi\). Specifically, the time integrals appear in Chapter 20, when we bound the error integrals of Prop. 10.13.

**Proposition 13.12** (Fundamental estimates for time integrals involving \(\mu^{-1}\)). Let \(\mu_*(t,u)\) be as defined in (13.6). Let \(B > 1\) be a real number. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \(\varepsilon\) is sufficiently small, then the following estimates hold for \(0 \leq t < T_{(Bootstrap)}\) and \(0 \leq u \leq U_0\).

**Estimates relevant for borderline top-order spacetime integrals.** There exists a constant \(C > 0\) such that if \(B\sqrt{\varepsilon}\ln |\varepsilon| \leq 1\), then

\[
\int_{s=0}^t \| [L\mu] \|_{C^0(\Sigma^u_s)} ds \leq 1 + C\sqrt{\varepsilon} B^{-1} \mu_*^{1-B}(t,u). \tag{13.143}
\]

In addition, there exists a constant \(C > 0\) such that if \(\sqrt{\varepsilon} < b \leq 1/2\) is a constant, then

\[
\frac{1}{\varrho(t,u)} \int_{s=0}^t \left( \frac{\mu(t,\cdot)}{\mu} \right)^2 ds \leq 1 + Cb + C\ln^2(e+t) (1+t)^b. \tag{13.144}
\]

**Estimates relevant for borderline top-order hypersurface integrals.** Let \((^+)^u \Sigma^u_{s,t} \subset \Sigma^u_s \) and \((^-)^u \Sigma^u_{s,t} \subset \Sigma^u_s \) be as defined in (13.24c) and (13.24d). There exists a constant \(C > 0\) such that if \(B\sqrt{\varepsilon}\ln |\varepsilon| \leq 1\) and if \((^-)^u \Sigma^u_{s,t} \) is non-empty, then

\[
\| gL\mu \|_{C^0((^-)^u \Sigma^u_{s,t})} \int_{s=0}^t \frac{1}{\varrho(s,u)\mu_*^B(s,u)} ds \leq 1 + C\sqrt{\varepsilon} \frac{B^{-1}}{B-1} \mu_*^{1-B}(t,u). \tag{13.145a}
\]
In addition, if $\lambda \geq 0$ is a real number and $\Sigma_{\lambda}^{u}$ is non-empty, then

\begin{equation}
(13.145b) \quad \left\| \frac{L\mu}{\mu} \right\|_{C^{0}(\Sigma_{\lambda}^{u})} = \int_{s=0}^{t} \left\| \frac{\mu(t, \cdot)}{\mu} \right\|_{C^{0}(\Sigma_{\lambda}^{u})} \left\{ 1 + \ln \left( \frac{\rho(s, u)}{\rho(0, u)} \right) \right\} ds \leq \left\{ \frac{1}{A + 1/2} + C \varepsilon \right\} \left\{ 1 + \ln \left( \frac{\rho(t, u)}{\rho(0, u)} \right) \right\}^{A}.
\end{equation}

**Estimates relevant for less dangerous top-order spacetime integrals.** There exists a constant $C > 0$ depending on upper bounds for $a$ and $A$ but independent of $B$ such that if $a \geq \varepsilon^{1/4}$, $A \varepsilon^{1/4} \leq 1$, and $B \sqrt{\varepsilon} |\ln \varepsilon| \leq 1$, then

\begin{equation}
(13.146) \quad \int_{s=0}^{t} \frac{\ln A(e + s)}{(1 + s)^{1+a} \mu_{*}(s, u)} ds \leq C \left\{ 1 + \frac{1}{B - 1} \right\} \frac{1}{a^{A+1}} \mu_{*}^{1-B}(t, u).
\end{equation}

In addition, there exists a constant $C > 0$ such that if $B \sqrt{\varepsilon} |\ln \varepsilon| \leq 1$, then

\begin{equation}
(13.147) \quad \int_{s=0}^{t} \frac{1}{(1 + s)^{1+a} \mu_{*}(s, u)} ds \leq C \left\{ 1 + \frac{1}{B - 1} \right\} \ln(e + t) \mu_{*}^{1-B}(t, u).
\end{equation}

**Estimates for integrals that lead to only $\ln \mu_{*}^{1}$ degeneracy.** There exists a constant $C > 0$ such that

\begin{equation}
(13.148) \quad \int_{s=0}^{t} \frac{\|L\mu\|_{C^{0}(\Sigma_{*}^{u})}}{\mu_{*}(s, u)} ds \leq (1 + C \sqrt{\varepsilon}) \ln \mu_{*}^{-1}(t, u) + C \sqrt{\varepsilon}.
\end{equation}

Furthermore, there exists a constant $C > 0$ depending on upper bounds for $a$ and $A$ such that if $a \geq \varepsilon^{1/4}$ and $A \varepsilon \leq 1$, then

\begin{equation}
(13.149) \quad \int_{s=0}^{t} \frac{\ln A(e + s)}{(1 + s)^{1+a} \mu_{*}(s, u)} ds \leq C \frac{1}{a^{A+1}} \left\{ \ln \mu_{*}^{-1}(t, u) + 1 \right\}.
\end{equation}

In addition, there exists a constant $C > 0$ such that

\begin{equation}
(13.150) \quad \int_{s=0}^{t} \frac{1}{(1 + s)^{1+a} \mu_{*}(s, u)} ds \leq C \ln(e + t) \left\{ \ln \mu_{*}^{-1}(t, u) + 1 \right\}.
\end{equation}

**Estimates for integrals that break the $\mu_{*}^{1}$ degeneracy.** There exists a constant $C > 0$ depending on upper bounds for $a$ and $A$ such that if $a \geq \varepsilon^{1/4}$ and $A \varepsilon \leq 1$, then

\begin{equation}
(13.151) \quad \int_{s=0}^{t} \frac{\ln A(e + s)}{(1 + s)^{1+a} \mu_{*}^{3/4}(s, u)} ds \leq C \frac{1}{a^{A}}.
\end{equation}

In addition, there exists a constant $C > 0$ such that

\begin{equation}
(13.152) \quad \int_{s=0}^{t} \frac{1}{(1 + s) \mu_{*}^{3/4}(s, u)} ds \leq C \ln(e + t).
\end{equation}

**Proof.** Proof of (13.143) and (13.148): We prove only (13.143). Inequality (13.148) can be proved by making simple modifications to our proof of (13.143). To prove (13.143), we first recall that

\begin{equation}
(13.153) \quad [L\mu(s, u, \vartheta)]_{-} = \frac{[\Omega(s, u, \vartheta)]_{-}}{\rho(s, u)}.
\end{equation}
We consider separately the cases \( \tilde{\Omega}_{(Min)}(t; u; t) \geq 0 \) and \( \tilde{\Omega}_{(Min)}(t; u; t) < 0 \), where \( \tilde{\Omega}_{(Min)} \) is defined by (13.7). In the case \( \tilde{\Omega}_{(Min)}(t; u; t) \geq 0 \), the estimates (13.32b) and (13.32c) imply that

\[
\int_{s=0}^{t} \left\| \frac{[L_{\mu}] - \mu_{B}(s, u)}{\mu_{B}(s, u)} \right\| ds \leq \int_{s=0}^{t} \frac{\|\Omega - \mu_{B}(s, u)\|}{\varrho(s, u) \mu_{B}(s, u)} ds \\
\leq C \varepsilon \int_{s=0}^{t} \frac{\ln(e + s)}{(1 + s)^{2}} ds \leq C \varepsilon \mu_{1}^{-B}(s, u).
\]

We have thus proved (13.143) in this case.

In the remaining case, which is \( \delta := -\tilde{\Omega}_{(Min)}(t; u; t) > 0 \), we split the integral under consideration into the two portions \( \int_{s=0}^{t_{1}} \cdots ds \) and \( \int_{s=t_{1}}^{+ \infty} \cdots ds \), where as in (13.58),

\[
t_{1} := (1 - u) \frac{\varepsilon}{\delta^{2}} - (1 - u),
\]

\[
\tau_{1} := \ln \left( \frac{\varrho(t_{1}, u)}{\varrho(0, u)} \right) = \ln \left( \frac{\varepsilon}{\delta^{2}} \right).
\]

We recall that if \( \varepsilon \) is sufficiently small, then we have \( t_{1} > 0 \) (see (13.60)). To estimate the integral portions, we use the change of variables (13.67)-(13.69). In particular,

\[
d\sigma = \varrho^{-1}(s, u) ds.
\]

Using the change of variables, the small-time estimates (13.34b) and (13.34c), the estimate (13.59), and the estimate \( \int_{\sigma=0}^{+ \infty} (1 + \sigma) \exp(-\sigma) d\sigma \leq C \), we bound the integral of interest as follows:

\[
\int_{s=0}^{t_{1}} \left\| \frac{[L_{\mu}] - \mu_{B}(s, u)}{\mu_{B}(s, u)} \right\| ds \leq \int_{s=0}^{t_{1}} \frac{\|\Omega - \mu_{B}(s, u)\|}{\varrho(s, u) \mu_{B}(s, u)} ds \\
\leq (1 + C \sqrt{\varepsilon}) \int_{\sigma=0}^{\tau_{1}} \{ \delta + C \varepsilon(1 + \sigma) \exp(-\sigma) \} d\sigma \\
\leq (1 + C \sqrt{\varepsilon}) \{ \tau_{1} \delta + C \varepsilon \} \\
\leq (1 + C \sqrt{\varepsilon}) \{ 2\delta |\ln \delta| + \delta |\ln \varepsilon| + C \varepsilon \} \\
\leq C \varepsilon |\ln \varepsilon| \\
\leq C \frac{1}{B - 1} (B - 1) \varepsilon |\ln \varepsilon| \mu_{1}^{-B}(t, u).
\]

Using our upper bound assumptions on the size of \( B \) in terms of \( \varepsilon \), it is straightforward to see that the right-hand side of (13.155) is \( \leq \) the term \( C \frac{\sqrt{\varepsilon}}{B - 1} \mu_{1}^{-B}(t, u) \) on the right-hand side of (13.143) as desired.

In the final step, we bound the integral portion \( \int_{s=t_{1}}^{+ \infty} \cdots ds \) by \( \leq \frac{1 + C \sqrt{\varepsilon}}{B - 1} \mu_{1}^{-B}(t, u) \).

To this end, we use the large-time estimates (13.35b) and (13.35c) and the change
of variables (13.67) and (13.69) to derive the desired estimate as follows:

\[
\int_{s=t_1}^t \frac{||L[\mu]||_{C^0(\Sigma_2)}}{\mu^B(s,u)} \, ds \leq \int_{s=t_1}^t \frac{||\Omega-||_{C^0(\Sigma_2)}}{\mu^B(s,u)} \, ds \rho(s,u) \\
\leq (1 + C\sqrt{c}) \delta \int_{\sigma=\tau_1}^\tau \frac{1}{(1-\delta\sigma)^B} \, d\sigma \\
\leq \frac{1}{B-1} (1 + C\sqrt{c}) \frac{1}{(1-\delta\tau)^{B-1}} \\
\leq \frac{1}{B-1} (1 + C\sqrt{c}) \mu^{1-B}(t,u).
\]

Combining (13.154) and the sum of (13.155) and (13.156), we conclude the desired estimate (13.143) in all cases.

**Proof of (13.146), (13.149), and (13.151):** We prove only (13.146); the estimates (13.149) and (13.151) can be proved by making straightforward modifications to our proof of (13.146). To prove (13.146), we modify our proof of (13.143). We use the fact that the function

\[
f(\sigma) := (1 + \sigma)^A \exp(-a(1 + \sigma))
\]

defined on the domain \([-1, \infty)\) achieves its maximum value at \(\sigma_{Max} := \frac{A}{a} - 1\) and that

\[
f'(\sigma) \geq 0, \quad \sigma \in [-1, \sigma_{Max}],
\]

\[
f(\sigma_{Max}) = \left(\frac{A}{e}\right)^A \frac{1}{a^A},
\]

\[
f'(\sigma) < 0, \quad \sigma \in (\sigma_{Max}, \infty).
\]

Furthermore, a straightforward integration by parts calculation yields that \(f\) verifies the integral bound

\[
\int_{\sigma=0}^\infty f(\sigma) \, d\sigma \leq \frac{A!}{a^{A+1}}.
\]

We consider separately the cases \(\tilde{\Omega}_{(Min)}(t,u;t) \geq 0\) and \(\tilde{\Omega}_{(Min)}(t,u;t) < 0\), where \(\tilde{\Omega}_{(Min)}\) is defined by (13.1). In the case \(\tilde{\Omega}_{(Min)}(t,u;t) \geq 0\), we use the estimates (13.32b) and (13.161) and the change of variables \(\sigma := \ln \left(\frac{\rho(s,u)}{\rho(0,u)}\right)\) to deduce

\[
\int_{s=0}^t \frac{\ln^A(e + s)}{(1 + s)^{1+a} \mu^B(s,u)} \, ds \leq C \int_{s=0}^t \left\{1 + \ln \left(\frac{\rho(s,u)}{\rho(0,u)}\right)\right\}^A \mu^B(s,u) \rho(s,u) \, ds \\
\leq C \int_{\sigma=0}^\infty (1 + \sigma)^A \exp \{-a(1 + \sigma)\} \, d\sigma \\
\leq C \frac{1}{a^{A+1}} \mu^{1-B}(t,u).
\]
We have thus proved the desired bound \[13.146\] in this case.

In the remaining case, which is \( \delta := -\Omega_{(M_{(n)})}(t; u) > 0 \), we split the time integration into the two portions \( \int_{s_0=0}^{t_1} \cdots ds \) and \( \int_{s_{t_1}}^{t} \cdots ds \), where we now set \( t_1 := (1-u) \exp(\frac{1}{2B\delta}) - (1-u) \), \( \tau_1 := \ln\left(\frac{\varrho(t_1, u)}{\varrho(0, u)}\right) = \frac{1}{2B\delta} \), \( \tau := \ln\left(\frac{\varrho(t, u)}{\varrho(0, u)}\right) \). We first bound the integral portion \( \int_{s_0=0}^{t_1} \cdots ds \). To this end, we first use the estimates \[13.34b\] and \[13.35b\], the fact that \( 1 - \delta \ln\left(\frac{\varrho(s, u)}{\varrho(0, u)}\right) \geq 1 - \frac{1}{2B} \) for \( 0 \leq s \leq t_1 \), and the fact that there exists a uniform constant \( C > 1 \) such that \( C^{-1} \leq \left\{1 - \frac{1}{2B}\right\}^B \leq C \) for \( B > 1 \) to deduce that there exists a uniform constant \( C > 1 \) independent of \( B > 1 \) such that the following estimates hold:
\[
\begin{align*}
C^{-1} &\leq \mu^B_{\sigma}(s, u) \leq C, & s \in [0, t_1], \\
C^{-1} &\leq \mu^{1-B}_{\sigma}(s, u) \leq C, & s \in [0, t_1].
\end{align*}
\]

Also using \[13.161\], we can estimate the integral portion of interest by essentially the same argument that we used in deriving inequality \[13.162\]:
\[
\int_{s_0=0}^{t_1} \frac{\ln^A(e + s)}{(1 + s)^{1+a}\mu^B_{\sigma}(s, u)} ds \leq C \frac{1}{a^{A+1}} \mu^{1-B}_{\sigma}(t, u).
\]

Clearly, the right-hand side of \[13.165\] is \( \leq \) the right-hand side of \[13.146\] as desired.

We now bound the integral portion \( \int_{s_{t_1}}^{t} \cdots ds \). We first note that \[13.59\] and our assumptions on \( A, B, \) and \( a \) imply that \( \tau_1 \geq \frac{|\ln \varepsilon|}{C\varepsilon^{1/2}} \) and \( 1 + \sigma_{(Max)} < \frac{1}{\varepsilon^{1/2}} \). Therefore if \( \varepsilon \) is sufficiently small, then we have \( \tau_1 > 1 + \sigma_{(Max)} \), and, by \[13.160\], we see that \( f(\sigma) \) is decreasing for \( \sigma \geq \tau_1 - 1 \). Hence, using the estimate \[13.35b\], the fact that \( f(\sigma) < f(\sigma_{(Max)}) \) over the integration range, and the definition of \( \tau_1 \), we deduce that
\[
\begin{align*}
\int_{s_{t_1}}^{t} \frac{\ln^A(e + s)}{(1 + s)^{1+a}\mu^B_{\sigma}(s, u)} ds &\leq C \int_{\sigma = \tau_1}^{\tau} \frac{(1 + \sigma)^A \exp(-a(1 + \sigma))}{\mu^B_{\sigma}} d\sigma \\
&\leq C \tau_1 A \exp(-a\tau_1) \int_{\sigma = \tau_1}^{\tau} \frac{1}{1 - \delta \sigma} B d\sigma \\
&\leq C \tau_1 A \exp(-a\tau_1) \frac{1}{B - 1} (1 - \delta \tau)^{-B} \\
&\leq C \frac{B}{B - 1} \left(\frac{a}{2B\delta}\right)^{A+1} \exp\left(-\frac{a}{2B\delta}\right) \frac{1}{a^{A+1}} \mu^{1-B}_{\sigma}(t, u).
\end{align*}
\]

Using the fact that the function \( h(y) := y^{A+1} \exp(-y) \) is \( \leq \{(A + 1)/e\}^{A+1} \) on the domain \( y \in [0, \infty) \), we deduce (with \( y := \frac{a}{2B\delta} \)) that the product \( \left(\frac{a}{2B\delta}\right)^{A+1} \exp\left(-\frac{a}{2B\delta}\right) \) on the right-hand side of \[13.166\] is \( \leq \{(A + 1)/e\}^{A+1} \). The desired estimate \[13.146\] thus follows in this case.
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Proof of (13.147), (13.150), and (13.152): The proof of (13.147) is similar to the proof of (13.143) but requires a few simple changes. To prove (13.147), we consider separately the cases \( \tilde{\Omega}_{(Min)}(t,u;t) \geq 0 \) and \( \tilde{\Omega}_{(Min)}(t,u;t) < 0 \), where \( \tilde{\Omega}_{(Min)} \) is defined by (13.7). In the case \( \tilde{\Omega}_{(Min)}(t,u;t) \geq 0 \), we use the estimate (13.32b) to deduce that

\[
\int_{s=0}^{t} \frac{1}{(1+s)\mu^*_B(s,u)} \, ds \leq C \int_{s=0}^{t} \frac{1}{1+s} \, ds \leq C \ln(e+t)\mu^*_B(t,u)
\]
as desired.

In the remaining case, which is \( \delta := -\tilde{\Omega}_{(Min)}(t,u;t) > 0 \), we set \( t_1 := (1-u) \exp \left( \frac{1}{2B\delta} \right) - (1-u) \), \( \tau_1 := \ln \left( \frac{\varrho(t_1,u)}{\varrho(0,u)} \right) = \frac{1}{2B\delta} \). We use the change of variables (13.67) and (13.69). We first consider the sub-case \( t \leq t_1 \). In this sub-case, we use the estimates (13.163) and (13.164) to bound the integral of interest as follows:

\[
(13.167) \quad \int_{s=0}^{t} \frac{1}{(1+s)\mu^*_B(s,u)} \, ds \leq C \int_{s=0}^{t} \frac{1}{\mu^*_B(s,u)} \, \frac{ds}{\varrho(s,u)} \\
\leq C \int_{\sigma=0}^{\tau} d\sigma \leq C \tau \mu^*_B(t,u) \\
\leq C \ln(e+t)\mu^*_B(t,u).
\]

We now consider the sub-case \( \delta := -\tilde{\Omega}_{(Min)}(t,u;t) > 0 \), \( t_1 < t \). We split the integral under consideration into the two portions \( \int_{s=0}^{t_1} \cdots ds \) and \( \int_{s=t_1}^{t} \cdots ds \). We first estimate the integral portion \( \int_{s=0}^{t_1} \cdots ds \). We use the same argument used to prove (13.167) together with the approximate monotonicity inequality (13.45) to bound the integral of interest as follows:

\[
(13.168) \quad \int_{s=0}^{t_1} \frac{1}{(1+s)\mu^*_B(s,u)} \, ds \leq C \ln(e+t_1)\mu^*_B(t_1,u) \\
\leq C \ln(e+t)\mu^*_B(t,u).
\]

It remains for us to bound the integral portion \( \int_{s=t_1}^{t} \cdots ds \) by \( C \left\{ 1 + \frac{1}{B-1} \right\} \ln(e+t)\mu^*_B(t,u) \). To this end, we use the small-time estimate (13.34b), the large-time estimate (13.35b), the change of variables (13.67) and (13.69), and the inequalities (13.169)

\[
\frac{1}{(B-1)\delta} = \frac{2B}{B-1} \tau_1 \leq C \left\{ 1 + \frac{1}{B-1} \right\} \tau \leq C \left\{ 1 + \frac{1}{B-1} \right\} \ln(e+t)
\]
to bound the integral of interest as follows:

\[
(13.170) \quad \int_{s=t_1}^{t} \frac{1}{(1+s)\mu^*_B(s,u)} \, ds \leq C \int_{s=t_1}^{t} \frac{1}{\mu^*_B(s,u)} \, \frac{ds}{\varrho(s,u)} \\
\leq C \int_{\sigma=\tau_1}^{\tau} \frac{1}{1-\delta\sigma} \, d\sigma \\
\leq C \frac{1}{(B-1)\delta} (1-\delta)\mu^{-B} \leq C \left\{ 1 + \frac{1}{B-1} \right\} \ln(e+t)\mu^{-B}(t,u).
\]

We have thus proved the desired estimate (13.147) in all cases.
The estimate [13.150] can be proved in a similar fashion by choosing $t_1 := (1 - u) \exp \left( \frac{1}{28} \right) - (1 - u)$.

The estimate [13.152] can be proved in a similar fashion by choosing $t_1 := (1 - u) \exp \left( \frac{1}{(3/2)\delta} \right) - (1 - u)$.

**Proof of (13.144):** To prove (13.144), we first consider the case $0 \leq t \leq 1$. In this case, we use the bound \( \sup_{s \in [0,t]} \left\| \frac{\mu(t, \cdot)}{\mu} \right\|_{C^0(\Sigma_s^2)} \leq 1 + C\sqrt{\varepsilon} \) implied by Def. [13.8] and the estimates (13.38b) and (13.42) (with $s_1 := s$ and $s_2 := t$) in order to deduce that

\[
\frac{1}{1 - u + t} \int_{s=0}^{t} \left\| \left( \frac{\mu(t, \cdot)}{\mu} \right)^2 \right\|_{C^0(\Sigma_s^2)} ds \leq (1 + C\sqrt{\varepsilon}) \frac{t}{1 - u + t} \leq C \ln^2(e + t) \frac{t}{(1 + t)^b}
\]

as desired.

We now consider the case $t \geq 1$. To proceed, we split the integral into the two portions $\int_{s=0}^{t-1-b} \cdots ds$ and $\int_{s=0}^{t} \cdots ds$. To bound the first portion, we use the bound \( \sup_{s \in [0,t-1-b]} \left\| \frac{\mu(t, \cdot)}{\mu} \right\|_{C^0(\Sigma_s^2)} \leq (1 + C\sqrt{\varepsilon}) \ln(e + t) \) implied by Def. [13.8] and the estimates (13.38b) and (13.42) (with $s_1 := s$ and $s_2 := t$) in order to deduce that

\[
\frac{1}{1 - u + t} \int_{s=0}^{t-1-b} \left\| \left( \frac{\mu(t, \cdot)}{\mu} \right)^2 \right\|_{C^0(\Sigma_s^2)} ds \leq C \ln^2(e + t) \frac{t}{1 + t} \leq C \ln^2(e + t) \frac{t^{1-b}}{(1 + t)^b}
\]

as desired.

To bound the second portion, we use the bound \( \sup_{s \in [t-1-b, t]} \left\| \frac{\mu(t, \cdot)}{\mu} \right\|_{C^0(\Sigma_s^2)} \leq 1 + C\sqrt{\varepsilon} + Cb \) implied by Def. [13.8] and the estimates (13.39) and (13.42) (with $a := 1 - b$, $s_1 := s$, and $s_2 := t$) in order to deduce that

\[
\frac{1}{1 - u + t} \int_{s=t-1-b}^{t} \left\| \left( \frac{\mu(t, \cdot)}{\mu} \right)^2 \right\|_{C^0(\Sigma_s^2)} ds \leq (1 + C\sqrt{\varepsilon} + Cb) \frac{t(1 - t^{-b})}{1 - u + t}
\]

\[
\leq 1 + C\sqrt{\varepsilon} + Cb + C \frac{1}{1 + t}
\]

We now observe that since $\sqrt{\varepsilon} < b \leq \frac{1}{2}$ by assumption, it follows that the sum of (13.172) and (13.173) is $\leq$ the right-hand side of (13.144) as desired.

**Proof of (13.145b):** For convenience, we abbreviate $f(t, u) := 1 + \ln \left( \frac{\varrho(t, u)}{\varrho(0, u)} \right)$ throughout this proof. We start by considering inequality (13.40) with $s = t$. We now derive a suitable bound for the term generated by the first term on the right-hand side of (13.40). To this end, we use (13.38a) with $s_1 := s$ and $s_2 := t$, Def. [13.8]...
the change of variables $\sigma(s) = f(s,u)$ (with $u$ held fixed), $d\sigma = g^{-1}(s,u) \, ds$, and the trivial bound $g^{-1}(t,u) \leq g^{-1}(s,u)$ for $0 \leq s \leq t$ to deduce that the term under consideration is

\begin{equation}
(13.174) \quad \leq (1 + C\varepsilon) \frac{\gamma}{\sqrt{1 + \gamma f(t,u)}} \int_{s=0}^{t} \frac{f^A(s,u)}{g(s,u) \sqrt{1 + \gamma f(s,u)}} \, ds
\end{equation}

\begin{equation}
= (1 + C\varepsilon) \frac{\gamma}{\sqrt{1 + \gamma f(t,u)}} \int_{s=1}^{f(t,u)} \frac{\sigma^A}{\sqrt{1 + \gamma \sigma}} \, d\sigma.
\end{equation}

Using the trivial bound $\sigma^A/\sqrt{1 + \gamma \sigma} \leq \sigma^{A-1/2}/\sqrt{\gamma}$ to pointwise bound the integrand, we deduce that the right-hand side of (13.174) is

\begin{equation}
(13.175) \quad \leq (1 + C\varepsilon) \frac{\gamma}{\sqrt{1 + \gamma f(t,u)}} \int_{s=1}^{f(t,u)} \frac{1}{\sqrt{\gamma}} \, \sigma^{A-1/2} \, d\sigma
\end{equation}

\begin{equation}
\leq (1 + C\varepsilon) \frac{\gamma}{\sqrt{1 + \gamma f(t,u)}} \frac{f^{A+1/2}(t,u)}{\sqrt{A + 1/2}}.
\end{equation}

It now easily follows that the right-hand side of (13.175) is $\leq$ the right-hand side of (13.145b) as desired.

It remains for us to address the term generated by the second term on the right-hand side of (13.40) (where we set $s = t$ in (13.40)). Using (13.38b) with $s_1 = s$ and $s_2 = t$, we deduce that the product under consideration is

\begin{equation}
(13.176) \quad \leq C\varepsilon \frac{f(t,u)}{\rho^2(t,u)} \int_{s=0}^{t} f^{A+1/2}(s,u) \, ds \leq C\varepsilon \frac{f^{A+1/2}(t,u)}{1 + t} \leq C\varepsilon f^{A}(t,u),
\end{equation}

which is $\leq$ the $C\varepsilon \cdots$ product on the right-hand side of (13.145b) as desired.

\textbf{Proof of (13.145a):} The proof of (13.145a) is very similar to that of (13.143), so we are somewhat terse concerning the details. We begin with the trivial estimate

\begin{equation}
(13.177) \quad \|g(L\mu)\|_{C^0((-\Sigma_{t_1}))} \leq \|g[L\mu]_+\|_{C^0((-\Sigma_{t_1}))} + \|g[L\mu]_-\|_{C^0((-\Sigma_{t_1}))}.
\end{equation}

We separately bound the terms corresponding to the two terms on the right-hand side of (13.177). We first prove the easier bound involving $\|g[L\mu]_+\|_{C^0((-\Sigma_{t_1}))}$. To this end, we use the estimates (13.43) (with $s = t$) and (13.147) to deduce the bound

\begin{equation}
(13.178) \quad \|g[L\mu]_+\|_{C^0((-\Sigma_{t_1}))} \int_{s=0}^{t} \frac{1}{g(s,u)\mu^B(s,u)} \, ds \leq C\varepsilon \frac{\ln(e + t)}{1 + t} \int_{s=0}^{t} \frac{1}{(e + s)\mu^B(s,u)} \, ds
\leq C\varepsilon \frac{1}{B} \frac{\ln(e + t)}{1 + t} \mu_s^{-B}(t,u).
\end{equation}

Clearly, the right-hand side of (13.178) is $\leq$ the right-hand side of (13.145a) as desired.

To prove the bound corresponding to the second term $\|g[L\mu]_-\|_{C^0((-\Sigma_{t_1}))}$ on the right-hand side of (13.178), we first note that since $(-\Sigma_{t_1})$ is non-empty, the positivity assumption on $\delta$ stated in (13.33) holds. We separately consider the cases $0 \leq t \leq t_1$ and $t \geq t_1$, where $t_1 := (1 - u) \varepsilon B/(1 - u)$. In the first case $0 \leq t \leq t_1$, we use the estimates (13.34b), (13.44a), and (13.59) and the simple
bounds \( \int_{s=0}^{t} \frac{1}{e+s} \, ds \leq \ln \left( e + \frac{\varepsilon}{\delta^2} \right) \) and \( \int_{s=0}^{t} \frac{1}{e+s} \, ds \leq \ln(e+t) \) to deduce the desired estimate as follows:

\[
\| \varrho \|_{C^0((-\Sigma^+_{x,t}))} \int_{s=0}^{t} \frac{1}{\varrho(s,u) \mu^B(s,u)} \, ds \\
\leq C \left\{ \delta + C \varepsilon \frac{\ln(e+t)}{1+t} \right\} \int_{s=0}^{t} \frac{1}{e+s} \, ds \\
\leq C \left\{ \delta \ln \left( e + \frac{\varepsilon}{\delta^2} \right) + C \varepsilon \frac{\ln^2(e+t)}{1+t} \right\} \\
\leq C \varepsilon |\ln \varepsilon| \leq C \frac{1}{B-1} (B-1) \varepsilon |\ln \varepsilon| \mu_1^{1-B}(t,u) \\
\leq C \varepsilon \left| \ln \varepsilon \right| \leq C \frac{1}{B-1} \mu_1^{1-B}(t,u).
\]

In the remaining case \( t \geq t_1 \), we use the estimates (13.34b), (13.35b), (13.44b), and (13.59) and the simple bound \( \int_{s=0}^{t_1} \frac{1}{e+s} \, ds \leq \ln \left( e + \frac{\varepsilon}{\delta^2} \right) \) to deduce the desired bound as follows:

\[
\| \varrho \|_{C^0((-\Sigma^+_{x,t}))} \int_{s=0}^{t} \frac{1}{\varrho(s,u) \mu^B(s,u)} \, ds \\
\leq (1 + C \varepsilon) \delta \int_{s=0}^{t_1} \frac{1}{e+s} \, ds + (1 + C \sqrt{\varepsilon}) \delta \int_{s=t_1}^{t} \frac{1}{\varrho(s,u)} \left\{ 1 - \delta \ln \left( \frac{\varrho(s,u)}{\varrho(0,u)} \right) \right\}^{1-B} \, ds \\
\leq C \varepsilon |\ln \varepsilon| + \frac{1 + C \sqrt{\varepsilon}}{B-1} \left\{ 1 - \delta \ln \left( \frac{\varrho(t,u)}{\varrho(0,u)} \right) \right\}^{1-B} \\
\leq \frac{1 + C \sqrt{\varepsilon}}{B-1} \mu_1^{1-B}(t,u).
\]

We have thus proved the desired estimate (13.145a).
Square Integral Coerciveness and the Fundamental Square-Integral-Controlling Quantities

Our first goal in this chapter is to reveal the coercive nature of the energies and cone fluxes defined in Def. 10.11, see Sect. 14.1. Then, in Sect. 14.2, we define a related family of coercive $L^2$-based quantities that we later use (see Chapter 20) to derive a priori $L^2$ estimates for $\Psi$ and its derivatives. Finally, in Sect. 14.3, we quantify the coercive nature of these “fundamental $L^2$-controlling quantities.”

14.1. Coerciveness of the energies and cone fluxes

In this section, we show that the energy-cone flux quantities from Def. 10.11 are coercive.

**Lemma 14.1 (Coerciveness of the energies and cone fluxes).** Under the small data and bootstrap assumptions of Sects. 12.1–12.4, if $\varepsilon$ is sufficiently small, then the energies $E[\Psi](t,u)$, $\tilde{E}[\Psi](t,u)$ and the cone fluxes $F[\Psi](t,u)$, $\tilde{F}[\Psi](t,u)$ from Def. 10.11 have the following coerciveness properties (see Remark 10.1), where $\chi$ is the symmetric type $(0^2)$ $S_{t,u}$ tensorfield defined in (3.70):

\[
E[\Psi](t,u) = \frac{1}{2} \int_{\Sigma_t} \left\{ \mu(1 + \mu)(L\Psi)^2 + (\tilde{L}\Psi)^2 + \mu(1 + 2\mu)|\phi\Psi|^2 \right\} d\varpi \\
\geq \max \left\{ C^{-1} \|\Psi\|_{L^2(S_{t,u})}^2, C^{-1} \|\tilde{\Psi}\|_{L^2(\Sigma_t)}^2, \\
\frac{1}{2} \|\sqrt{\mu}L\Psi\|_{L^2(\Sigma_t)}^2, \frac{1}{2} \|\mu L\Psi\|_{L^2(\Sigma_t)}^2, \|\tilde{R}\Psi\|_{L^2(\Sigma_t)}^2 \right\} \\
+ \frac{1}{2} \|\sqrt{\mu}\phi\Psi\|_{L^2(\Sigma_t)}^2 + \|\mu\phi\Psi\|_{L^2(\Sigma_t)}^2,
\]

\[
F[\Psi](t,u) = \int_{\mathcal{C}_u} \left\{ (1 + \mu)(L\Psi)^2 + \mu|\phi\Psi|^2 \right\} d\varpi \\
= \|L\Psi\|_{L^2(\mathcal{C}_u)}^2 + \|\sqrt{\mu}L\Psi\|_{L^2(\mathcal{C}_u)}^2 + \|\sqrt{\mu}\phi\Psi\|_{L^2(\mathcal{C}_u)}^2.
\]
THE FUNDAMENTAL SQUARE-INTEGRAL-CONTROLLING QUANTITIES

\[ \bar{E}[\Psi](t, u) = \frac{1}{2} \int_{\Sigma_t} \left\{ \varrho^2 \mu \left( L\Psi + \frac{1}{2} \operatorname{tr}_g \chi \Psi \right)^2 + \varrho^2 \mu |d\Psi|^2 \right\} \, d\varpi \]

\[ \approx (1 + t)^2 \left\| \sqrt{\mu} \left( L\Psi + \frac{1}{2} \operatorname{tr}_g \chi \Psi \right) \right\|_{L^2(\Sigma_t)}^2 + (1 + t)^2 \left\| \sqrt{\mu} |d\Psi|^2 \right\|_{L^2(\Sigma_t)}^2, \]

(14.2a)

\[ \bar{F}[\Psi](t, u) = \int_{\Sigma_t} \varrho^2 \left( L\Psi + \frac{1}{2} \operatorname{tr}_g \chi \Psi \right)^2 \, d\varpi \]

\[ \approx \left\| (1 + t) \left( L\Psi + \frac{1}{2} \operatorname{tr}_g \chi \Psi \right) \right\|_{L^2(\Sigma_t)}^2. \]

(14.2b)

**Proof.** To prove (14.2a), we first use Lemma 10.7 and definitions (10.11b) and (10.18d) to compute that (recall that by Def. 3.18, we have \( N = \frac{1}{2} L + \frac{1}{2} \tilde{L} = L + \mu^{-1} \tilde{R} \))

\[ \mu^{(\tilde{K} + \text{Correction})} J_N[\Psi] = \frac{1}{2} \mu \varrho^2 \left\{ L\Psi + \frac{1}{2} \operatorname{tr}_g \chi \Psi \right\}^2 + \frac{1}{2} \mu \varrho^2 |d\Psi|^2 \]

\[ + \frac{1}{2} \varrho^2 \operatorname{tr}_g \chi \Psi \tilde{R} \Psi - \frac{1}{8} \mu \varrho^2 (\operatorname{tr}_g \chi)^2 \Psi^2 \]

\[ - \frac{1}{4} \mu \Psi^2 L[\varrho^2 \operatorname{tr}_g \chi] - \frac{1}{4} \Psi^2 \tilde{R}[\varrho^2 \operatorname{tr}_g \chi]. \]

From (14.3), it follows that the right-hand side of (10.21b) is equal to the integral lying to the right of the equal sign in (14.2a) as desired. The final inequality the right-hand side of (14.2a) follows trivially from the estimate (12.6).

To prove (14.2b), we first use Lemma 10.7 and definitions (10.11b) and (10.18d) to compute that

\[ (\tilde{K} + \text{Correction}) J_L[\Psi] = \varrho^2 \left\{ L\Psi + \frac{1}{2} \operatorname{tr}_g \chi \Psi \right\}^2 - \frac{1}{4} \varrho^2 (\operatorname{tr}_g \chi)^2 \Psi^2 \]

\[ - \frac{1}{2} \varrho^2 \operatorname{tr}_g \chi L\Psi - \frac{1}{4} \Psi^2 L[\varrho^2 \operatorname{tr}_g \chi] \]

\[ = \varrho^2 \left\{ L\Psi + \frac{1}{2} \operatorname{tr}_g \chi \Psi \right\}^2 - \frac{1}{4} \varrho^2 (\operatorname{tr}_g \chi)^2 \Psi^2 - \frac{1}{4} \Psi^2 L[\varrho^2 \operatorname{tr}_g \chi]. \]

From (14.4), it follows that the right-hand side of (10.22b) is equal to the integral lying to the right of the equal sign in (14.2b) as desired. The final inequality the right-hand side of (14.2b) follows trivially from the estimate (12.6).

The proofs of estimates (14.1a) and (14.1b) are based on definitions (10.11a), (10.18a), and Lemma 10.7 and, with only two exceptions, are similar to the proofs of (14.2a)-(14.2b). We therefore omit the details aside from those for the two exceptions, which are the estimates for the terms \( C^{-1} \| \Psi \|_{L^2(\Sigma_t)}^2 \) and \( C^{-1} \| \Psi \|_{L^2(\Sigma_t)}^2 \) in inequality (14.1a). In view of definitions (3.85a)-(3.85b) and the assumption \( u \in [0, U_0] \), we see that the latter follows from the former by integrating in \( u \).
Hence, we prove only the former estimate. To this end, we first use the identity (10.1b) and the estimate (12.152) to deduce that
\[
\left|\left|\partial_u \int_{S_{t,u}} \Psi^2 \, dv/(t,u,\vartheta)\right|\right| \leq \int_{S_{t,u}} 2 \left|\Psi \tilde{R} \Psi\right| + \left\{ \frac{2}{\varrho} + C\varepsilon \ln(e + t) \right\} \Psi^2 \, dv/(t,u,\vartheta).
\]
From (14.5) and Cauchy-Schwarz, we deduce that
\[
\left|\left|\partial_u \Psi\right|\right|_{L^2(S_{t,u})} \leq \left\| \tilde{R} \Psi \right\|_{L^2(S_{t,u})} + C \left|\left|\Psi\right|\right|_{L^2(S_{t,u})}.
\]
Applying Gronwall’s inequality to (14.6), using the fact that \(\left|\left|\Psi\right|\right|_{L^2(S,0)} = 0\) (in view of our assumption that the data are supported in \(\Sigma^0_0\)), using the fact that \(u \in [0, U_0]\), and using Cauchy-Schwarz, we deduce that
\[
\left|\left|\Psi\right|\right|_{L^2(S_{t,u})} \leq C \int_{u' = 0}^u \left\| \tilde{R} \Psi \right\|_{L^2(S_{t,u'})} \, du' \leq C \left( \int_{u' = 0}^u \left\| \tilde{R} \Psi \right\|^2_{L^2(S_{t,u'})} \, du' \right)^{1/2} = C \left\| \tilde{R} \Psi \right\|_{L^2(\Sigma^u_t)}.
\]
Since the already proven inequality (14.1a) for \(\left\| \tilde{R} \Psi \right\|_{L^2(\Sigma^u_t)}\) implies that the right-hand side of (14.7) is \(\lesssim E^{1/2}[\Psi](t,u)\), the desired estimate (14.1a) for \(\left|\left|\Psi\right|\right|_{L^2(S_{t,u})}\) thus follows.

14.2. Definitions of the fundamental square-integral-controlling quantities

In this section, we define the “fundamental \(L^2\)-controlling quantities.” These are the energy-type quantities for which we derive a priori estimates (see Chapter [20]) in order to obtain control of \(\Psi\) and its derivatives in \(L^2\). In particular, in this section, we introduce a family of coercive Morawetz spacetime integrals.

DEFINITION 14.2 (The main coercive quantities used for deriving \(L^2\) estimates). In terms of the energies and fluxes of Def. [10.11], we define
\[
Q(N)_t := \max_{|\tilde{I}| = N} \sup_{(t', u') \in [0, t] \times [0, u]} \left\{ E[2F \tilde{\Psi}](t', u') + F[2F \tilde{\Psi}](t', u') \right\},
\]
\[
\tilde{Q}(N)_t := \max_{|\tilde{I}| = N} \sup_{(t', u') \in [0, t] \times [0, u]} \left\{ \tilde{E}[2F \tilde{\Psi}](t', u') + \tilde{F}[2F \tilde{\Psi}](t', u') \right\},
\]
where in (14.8a)-(14.8b), we are using the shorthand notation for repeated differentiation introduced in Sect. 8.3.

Moreover, we define
\[
Q(\leq N)_t := \max_{0 \leq M \leq N} Q(M)_t,
\]
\[
\tilde{Q}(\leq N)_t := \max_{0 \leq M \leq N} \tilde{Q}(M)_t.
\]

The following coercive spacetime integrals play a fundamental role in controlling some error integrals involving the angular derivatives of \(\Psi\).
DEFINITION 14.3 (The coercive Morawetz spacetime integral). To a function $\Psi$, we associate the following coercive quantities:

\begin{align}
\widetilde{K}[\Psi](t,u) &:= \frac{1}{2} \int_{\mathcal{M}_{t,u}} \varrho^2 [\mathcal{L}\mu] - |\psi\varphi|^2 \, d\varpi, \\
\widetilde{K}(N)(t,u) &:= \max_{|I|=N} |\mathcal{Z}_I\Psi|(t,u), \\
\widetilde{K}_{\leq N}(t,u) &:= \max_{0 \leq M \leq N} \widetilde{K}(M)(t,u),
\end{align}

where in (14.9b), we are using the shorthand notation for repeated differentiation introduced in Sect. 8.3.

REMARK 14.4 (The origin of the Morawetz integral). Recall that the integral (14.9a) appears in the energy-flux identities for $\Psi$ generated by the Morawetz multiplier $\widetilde{K}$; see (10.48b).

14.3. Coerciveness of the fundamental square-integral-controlling quantities

In this section, we exhibit the key coerciveness properties enjoyed by the fundamental $L^2$-controlling quantities defined in Sect. 14.2.

We start by quantifying the $L^2$-coerciveness of the Morawetz integrals.

LEMMA 14.5 (Quantification of the $L^2$-coerciveness of $\widetilde{K}[\Psi](t,u)$). Let \(1_{\{\mu \leq 1/4\}}\) denote the characteristic function of the spacetime set \((t,u,\vartheta) \mid \mu(t,u,\vartheta) \leq 1/4\). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following inequality holds for the Morawetz spacetime integral (14.9a) whenever \((t,u) \in [0,T_{\text{Bootstrap}}) \times [0,U_0]::

\begin{align}
\widetilde{K}[\Psi](t,u) &\geq \int_{\mathcal{M}_{t,u}} 1_{\{\mu \leq 1/4\}} \left( \frac{\varrho(t',u')}{1 + \ln \left( \frac{\varrho(t',u')}{\varrho(0,u')/\varepsilon(0,u')} \right)} \right) |\psi\varphi|^2 \, d\varpi.
\end{align}

PROOF. Inequality (14.10) follows from the estimate (13.28). \qed

In the next proposition, we explicitly quantify the $L^2$-coerciveness of $Q(N)(t,u)$ and $\widetilde{Q}(N)(t,u)$ in a manner that will help us estimate the error integrals on the right-hand side of the identities of Prop. 10.13.

REMARK 14.6 (The importance of some sharp constants). Some of the sharp constants, such as the (implicit) factor 1 on the right-hand side of (14.11e) and the factor $\sqrt{2}$ on the right-hand side of (14.12d), are important because they affect the number of derivatives we need to close our estimates; see, for example, inequalities (20.51), (20.89), and (20.111).

PROPOSITION 14.7 (Quantitative $L^2$ coerciveness of $Q(N)(t,u)$ and $\widetilde{Q}(N)(t,u)$). Let \(0 \leq N \leq 24\) be an integer. Under the small data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the quantities $Q(N)(t,u)$ and $\widetilde{Q}(N)(t,u)$ from Def. 14.2 have the following coerciveness properties.
14.3. Coerciveness of the square-integral-controlling quantities

**Coerciveness along $\Sigma^u_t$**

(14.11a) \[ \| \mathcal{L}^N \Psi \|_{L^2(S_t, u)} \leq C Q^{1/2}_{(N)}(t, u), \]

(14.11b) \[ \| \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq C Q^{1/2}_{(N)}(t, u), \]

(14.11c) \[ \| \sqrt{\mu} L \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq \sqrt{2} Q^{1/2}_{(N)}(t, u), \]

(14.11d) \[ \| \mu L \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq \sqrt{2} Q^{1/2}_{(N)}(t, u), \]

(14.11e) \[ \| \tilde{R} \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq Q^{1/2}_{(N)}(t, u), \]

(14.11f) \[ \| \sqrt{\mu} \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq \sqrt{2} Q^{1/2}_{(N)}(t, u), \]

(14.11g) \[ \| \mu \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq Q^{1/2}_{(N)}(t, u), \]

(14.12a) \[ (1 + t) \| L \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq C Q^{1/2}_{(N)}(t, u) + C \frac{1}{\mu^{1/2}(t, u)} \tilde{Q}^{1/2}_{(N)}(t, u), \]

(14.12b) \[ \sqrt{\mu} L \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq C \ln^{1/2}(e + t) Q^{1/2}_{(N)}(t, u) + C \tilde{Q}^{1/2}_{(N)}(t, u), \]

(14.12c) \[ \| q \sqrt{\mu} \left( L + \frac{1}{2} \text{tr} \chi \right) \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq \sqrt{2} Q^{1/2}_{(N)}(t, u), \]

(14.12d) \[ \| q \sqrt{\mu} \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq \sqrt{2} Q^{1/2}_{(N)}(t, u), \]

(14.13) \[ \| \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq C Q^{1/2}_{(N-1)}(t, u) + C \frac{1}{\mu^{1/2}(t, u)} \tilde{Q}^{1/2}_{(N-1)}(t, u), \]

(14.14a) \[ (1 + t) \| L \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq C Q^{1/2}_{(N+1)}(t, u), \]

(14.14b) \[ (1 + t) \| \mathcal{L}^N \Psi \|_{L^2(\Sigma^t_t)} \leq C Q^{1/2}_{(N+1)}(t, u). \]

**Coerciveness along $C^t_u$**

(14.15a) \[ \| L \mathcal{L}^N \Psi \|_{L^2(C^t_u)} \leq Q^{1/2}_{(N)}(t, u), \]

(14.15b) \[ \| \sqrt{\mu} L \mathcal{L}^N \Psi \|_{L^2(C^t_u)} \leq Q^{1/2}_{(N)}(t, u), \]

(14.15c) \[ \| \sqrt{\mu} \mathcal{L}^N \Psi \|_{L^2(C^t_u)} \leq Q^{1/2}_{(N)}(t, u), \]

(14.16) \[ \left( 1 + t' \right) \left( L + \frac{1}{2} \text{tr} \chi \right) \mathcal{L}^N \Psi \|_{L^2(C^t_u)} \leq C \tilde{Q}^{1/2}_{(N)}(t, u). \]

**Proof.** Most of the inequalities in Prop. 14.7 follow directly from Lemma 14.1 and Def. 14.2. We sketch the proofs of the estimates that require some additional ingredients. To deduce (14.12a), we split \( L \mathcal{L}^N \Psi = \left( L + \frac{1}{2} \text{tr} \chi \right) \mathcal{L}^N \Psi - \frac{1}{2} \text{tr} \chi \mathcal{L}^N \Psi \) and use the estimate \( |\text{tr} \chi| \lesssim 1 \) (that is, (12.61b)). To deduce (14.12b), we also use the estimate \( \mu \lesssim \ln(e + t) \) (that is, (12.129a)). The estimate (14.13) follows...
from separately considering the three cases \( Z^N = \varrho L Z^{N-1} \), \( Z^N = \hat{R} Z^{N-1} \), and \( Z^N = O Z^{N-1} \), where in last case, \( O \in \mathcal{O} \) is a rotation and we use the estimate (12.35a) to bound \( \| O Z^{N-1} \Psi \| \lesssim C(1 + t) \| d Z^{N-1} \Psi \| \). To deduce (14.14a), we only need to note that since \( \varrho L \in \mathcal{L} \), we have \( L Z^N = \varrho \). To deduce (14.14b), we need only to use inequality (12.47a) to deduce that \( \| d Z N \Psi \| \lesssim \varrho^{-1} \sum_{i=1}^3 \| O_i Z N \Psi \| \). □

In the next lemma, we quantify the smallness of \( Q(N) \) and \( \tilde{Q}(N) \) along \( \Sigma_0^1 \) under our small data and bootstrap assumptions.

**Lemma 14.8 (Smallness of \( Q(N) \) and \( \tilde{Q}(N) \) along \( \Sigma_0^1 \)).** Let \( 0 \leq N \leq 24 \) be an integer and let \( \hat{\epsilon} \) be the size of the data as defined by (12.2). Then if \( \hat{\epsilon} \) is sufficiently small and \( u \in [0, U_0] \), we have

\[
\begin{align*}
\tilde{Q}_{(N)}^{1/2}(0, u) & \leq C Q_{(N)}^{1/2}(0, u), \\
Q_{(N)}^{1/2}(0, u) & \leq C \hat{\epsilon}.
\end{align*}
\]

**Proof.** Lemma 14.8 follows easily from Lemma 12.17, the equalities in Lemma 14.1, Def. 14.2, and the fact that \( \varrho|\text{trg}\chi| \lesssim 1 \) (that is, (12.61b)). □
CHAPTER 15

Top-Order Pointwise Commutator Estimates Involving the Eikonal Function

In Chapter 15, we derive a collection of pointwise commutator estimates for various quantities that are constructed out of the eikonal function. In Chapter 20, we use these commutator estimates to help us derive top-order $L^2$ estimates without losing derivatives.

15.1. Top-order pointwise commutator estimates connecting the angular Hessian of the inverse foliation density to the radial Lie derivative of the re-centered null second fundamental form

Our main goal in this section is to show that all top-order derivatives of $\nabla^2 \mu$ and $\Delta \mu$ can be controlled in terms of the top-order derivatives of $\mathcal{L}_R \chi_{(Small)}$ plus harmless error terms. This will save us a great deal of redundant effort by allowing us to avoid deriving a separate fully modified equation for $\Delta \mu$, as we did for $\text{tr}_g \chi_{(Small)}$ in Chapter 11. Specifically, by the last inequality in (15.1), the top-order derivatives $\Delta \mathcal{F}^{-1} \mu$ are determined by the top-order derivatives $\mathcal{F}^{-1} \hat{\text{tr}}_g \chi_{(Small)}$ up to error terms; the error terms can be controlled without the need to use modified quantities, and furthermore, we already derived the necessary fully modified equation for $\mathcal{F}^{-1} \hat{\text{tr}}_g \chi_{(Small)}$ in Prop. 11.10 (in the case $\mathcal{F}^{-1} = \mathcal{F}^{N-1}$, where full modification is needed).

Remark 15.1 (Clarification of the meaning of $\mathcal{F}^{N-1}$). It is understood that on the left-hand sides of the inequalities of Prop. 15.2, the string of vectorfields $\mathcal{F}^{N-1}$ is the same each time it occurs. For example, in the expression $|\nabla^2 \mathcal{F}^{N-1} \mu - \mathcal{L}^{N-1}_g \mathcal{L}_R \chi_{(Small)}|$ from the left-hand side of (15.28), the operators $\mathcal{F}^{N-1}$ and $\mathcal{L}^{N-1}_g$ correspond to the same $(N-1)^{st}$ order string of commutation vectorfields. Furthermore, this remark applies to many other inequalities proved in the remainder of the monograph.

Proposition 15.2 (Top-order pointwise commutator estimates connecting $\nabla^2 \mu$ to $\mathcal{L}_R \chi_{(Small)}$). Let $1 \leq N \leq 24$ be an integer and let $\chi_{(Small)}$ be the symmetric type $(\begin{array}{c} 0 \\ 2 \end{array})$ tensorfield defined in (1.1c). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following
pointwise estimates hold on $\mathcal{M}_{T(\text{bootstrap})}, U_0$:

$$
\begin{align*}
\Delta \mathcal{F}^{N-1} \mu - \mathcal{L}^{N-1}_x \mathcal{F}^{\text{(Small)}}(\mathcal{F}) , \\
\mathcal{F}^{2} \mathcal{F}^{N-1} \mu - \mathcal{L}^{N-1}_x \mathcal{F}^{\text{(Small)}}(\mathcal{F}) , \\
\Delta \mathcal{F}^{N-1} \mu - \mathcal{F}^{N-1} \tilde{R}_{\text{tr}} \mathcal{F}^{\text{(Small)}}(\mathcal{F}) , \\
\Delta \mathcal{F}^{N-1} \mu - \mathcal{F}^{N-1} \tilde{R}_{\text{tr}} \mathcal{F}^{\text{(Small)}}(\mathcal{F}) \\
\n\lesssim \frac{1}{1+t} \left[ \frac{q L \mathcal{F}^{\leq N} \Psi}{R \mathcal{F}^{\leq N} \Psi} \left( \frac{q \mathcal{F}^{\leq N} \Psi}{R \mathcal{F}^{\leq N} \Psi} \right) \right] + \frac{1}{(1+t)^2} \left\{ \sum_{\alpha=1}^{3} q | \mathcal{F}^{\leq N} L_{\alpha}^{a} | \right\} .
\end{align*}
$$

Our proof of Prop. 15.2 is based on the following commutator-type lemma.

**Lemma 15.3 (An expression for $\mathcal{L}_{\tilde{R}} \mathcal{F}^{\text{(Small)}}$ in terms of other variables).** The symmetric type $(\tilde{R}, \Sigma^* \mathcal{F})$ tensorfield $\mathcal{F}^{\text{(Small)}}$ defined in (4.1c) verifies the following transport equation, where the capital-Latin-indexed-containing products are exact and the remaining ones are schematic:

$$
\begin{align*}
\mathcal{L}_{\tilde{R}} \mathcal{F}^{\text{(Small)}}(\mathcal{F}) & = \mathcal{F}^{2} \mathcal{F}^{\mu} + \frac{\mu - 1}{\tilde{R}^{2}} \mathcal{F}_{\mu} \\
& + G(\text{Frame}) \begin{pmatrix}
\mu L \tilde{R} \\
\mu L \tilde{R} \\
\mu \tilde{R}^{2} \Psi
\end{pmatrix} \\
& + \mu \mathcal{F}^{\text{(Small)}}(\mathcal{F}) \mathcal{F}^{\text{(Small)}}(\mathcal{F}) + \sum_{p=0}^{1} (\tilde{R}^{-1})^{p} G(\text{Frame}) \mathcal{F}^{\text{(Small)}}(\mathcal{F}) \\
& + G(\text{Frame}) (\mu) \begin{pmatrix}
\tilde{R} \Psi \\
\mu \tilde{R} \Psi
\end{pmatrix} \\
& + \sum_{p=0}^{1} (\mu - 1)^{-p} G(\text{Frame}) (\mathcal{F}) \\
& + (\nabla G(\text{Frame})) \begin{pmatrix}
\mu L \tilde{R} \\
\mu L \tilde{R} \\
\mu \tilde{R}^{2} \Psi
\end{pmatrix} \\
& + \sum_{p=0}^{1} (\tilde{R}^{-1})^{p} G(\text{Frame}) (\mathcal{F}) \\
& + (\mathcal{F}^{2} \mathcal{F}^{\mu} + \frac{\mu - 1}{\tilde{R}^{2}} \mathcal{F}_{\mu} ) .
\end{align*}
$$

Before proving Lemma 15.3 we first use it to prove the proposition.
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Proof of Prop. 15.2 We first prove the bound for the first term $|\nabla^2 \mathcal{F}_N \mu - \mathcal{L}_{\mathcal{F}_N} \mathcal{R}(\text{Small})|$ on the left-hand side of (15.1). To this end, we write equation (15.2) in the form

$$
\mathcal{L}_{\mathcal{R}(\text{Small})} = \nabla^2_{\mathcal{F}_N} \mu + \mathcal{I}_{\mathcal{F}_N},
$$

where $\mathcal{I}$ denotes all of the terms on the right-hand side of (15.2) except for the first one. Applying $\mathcal{L}_{\mathcal{F}_N}$ to equation (15.3), we deduce that

$$
\mathcal{L}_{\mathcal{F}_N} \mathcal{R}_A(B) = \nabla^2_{\mathcal{F}_N} \mathcal{R}_A(B) - \mathcal{R}_A(B) \nabla^2_{\mathcal{F}_N} \mu = -(\nabla^2_{\mathcal{F}_N} \mathcal{R}_A) \mu + \mathcal{L}_{\mathcal{F}_N} \mathcal{R}_A(B).
$$

The desired estimate will follow once we show that the terms on the right-hand side of (15.4) are in magnitude $\lesssim$ the right-hand side of (15.1). To bound the term $-(\nabla^2_{\mathcal{F}_N} \mathcal{R}_A) \mu$, we use inequality (12.96) with $N-1$ in the role of $f$ and inequality (12.129a) to deduce that

$$
\left| \nabla^2_{\mathcal{F}_N} \mathcal{R}_A(B) \right| (\mu - 1) \lesssim \ln(e + t) \left( \frac{t}{1 + t} \right)^2 \left( \begin{array}{c} \phi L \mathcal{F} \lesssim \mathcal{F}_N \Psi \\ \tilde{R} \mathcal{F} \lesssim \mathcal{F}_N \Psi \\ \phi M \mathcal{F} \lesssim \mathcal{F}_N \Psi \\ \mathcal{F} \lesssim \mathcal{F}_N \Psi \\ \mathcal{F} \lesssim \mathcal{F}_N \Psi \end{array} \right) + \frac{1}{(1 + t)^2} \left( \begin{array}{c} \mathcal{F} \lesssim \mathcal{F}_N \mu \\ \sum_{a=1}^3 \phi \left( \left. \mathcal{F} \lesssim \mathcal{F}_N \ell_a \right|_{(\text{Small})} \right) \end{array} \right) \right|.
$$

It remains for us to bound the magnitude of $\mathcal{L}_{\mathcal{F}_N} \mathcal{I}$ by the right-hand side of (15.1). To this end, we apply $\mathcal{L}_{\mathcal{F}_N}$ to (15.2) and apply the Leibniz rule to the terms on the right-hand side of (15.2) (except for $\nabla^2_{\mathcal{F}_N} \mu$, which we have already handled). We bound the terms $\mathcal{F}^{\mathcal{M}} \mu$, $\mathcal{F}^{\mathcal{M}} (\mu - 1)$, and $\mathcal{F}^{\mathcal{M}} \mathcal{R}_A(B)$ with Lemma 8.6 (12.47a), and (12.129a). We bound the terms $\mathcal{L}_{\mathcal{F}_N} \mathcal{I}$ and $\mathcal{L}_{\mathcal{F}_N} \mathcal{I}^{-1}$ with Lemma 12.26. We bound the terms $\mathcal{L}_{\mathcal{F}_N}(G_{(\text{Frame})})$ and $\mathcal{L}_{\mathcal{F}_N}(G'_{(\text{Frame})})$ with Lemma 12.25. We bound the terms $\mathcal{L}_{\mathcal{F}_N}(\nabla G_{(\text{Frame})})$ with Lemma 8.6 (12.47a), (12.48), (12.49), (12.93), Lemma 12.25, (12.129a), and the bootstrap assumptions (BAΨ). We bound the terms $\mathcal{L}_{\mathcal{F}_N}(\text{Small})$ and $\mathcal{L}_{\mathcal{F}_N}(\text{Small})^\#$ with (12.68a) and (12.129a). We bound the terms $\left( \begin{array}{c} \mathcal{F}^{\mathcal{M}} L \Psi \\ \mathcal{F}^{\mathcal{M}} R \Psi \\ \mathcal{F}^{\mathcal{M}} \ell \Psi \\ \mathcal{F}^{\mathcal{M}} \phi \Psi \end{array} \right)$ with Lemma 12.23 and the bootstrap assumptions (BAΨ). In total, these estimates imply that $\mathcal{L}_{\mathcal{F}_N} \mathcal{I}$ is $\lesssim$ the right-hand side of (15.1) as desired, which completes the proof of the bound for $|\nabla^2_{\mathcal{F}_N} \mathcal{R}_A(B) \mu - \mathcal{L}_{\mathcal{F}_N} \mathcal{R}(\text{Small})|$. To prove (15.1) for $|\Delta \mathcal{F}_N \mu - \tilde{R} \mathcal{F}_N \mu | \mathcal{L}_{\mathcal{R}(\text{Small})}|$, we first note that it follows trivially from the previously proven estimate for $|\nabla^2_{\mathcal{F}_N} \mathcal{R}_A(B) \mu - \mathcal{L}_{\mathcal{F}_N} \mathcal{R}(\text{Small})|$. That $|\Delta \mathcal{F}_N \mu - \tilde{R} \mathcal{F}_N \mu | \mathcal{L}_{\mathcal{R}(\text{Small})}|$ is $\lesssim$ the right-hand side of (15.1) Hence, to
prove the desired estimate, it suffices to show that 

\[ \left[ \mathcal{L}_R, \mathcal{L}_\mathcal{F}^{N-1} \chi^{(Small)} \right], \]

\[ \text{tr}_g \mathcal{L}_R \mathcal{L}_\mathcal{F}^{N-1} \chi^{(Small)} - \mathcal{R} \mathcal{F}^{N-1} \text{tr}_g \chi^{(Small)} \]

\[ \lesssim \frac{1}{1 + t} \left( \begin{array}{c} oL \mathcal{F} \leq N-1 \Psi \\ \mathcal{R} \mathcal{F} \leq N-1 \Psi \\ o\mathcal{F} \leq N-1 \Psi \\ \mathcal{F} \leq N-1 \Psi \end{array} \right) + \frac{1}{(1 + t)^2} \left( \sum_{a=1}^{3} \varrho \mathcal{F} \leq N L_a^{(Small)} \right). \]

To deduce the desired estimate (15.6) for the first term on the left-hand side of (15.6), we use inequality (12.106) with \( N - 1 \) in the role of \( N \) and \( \chi^{(Small)} \) in the role of \( \xi \), inequality (12.68a) with \( N - 1 \) in the role of \( N \), and inequality (12.129a). To deduce the desired estimate (15.6) for the second term on the left-hand side of (15.6), we use inequality (12.68a) with \( \chi^{(Small)} \) in the role of \( \xi \), (12.129a), and (12.68a) with \( N - 1 \) in the role of \( N \) (to bound the first term on the right-hand side of (15.105)).

We have thus proved the desired bound (15.1) for \( \Delta \mathcal{F}^{N-1} \mu - \mathcal{R} \mathcal{F}^{N-1} \text{tr}_g \chi^{(Small)} \).

The proof of the estimate (15.1) for \( \Delta \mathcal{F}^{N-1} \mu - \mathcal{R} \mathcal{F}^{N-1} \text{tr}_g \chi^{(Small)} \) is similar; we omit the details.

Finally, we note that the trace-free part of a tensor is in magnitude \( \lesssim \) the magnitude of the tensor itself. Hence, we infer from the already proven estimate for \( \nabla^2 \mathcal{F}^{N-1} \mu - \mathcal{L}_R \mathcal{L}_\mathcal{F}^{N-1} \chi^{(Small)} \) and the estimate (15.6) for the first term on the left-hand side that in order to prove that \( \nabla^2 \mathcal{F}^{N-1} \mu - \mathcal{L}_R \mathcal{L}_\mathcal{F}^{N-1} \chi^{(Small)} \) is \( \lesssim \) the right-hand side of (15.1), it suffices to show that 

\[ \mathcal{L}_R \mathcal{L}_\mathcal{F}^{N-1} \chi^{(Small)} = \left( \mathcal{L}_R \mathcal{L}_\mathcal{F}^{N-1} \chi^{(Small)} \right) - \frac{1}{2} \text{tr}_g \left( \mathcal{L}_R \mathcal{L}_\mathcal{F}^{N-1} \chi^{(Small)} \right) \]

\[ \lesssim \frac{1}{1 + t} \left( \begin{array}{c} oL \mathcal{F} \leq N \Psi \\ \mathcal{R} \mathcal{F} \leq N \Psi \\ o\mathcal{F} \leq N \Psi \\ \mathcal{F} \leq N \Psi \end{array} \right) + \frac{1}{(1 + t)^2} \left( \sum_{a=1}^{3} \varrho \mathcal{F} \leq N L_a^{(Small)} \right). \]

The estimate (15.7) follows from inequality (12.106) with \( \chi^{(Small)} \) in the role of \( \xi \), (12.129a), and (12.68a) with \( N - 1 \) in the role of \( N \) (to bound the first term on the right-hand side of (12.106)).

It remains for us to prove Lemma 15.3. Our proof is based in part on the following lemma, which is an analog of Cor. 11.3. Among the most important aspects of the lemma is our identification of the \( \mu^{-1} \)–singular terms, which are on the second line of the right-hand side of (15.8).

**Lemma 15.4 (An expression for the curvature component \( \mathcal{R}_{RALB} \)).** Let \( \mathcal{R} \) be the Riemann curvature tensor of the spacetime metric \( g \) from Def. 11.1. Then the curvature component \( \mathcal{R}_{RALB} \) can be expressed as follows, where the terms on
the first three lines are exact and the remaining ones are schematic:

\[(15.8)\]
\[
\mathcal{R}_{\text{RA}L\text{B}} = \frac{1}{2} \left\{ \mu G_{\text{RA}} \partial_{\text{B}} L \Psi + G_{\text{LA}} \partial_{\text{B}} \bar{R} \Psi - G_{\text{AB}} L \bar{R} \Psi - \mu G_{\text{LR}} \partial_{\text{AB}}^2 \Psi \right\} \\
+ \frac{1}{4} \mu^{-1} G_{\text{LA}} \partial_{\text{LB}} \left( \bar{R} \Psi \right)^2 - \frac{1}{2} \mu^{-1} G_{\text{LA}} \left( \partial_{\text{B}} \mu \right) \bar{R} \Psi \\
+ \frac{1}{2} \left\{ G_{\text{LRXAB}} \bar{R} \Psi + \mu G_{\text{LA}} X_{\text{B}}^C \partial_{\text{C}} \Psi - \mu G_{\text{RBX}A} \partial_{\text{C}} \Psi \right\} \\
+ \sum_{p=0}^{1} \left( (g^{-1})^\mu G^2_{(\text{Frame})} \right) \left( \begin{array}{c} \mu L \Psi \\
\bar{R} \Psi \\
\mu \phi \Psi \\
\mu \phi \Psi \end{array} \right) \left( \begin{array}{c} L \Psi \\
\phi \Psi \\
\phi \Psi \\
\phi \Psi \end{array} \right).
\]

PROOF. We claim that by contracting \([11.4]\) against \(\bar{R}^\mu X^\nu_{\text{A}} L^\alpha X^\beta_{\text{B}}\), we can deduce the following identity:

\[(15.9)\]
\[
\mathcal{R}_{\text{RA}L\text{B}} = \frac{1}{2} \left\{ G_{\text{LA}} \partial_{\text{RB}}^2 \Psi + \mu G_{\text{RB}} \partial_{\text{LA}}^2 \Psi - G_{\text{AB}} \partial_{\text{LR}}^2 \Psi - \mu G_{\text{LR}} \partial_{\text{AB}}^2 \Psi \right\} \\
+ \left( \begin{array}{c} G^2_{(\text{Frame})} \\
G^2_{(\text{Frame})} \end{array} \right) \left( \begin{array}{c} \mu L \Psi \\
\bar{R} \Psi \\
\mu \phi \Psi \\
\mu \phi \Psi \end{array} \right) \left( \begin{array}{c} L \Psi \\
\phi \Psi \\
\phi \Psi \\
\phi \Psi \end{array} \right) + G^2_{(\text{Frame})} \left( \begin{array}{c} \mu L \Psi \\
\mu \phi \Psi \\
\mu \phi \Psi \\
\mu \phi \Psi \end{array} \right). 
\]

Clearly, the terms on the first line of the right-hand side of \([15.9]\) arise from the terms in the first line on the right-hand side of \([11.4]\). To analyze the terms that arise from the terms in the second line of the right-hand side of \([11.4]\), we first factor the contraction vector \(\bar{R}\) as follows: \(\bar{R}^\mu = \mu R^\mu\). We then pair this factor \(\mu\) with the factor \((g^{-1})^\kappa\lambda\) and use the decomposition \([11.7]\) to deduce that the terms of interest are a product of \(G_{(\text{Frame})} G^\#_{(\text{Frame})}\) and \(\mu(g^{-1})^\kappa\lambda \Delta (\partial^\alpha \Psi)(\partial_\alpha \Psi) = \mu |\partial^\alpha \Psi|^2 - \mu(L\Psi)^2 - 2(L\Psi)(\bar{R} \Psi)\). Hence, these terms are of the form of the terms on the second and third lines of the right-hand side of \([15.9]\). In the terms that arise from the terms on the third line of the right-hand side of \([11.4]\), the \(\lambda, \kappa\) indices are contractions and not differentiations of \(\Psi\). Therefore, we can use the decomposition \((g^{-1})^\kappa\lambda = (g^{-1})^\kappa\lambda - L^\kappa L^\lambda - L^\kappa \bar{R}^\lambda - \bar{R}^\kappa L^\lambda\) from \([11.7]\) to deduce that the terms that arise are a product of \(\mu G^2_{(\text{Frame})}\) and two distinct elements of the set \(\{ R\Psi, L\Psi, g_{\alpha\beta} \Psi, \partial_{\alpha} \Psi \}\). Hence, these terms are of the form of the terms on the second and third lines of the right-hand side of \([15.9]\). Similarly, the terms that arise from the terms on the last line of the right-hand side of \([11.4]\) are a product of \(\mu G^2_{(\text{Frame})}\) and two distinct elements of the set \(\{ R\Psi, L\Psi, g_{\alpha\beta} \Psi, \partial_{\alpha} \Psi \}\) and thus are of the form of the terms on the second and third lines of the right-hand side of \([15.9]\).

We now further analyze the terms on the first line of the right-hand side of \([15.9]\). To this end, we use Lemma \([5.1]\) in the decompositions \([5.3a]\) and \([5.3b]\), and the identity \(L\mu = G_{(\text{Frame})} \left( \begin{array}{c} \mu L \Psi \\
\bar{R} \Psi \\
\mu \phi \Psi \\
\mu \phi \Psi \end{array} \right)\) (which follows from Lemma \([4.6]\)) to deduce...
that

\begin{equation}
(15.10) \quad \mathcal{D}_{RB}^2 \Psi = \Phi_B \tilde{R} \Psi + \frac{1}{2} \mu^{-1} \mathcal{G}_{LB}(\tilde{R}\Psi)^2 - \mu^{-1}(\Phi_B \mu) \tilde{R} \Psi + \mu X_E \tilde{R} \Psi
\end{equation}

\begin{align*}
&+ G_{(Frame)} \left( \begin{array}{c}
\frac{\mu L \Psi}{\tilde{R} \Psi} \\
\frac{L \Psi}{\Phi_B \Psi}
\end{array} \right) + G_{(Frame)} \frac{1}{\Psi} \left( \begin{array}{c}
\frac{\mu L \Psi}{\tilde{R} \Psi} \\
\frac{L \Psi}{\Phi_B \Psi}
\end{array} \right) \Phi_B \Psi,
\end{align*}

\begin{equation}
(15.11) \quad \mathcal{D}_{LR}^2 \Psi = L \tilde{R} \Psi + G_{(Frame)} \left( \begin{array}{c}
\frac{\mu L \Psi}{\tilde{R} \Psi} \\
\frac{L \Psi}{\Phi_B \Psi}
\end{array} \right) L \Psi + G_{(Frame)} \frac{1}{\Psi} \left( \begin{array}{c}
\frac{\mu L \Psi}{\tilde{R} \Psi} \\
\frac{L \Psi}{\Phi_B \Psi}
\end{array} \right) \Phi_B \Psi.
\end{equation}

Substituting \((15.10)-(15.11)\) and also the identities \((11.10)-(11.11)\) into the terms on the first line of the right-hand side of \((15.9)\), we arrive at the desired decomposition \((15.8)\).

The next lemma provides an analog of the identity \((11.22)\) but with the derivative \(\mathcal{L}_{\tilde{R}}\) in place of \(\mathcal{L}_L\). Among the most important aspects of the lemma is our identification of the \(\mu^{-1}\)-singular terms, which are on the second line of the right-hand side of \((15.12)\).

**Lemma 15.5** (**A preliminary expression for \(\mathcal{L}_{\tilde{R}X}\) in terms of other variables**). Let the symmetric type \((\frac{3}{2})\) \(S_{\mu \nu}\) tensorfield \(\chi\) verify the following transport equation, where the terms on the first five lines are exact and the remaining ones are schematic:

\begin{equation}
(15.12) \quad \mathcal{L}_{\tilde{R}XAB} = \nabla_{AB}^2 \mu + \frac{1}{2} \left( \nabla_A (\mu \zeta)_B + \nabla_B (\mu \zeta)_A \right) - \frac{1}{2} \left( \mathcal{R}_{RALB} + \mathcal{R}_{RBAL} \right)
\end{equation}

\begin{align*}
&+ \frac{1}{4} \mu^{-1} \mathcal{G}_{LA} \mathcal{G}_{LB}(\tilde{R}\Psi)^2 - \frac{1}{4} \mu^{-1} \mathcal{G}_{LA} \Phi_B \mu - \frac{1}{4} \mu^{-1} \mathcal{G}_{LB} \Phi_A \mu
\end{align*}

\begin{align*}
&- \mu X_E \chi_{BC}
\end{align*}

\begin{align*}
&+ \left\{ -
\frac{1}{2} G_{\ell\ell} \tilde{R} \Psi + \frac{1}{2} \mu G_{\ell\ell} L \Psi + \mu G_{LR} L \Psi \right\} \chi_{AB}
\end{align*}

\begin{align*}
&+ \frac{1}{2} \left\{ \mu X_E \tilde{f}_{BC} + \mu X_E \tilde{f}_{AC} \right\}
\end{align*}

\begin{align*}
&+ \left( \frac{G^2_{(Frame)}}{G'_{(Frame)}} \right) \left( \begin{array}{c}
\frac{\mu L \Psi}{\tilde{R} \Psi} \\
\frac{L \Psi}{\Phi_B \Psi}
\end{array} \right) + G^2_{(Frame)} \frac{1}{\Psi} \left( \begin{array}{c}
\frac{\mu L \Psi}{\tilde{R} \Psi} \\
\frac{L \Psi}{\Phi_B \Psi}
\end{array} \right) \Phi_B \Psi
\end{align*}

\begin{align*}
&+ G_{(Frame)}(\Phi_B \mu) \left( \begin{array}{c}
L \Psi \\
\Phi_B \Psi
\end{array} \right).
\end{align*}

**Proof.** Using the torsion-free property \(\mathcal{L}_{\tilde{R}XA} = [\tilde{R}, X_A] = \mathcal{D}_{\tilde{R}X} - \mathcal{D}_A \tilde{R}\), we compute that

\begin{equation}
(15.13) \quad \mathcal{L}_{\tilde{R}XAB} = \mathcal{L}_{\tilde{R}XAB} = \tilde{R}(X_{AB}) - \chi(\mathcal{L}_{\tilde{R}X_A}, X_B) - \chi(X_A, \mathcal{L}_{\tilde{R}X_B})
\end{equation}

\begin{align*}
&= \tilde{R}(X_{AB}) + \chi(\mathcal{D}_A \tilde{R}, X_B) + \chi(\mathcal{D}_B \tilde{R}, X_A)
\end{align*}

\begin{align*}
&- \chi(\mathcal{D}_R X_A, X_B) - \chi(\mathcal{D}_R X_B, X_A).
\end{align*}
We next use (3.73), the Def. 11.1 of the Riemann curvature tensor, and the torsion-free property of $\mathcal{D}$ to express the first term on the right-hand side of (15.13) as follows:

\begin{equation}
\hat{R}(\chi_{AB}) = \hat{R}(\mathcal{D}_A L, X_B) = g(\mathcal{D}_A \mathcal{D}_B L, X_B) - g(\mathcal{D}_A L, \mathcal{D}_B X_B) - g(\mathcal{D}_B L, \mathcal{D}_A X_B) + g(\mathcal{D}_A L, \mathcal{D}_B X_B) - \mathcal{R}_{ABCL}.
\end{equation}

Using the above torsion-free property, Lemma 4.10, and Lemma 5.1, we compute that

\begin{equation}
g(\mathcal{D}_A (\mathcal{D}_B L), X_B) = \nabla^2 L_{AB} + \nabla A (\nabla B L) - (L \mu) X_{AB},
\end{equation}

\begin{equation}
g(\mathcal{D}_{\hat{R} X A} L, X_B) = \chi([\hat{R}, X_A], X_B) = \chi(\mathcal{D}_R X_A, X_B) - \chi(\mathcal{D}_A \hat{R}, X_B),
\end{equation}

\begin{equation}
g(\mathcal{D}_A L, \mathcal{D}_B X_B) = -\zeta_A g(\mathcal{D}_B L, X_B) + \chi(X_B, \mathcal{D}_B X_B) = \zeta_A g(\mathcal{D}_B L, X_B) + \chi(X_B, \mathcal{D}_B X_B),
\end{equation}

\begin{equation}
\chi(\mathcal{D}_A \hat{R}, X_B) = -\mu X_A \chi_{BC} + \mu X_A \chi_{BC}.
\end{equation}

The first two terms on the right-hand side of (15.17) are the only $\mu^{-1}$-singular terms. More precisely, using the decomposition (15.19), we deduce that

\begin{equation}
\mu \zeta_A \zeta_B = \frac{1}{4} \mu^{-1} \nabla^2 L_{AB} (\hat{R} \Psi)^2 + G^2_{(Frame)} \begin{pmatrix} \mu L \Psi \\ \hat{R} \Psi \\ \mu \delta \Psi \end{pmatrix},
\end{equation}

\begin{equation}
\zeta_A \delta B \mu = -\frac{1}{2} \mu^{-1} \nabla^2 L_{AB} \delta B \mu + G_{(Frame)} (\delta \mu) \begin{pmatrix} \mu L \Psi \\ \hat{R} \Psi \\ \mu \delta \Psi \end{pmatrix}.
\end{equation}

Substituting (15.14) - (15.18) into the right-hand side of (15.13), using (15.19) - (15.20), using Lemma 4.6 to express the factor $L \mu$ in (15.15) in terms of $G_{(Frame)}$ and $\Psi$, and symmetrizing over the indices $AB$ (since $\mathcal{L}_{\hat{R} X}$ is symmetric), we arrive at the desired identity (15.12).

\[\square\]

**Proof of Lemma 15.3** We first claim that $\mathcal{L}_{\hat{R} X AB}$ can be expressed as follows, where the capital-Latin-indexed-containing products are exact and the remaining ones are schematic:

\begin{equation}
\mathcal{L}_{\hat{R} X AB} = \nabla^2_{AB} \mu + \frac{1}{2} \left\{ \zeta_{AB} \hat{R} \Psi - \zeta_{AB} \delta B \hat{R} \Psi - \zeta_{AB} \delta A \hat{R} \Psi - \mu G_{RR} \nabla^2 \Psi \right\}
\end{equation}

\begin{align*}
&- \mu X_A \chi_{BC} + G_{(Frame)} \chi \begin{pmatrix} \mu L \Psi \\ \hat{R} \Psi \\ \mu \delta \Psi \end{pmatrix} + G_{(Frame)} \delta^{-1} \chi \begin{pmatrix} \mu L \Psi \\ \hat{R} \Psi \\ \mu \delta \Psi \end{pmatrix} \\
&+ G_{(Frame)} (\delta \mu) \begin{pmatrix} \mu L \Psi \\ \hat{R} \Psi \\ \mu \delta \Psi \end{pmatrix} + (\nabla G_{(Frame)}) \begin{pmatrix} \mu L \Psi \\ \hat{R} \Psi \\ \mu \delta \Psi \end{pmatrix} \\
&+ \left( G^2_{(Frame)} G'_{(Frame)} \right) \begin{pmatrix} \mu L \Psi \\ \hat{R} \Psi \\ \mu \delta \Psi \end{pmatrix} \begin{pmatrix} L \Psi \\ \hat{R} \Psi \\ \mu \delta \Psi \end{pmatrix} + G^2_{(Frame)} G_{(Frame)} \delta^{-1} \begin{pmatrix} \mu L \Psi \\ \hat{R} \Psi \\ \mu \delta \Psi \end{pmatrix} \begin{pmatrix} L \Psi \\ \hat{R} \Psi \\ \mu \delta \Psi \end{pmatrix}.
\end{align*}
To derive (15.21), we first substitute the right-hand side of (15.8) for the curvature terms \(-\frac{1}{2} \mathcal{R}_{ALB} - \frac{1}{2} \mathcal{R}_{ALB}\) on the first line on the right-hand side of (15.12). We observe that the \(\mu^{-1}\)-singular terms on the second line of (15.8) exactly cancel the \(\mu^{-1}\)-singular terms on the second line of (15.12).

Next, we use the decomposition (5.3a) to compute that

\[
\nabla_A (\mu \zeta)_B = \frac{1}{2} \left\{ -\mathcal{G}_{LB} \not{\partial}_A \not{\partial} \mathcal{R} + \mu \mathcal{G}_{RB} \not{\partial}_A L \not{\partial} \mathcal{R} - \mu \mathcal{G}_{LR} \not{\partial}^2 \mathcal{R} - \mu \mathcal{G}_{RR} \not{\partial}^2 \mathcal{R} \right\}
\]

Substituting the right-hand side of (15.22) for the terms in the first braces on the first line of the right-hand side of (15.12), we arrive at the desired identity (15.21).

It remains for us to use the equation (15.21) verified by \(\not{\partial}_R \mathcal{X}\) to derive an analogous equation for \(\not{\partial}_R \mathcal{X}\). To this end, we use the identities \(\mathcal{X}_{AB} = 0\), \(\not{\partial}_R \mathcal{X}_{AB} = 0\), \(\not{\partial}_R \mathcal{X}_{AB} = -2\mu \mathcal{X}_{AB} + G_{(Frame)} \left( \frac{\mu L \not{\partial}}{R \not{\partial} \mathcal{R}} \not{\partial} \mathcal{R} \not{\partial} \mathcal{R} \right)\) (see (4.1c), Lemma 7.5, (7.5f)-(7.5g), and (12.7a)) to compute that

(15.23)

\[
\not{\partial}_R \mathcal{X}_{AB} = \not{\partial}_R \mathcal{X}_{AB} - \frac{1}{\rho^2} \not{\partial} \mathcal{X}_{AB} + 2 \frac{1}{\rho^2} \not{\partial} \mathcal{X}_{AB} + 2 \frac{1}{\rho^2} \not{\partial} \mathcal{X}_{AB}
\]

Using equation (15.23) to substitute for \(\not{\partial}_R \mathcal{X}_{AB}\) in equation (15.21), and substituting the right-hand side of (15.24) for the first product on the second line of (15.21), we finally arrive at the desired decomposition (15.2).

15.2. Top-order pointwise commutator estimates corresponding to the spherical Codazzi equations

From Propositions 7.7 and 9.6 and Lemma 9.4, it follows that the terms \(\not{\partial} \mathcal{X}_{(Small)}\) and \(\not{\partial} \mathcal{X}_{(Small)}\) are present in the commuted wave equation. If we estimated the top-order derivatives of these quantities in a naive fashion via transport estimates, then our estimates would lose a derivative. However, the next lemma shows that these quantities can be expressed in terms of \(\not{\partial} \mathcal{X}_{(Small)}\) plus terms that do not lose derivatives. The main point is that later in the monograph, we will show how to use the fully modified quantities defined in Chapter 11 in conjunction with some elliptic estimates on the \(S_{t,u}\) to estimate the top-order derivatives of \(\not{\partial} \mathcal{X}_{(Small)}\) without losing derivatives. The lemma is essentially a version of the Codazzi equations for the Riemannian manifolds \((S_{t,u}, \not{\partial})\) viewed as embedded submanifolds of the Lorentzian manifold-with-boundary \((\mathcal{M}_{T,\text{bootstrap}}, \mathcal{U}_0, \not{\partial})\).
estimates, we do not need to know much about the precise structure of the terms on the right-hand side of (15.25), except for the first one.

**Lemma 15.6 (Codazzi-type identities involving divχ(Small), divχ(Small), and trGχ(Small)).** Let χ(Small) be the symmetric type \( \left( \frac{0}{2} \right) \) tensorfield defined in (4.1c). The \( S_{ab} \) one-forms \( \text{div}\chi(Small) \) and \( \text{div}\chi(Small) \) verify the following equations, where the terms on the left-hand side and the first term on the right-hand side are exact, and the remaining terms are schematic:

\[
\text{div}\chi(Small), 2\text{div}\chi(Small) = \left[ \text{div}\chi(Small) \right] + \sum_{i_1 + i_2 = 1} \left( \nabla^{i_1} G_{\text{(Frame)}} \right) \nabla^{i_2} \left( \frac{L\Psi}{\phi\Psi} \right) + \sum_{i_1 + i_2 = 1} \left( \nabla^{i_1} f(\Psi) \right) \nabla^{i_2} \phi L(Small),
\]

and the quantities \( f \) are smooth scalar-valued functions of \( \Psi \).

**Remark 15.7 (Absence of \( \mu^{-1} \)).** An important structural feature of the right-hand side of (15.25) is that there are no factors of \( \mu^{-1} \).

**Proof.** We apply \( \nabla^A \) to both sides of (4.19a). When carrying out spherical covariant differentiation with \( \nabla \), we view all lowercase Latin-indexed quantities as scalar-valued functions on \( S_{ab} \). Using the fact that \( \nabla_B \phi^A = \nabla^A \phi_B \) when applied to functions and the chain rule identity \( \phi_B g_{ab} = G_{ab} \phi_B \Psi \), we see that the second term on the right-hand side of the resulting identity can be written as

\[
\nabla^A \left\{ g_{ab}(\phi_A x^a)\phi_B L^b(Small) \right\} + \phi_B \left( g_{ab}(\phi_A x^a)\phi^A L^b(Small) \right) = g_{ab}(\phi_A x^a)\phi_B L^b(Small) - G_{ab}(\phi_B \Psi)(\phi_A x^a)\phi^A L^b(Small) + \phi_B(\Delta x^a)\phi_B L^b(Small) - \phi_B(\nabla_{AB} x^a)\phi^A L^b(Small).
\]

Furthermore, using (4.11c), we see that the second term on the right-hand side of the resulting identity takes the schematic form

\[
-\nabla^A \Lambda_{AB}^{(\text{Tan}-\Psi)} = g^{-1} G_{\text{(Frame)}} \nabla \left( \frac{L\Psi}{\phi\Psi} \right) + g^{-1} (\nabla G_{\text{(Frame)}}) \left( \frac{L\Psi}{\phi\Psi} \right).
\]

From (4.19b) and (4.11c), we see that the first product in parentheses on the right-hand side of (15.26) is equal to \( \text{tr}_g \chi(Small) + \text{tr}_g \Lambda^{(\text{Tan}-\Psi)} = \text{tr}_g \chi(Small) - \frac{1}{2} G_{A}^{A} L\Psi \). Combining these identities, we arrive at the desired identity (15.25) for \( \text{div}\chi(Small) \). The corresponding identity for \( \text{div}\chi(Small) \) follows easily from the identity \( \text{div}\chi(Small) = \text{div}\chi(Small) - \frac{1}{2} \text{tr}_g \chi(Small) \).

We now provide a commuted version of Lemma 15.6.

**Lemma 15.8 (Commutator estimates for the Codazzi equation).** Let \( 1 \leq N \leq 23 \) be an integer and let \( \chi(Small) \) be the symmetric type \( \left( \frac{0}{2} \right) \) tensorfield
defined in (4.1c). Under the small-data and bootstrap assumptions of Sects. 12.1, 12.4, if \( \varepsilon \) is sufficiently small, then the following pointwise commutator estimates hold on \( \mathcal{M}_{T(\text{Bootstrap})} U_0 \) (see Remark 15.7):

\[
\begin{align*}
\| \mathcal{L}_x^{N-1} \text{div} \chi^{\text{Small}} - \mathcal{A}_x^{N-1} \text{tr} \chi^{\text{Small}} \|, \\
\| \mathcal{L}_x^{N-1} \text{div} \chi^{\text{Small}} - \frac{1}{2} \mathcal{A}_x^{N-1} \text{tr} \chi^{\text{Small}} \|, \\
\| \text{div} \mathcal{L}_x^{N-1} \chi^{\text{Small}} - \mathcal{A}_x^{N-1} \text{tr} \chi^{\text{Small}} \|, \\
\| \text{div} \mathcal{L}_x^{N-1} \chi^{\text{Small}} - \frac{1}{2} \mathcal{A}_x^{N-1} \text{tr} \chi^{\text{Small}} \|
\end{align*}
\]

\[
\lesssim \frac{1}{(1+t)^{\frac{3}{2}}} \left( \begin{array}{c} \phi L 2^{\leq N} \Psi \\
R 2^{\leq N} \Psi \\
\phi \Psi \lesssim 2^{N} \Psi 
\end{array} \right) \left( \begin{array}{c} 2^{\leq N} (\mu - 1) \\
\sum_{a=1}^{3} \phi L 2^{\leq N} L_a^{(\text{Small})} 
\end{array} \right).
\]

PROOF. We prove the estimate (15.28) for \( \mathcal{L}_x^{N-1} \text{div} \chi^{\text{Small}} \) in detail. The estimate for \( \mathcal{L}_x^{N-1} \text{div} \chi^{\text{Small}} \) can be proved by a nearly identical argument. The estimate (15.28) for \( \text{div} \mathcal{L}_x^{N-1} \chi^{\text{Small}} \) then follows from the estimate for \( \mathcal{L}_x^{N-1} \text{div} \chi^{\text{Small}} \), the commutator estimate (12.110) with \( \chi^{\text{Small}} \) in the role of \( \xi \) and \( N - 1 \) in the role of \( N \), and inequalities (12.68a) and (12.129a). The final estimate (15.28) for \( \text{div} \mathcal{L}_x^{N-1} \chi^{\text{Small}} \) follows similarly from the estimate for \( \mathcal{L}_x^{N-1} \text{div} \chi^{\text{Small}} \) thanks to the commutator estimate (12.111).

To derive the estimate for \( \mathcal{L}_x^{N-1} \text{div} \chi^{\text{Small}} \), we first use equation (15.25) and Lemma 8.6 to deduce that

\[
\| \mathcal{L}_x^{N-1} \text{div} \chi^{\text{Small}} - \mathcal{A}_x^{N-1} \text{tr} \chi^{\text{Small}} \|
\]

\[
\lesssim \left| \mathcal{L}_x^{N-1} \sum_{i_1+i_2=1} \phi^{-1} (\nabla f\Gamma_{\text{Frame}}) \nabla \phi (L \Psi) \right| + \left| \mathcal{L}_x^{N-1} \sum_{i_1+i_2=1} \phi^{-1} (\nabla f \phi^2) \nabla \phi (L \Psi) \right|.
\]

We now apply the Leibniz rule to the terms on the right-hand side of (15.29). We bound the terms \( \mathcal{L}_x^M \phi^{-1} \) by using the estimates of Lemma 12.26. We bound the terms \( \mathcal{L}_x^M \phi \Gamma_{\text{Frame}} \) and \( \mathcal{L}_x^M \nabla \phi \Gamma_{\text{Frame}} \) by using Lemma 8.6 (12.93), (12.47a), (12.48), (12.49), and the estimates of Lemma 12.25. To bound \( \left| \mathcal{L}_x^M L \Psi \phi \phi \psi \right| \) and \( \left| \mathcal{L}_x^M \nabla \phi (L \Psi) \right| \), we use Lemma 8.6 (12.47b), (12.96), and Lemma 12.23. We bound the terms \( \mathcal{L}_x^M \phi^{-1} \) by using (12.7b). We bound the terms \( \mathcal{A}_x^M f(\Psi) \) by using the bootstrap assumptions (BA) \( \Psi \) to deduce that \( \| \mathcal{A}_x^M f(\Psi) \| \leq \| \mathcal{A}_x^M \Psi \| + 1 \). We bound the terms \( \mathcal{L}_x^M \phi f(\Psi) \) by using Lemma 8.6 to deduce that \( \| \mathcal{L}_x^M \phi f(\Psi) \| \leq \| \mathcal{L}_x^M \Psi \| + 1 \). We bound the terms \( \mathcal{L}_x^M \phi^2 x = \mathcal{L}_x^M (\phi^{-1} \cdot \phi x) \) by using Lemma 8.6 and the estimates (12.58a), (12.58b), (12.61a), and (12.61b). We bound the terms \( \mathcal{L}_x^M \Gamma x = \mathcal{L}_x^M (\phi^{-1} \cdot \Gamma \phi x) \) by using Lemma 8.6 (12.93) and (12.48) with \( \phi x \).
in the role of $\xi$, (12.58a), (12.58b), (12.61a), and (12.61b). We bound the terms $\frac{L}{M} \frac{Zd}{(\rho L_{\text{Small}})}$ by using Lemma 8.6, (12.6a), (12.47a), and (12.129a). Combining these estimates and using the bootstrap assumptions $\mathcal{BA}\Psi$, we arrive at the desired estimate (15.28) for the first term on the left-hand side. □
CHAPTER 16

Pointwise Estimates for the Easy Error Integrands and Identification of the Difficult Error Integrands Corresponding to the Commuted Wave Equation

Recall that we derived our energy-cone flux identities for solutions $\Psi$ to $\mu\Box_g(\Psi) = 0$ in Prop. 10.13. Furthermore, similar identities hold for its higher-order analogs $\mathcal{X}^N\Psi$, which verify $\mu\Box_g(\mathcal{X}^N\Psi) = (\mathcal{X}^N)\mathfrak{F}$, where $\mathcal{X} = \{\rho L, \hat{R}, O(1), O(2), O(3)\}$ is the set of commutation vectorfields. In this chapter, our main goal is to derive pointwise estimates for the “easy factors” in the integrands on the right-hand side of the identities of Prop. 10.13 with $\mathfrak{F} := (\mathcal{X}^N)\mathfrak{F}$. These pointwise estimates play an important role in Chapter 20 where we use them to bound the corresponding error integrals in terms of the fundamental $L^2$-controlling quantities defined in Chapter 14. Most of the integrand factors are easy to pointwise bound, but some terms found in $(\mathcal{X}^N)\mathfrak{F}$ are not; we postpone the analysis of the difficult terms until Chapter 17. More precisely, in Sects. 16.1-16.6, we decompose $(\mathcal{X}^N)\mathfrak{F}$ and identify those terms that lead to error integrals that are easy to bound. This analysis is among the most important of the entire monograph, for our pointwise estimates for the few important terms in $(\mathcal{X}^N)\mathfrak{F}$, which are provided in Chapter 17, affect the blow-up rates of our high-order a priori $L^2$ estimates in terms of powers of $\mu^{-1}$; the connection between our estimates for these important terms and the blow-up rates of the high-order energies will become clear in the proof of Lemma 20.10. In Sect. 16.7, we derive pointwise estimates for the remaining non-$\mathfrak{F}$ integrand factors appearing in Prop. 10.13 which are relatively easy to bound. Finally, in Sect. 16.8, we derive some simple pointwise estimates that we need to close our top-order elliptic estimates.

16.1. Preliminary analysis and the definition of harmless terms

We start by proving a preliminary lemma. Roughly speaking, when combined with Cor. 16.5, the lemma shows that difficult inhomogeneous terms in the $N$–times-commuted wave equation can arise only from repeatedly differentiating some of the inhomogeneous terms that arise after a single commutation. In particular, the difficult terms involve certain top-order derivatives of the eikonal function quantities $\mu$ and $\chi^{(Small)}$.

**Lemma 16.1 (Basic structure of the inhomogeneous terms in the $N$–times commuted wave equation).** Assume that $\Psi$ verifies the wave equation

\[ \Box_g(\Psi) = 0 \]  

and let $1 \leq N \leq 24$ be an integer. Let $\mathcal{X}^N$ be an $N^{th}$ order commutation vectorfield operator consisting of iterated vectorfields belonging to the commutation set $\mathcal{X}$ =
{gL, Ĝ, O(1), O(2), O(3)}. Assume that \( \mathcal{Z}^N \) is of the form \( \mathcal{Z}^N = \mathcal{Z}^{N-1} Z \), and let \((Z)\mathcal{J}^\alpha[\Psi]\) be the commutation current \((9.5)\). Under the small-data and bootstrap assumptions of Sects. \([12.1, 12.4]\) if \( \varepsilon \) is sufficiently small, then \( \mathcal{Z}^{N-1} \) verifies the inhomogeneous wave equation

\[
(16.2) \quad \mu \square_\gamma(\mathcal{Z}^N \Psi) = (\mathcal{Z}^N) \mathcal{J},
\]

\[
(16.3) \quad (\mathcal{Z}^N) \mathcal{J} = \mathcal{Z}^{N-1} (\mu \mathcal{J}_\alpha(Z) \mathcal{J}^\alpha[\Psi]) + (\mathcal{Z}^N) \mathcal{J}(Eikonal-Low),
\]

where \((\mathcal{Z}^N) \mathcal{J}(Eikonal-Low) = 0 \) if \( N = 1 \) and otherwise \((\mathcal{Z}^N) \mathcal{J}(Eikonal-Low) \) verifies the following pointwise inequality on \( \mathcal{M}_{T(Bootstrap), U_0} \):

\[
(16.4) \quad \frac{\mathcal{Z}^N}{(\mathcal{Z}^N) \mathcal{J}(Eikonal-Low)} \lesssim \sum_{N_1+N_2+N_3=N-1} \mathcal{Z}_{N_1 \pm \varepsilon} \mathcal{Z}_{N_2 \pm \varepsilon} \mathcal{Z}_{N_3 \pm \varepsilon} + \sum_{N_1+N_2+N_3=N-1} \mathcal{Z}_{N_1 \pm \varepsilon} \mathcal{Z}_{N_2 \pm \varepsilon} \mathcal{Z}_{N_3 \pm \varepsilon} \cdot
\]

PROOF. We iterate the identity \((9.6)\). Clearly the first term on the right-hand side of \((16.3)\) arises when \( \mathcal{Z}^{N-1} \) falls on the first term on the right-hand side of \((9.6)\). Using the observation made in Remark \([9.2]\) and the estimate \( \| \mathcal{Z}^{N+1} \mathcal{J}_\varepsilon(\mathcal{Z}) \|_{C^0(\Sigma_0)} \lesssim 1 \) (that is, \((12.61)\)), we deduce that all of the remaining terms that arise are in magnitude \( \lesssim \) the right-hand side of \((16.4)\) as desired.

The term \( \mathcal{Z}^{N-1} (\mu \mathcal{J}_\alpha(Z) \mathcal{J}^\alpha[\Psi]) \) on the right-hand side of \((16.3)\) is difficult to bound. The two sums on the right-hand side of \((16.4)\) are lower-order in terms of number of derivatives of the eikonal function quantities and are relatively easy to bound.

In our analysis of \( \mathcal{Z}^{N-1} (\mu \mathcal{J}_\alpha(Z) \mathcal{J}^\alpha[\Psi]) \) and \((\mathcal{Z}^N) \mathcal{J}(Eikonal-Low)\), the vast majority of the terms that we encounter have a negligible effect on the dynamics. We call such terms “harmless.” We now give a precise definition of what we mean by “harmless.”

**Definition 16.2 (Harmless terms).** Let \( 0 \leq N \leq 24 \) be an integer. A “Harmless^{N}” term is any term such that under the small-data and bootstrap assumptions of Sects. \([12.1, 12.4]\) if \( \varepsilon \) is sufficiently small, then on the spacetime domain \( \mathcal{M}_{T(Bootstrap), U_0} \), it verifies the following bound:

\[
(16.5) \quad |\text{Harmless}^{N} | \lesssim \left| L + \frac{1}{2} \mathcal{J}_\varepsilon \right| \mathcal{Z}^{N} \Psi + \frac{\ln(e+t)}{(1+t)^2} \left| \frac{\omega(1+\mu) L \mathcal{Z}^{N} \Psi}{\mathcal{R} \mathcal{Z}^{N} \Psi} \right| \left| \frac{\mathcal{J}_\varepsilon}{\mathcal{Z}^{N} \Psi} \mathcal{Z}^{N} \Psi \right| \left| \frac{\mathcal{J}_\varepsilon}{\mathcal{Z}^{N} \Psi} \mathcal{Z}^{N} \Psi \right| \right|.
\]

**Remark 16.3 (The main features of the terms Harmless^{N}).** The important features of Harmless^{N} terms are the following.
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- Various $L^2$ norms of the terms on the right-hand side of (16.5) can be controlled without the need for introducing modified versions and/or elliptic estimates.
- The $t$-weight factors on the right-hand side of (16.5) are strong enough that these terms have a negligible effect on the dynamics in $M_{T(Bootstrap),U_0}$.

In the next proposition, we identify the difficult products in the main term $\mathcal{Z}_{N-1}^2 \mu_d \mu_d \tr g \chi$. The difficult products vary depending on the vectorfield $Z$ from (16.5).

Proposition 16.4 (Identification of the key difficult error term factors). Let $(Z)_{J[\psi]}$ be the commutation current (9.5) and let $1 \leq N \leq 24$ be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold on $M_{T(Bootstrap),U_0}$:

\begin{align}
\mathcal{Z}_{N-1}^2 \mu_d \mu_d \tr g \chi &= (\tilde{R}_\varepsilon \Delta \mathcal{Z}_{N-1}^2) \\
\mathcal{Z}_{N-1}^2 \mu_d \mu_d \tr g \chi &= \rho(L \mathcal{E}_{Small}) \\
\mathcal{Z}_{N-1}^2 \mu_d \mu_d \tr g \chi &= \rho(O(l) \mathcal{E}_{Small})
\end{align}

where Harmless$^{\leq N}$ terms are defined in Def. 16.2.

We provide the proof of Prop. 16.4 in Sect. 16.5.

In the next corollary, we show that the second term on the right-hand side of (16.3) is Harmless$^{\leq N}$.

Corollary 16.5 (Pointwise estimates for $\mathcal{Z}_{N-1}^2 \mathcal{E}_{Eikonal-Low}$). Let $1 \leq N \leq 24$ be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following pointwise estimates hold for the term $\mathcal{Z}_{N-1}^2 \mathcal{E}_{Eikonal-Low}$ from (16.4) on $M_{T(Bootstrap),U_0}$:

\begin{align}
\mathcal{Z}_{N-1}^2 \mathcal{E}_{Eikonal-Low} &= \text{Harmless}^{\leq N},
\end{align}

where Harmless$^{\leq N}$ terms are defined in Def. 16.2.

We provide the proof of Cor. 16.5 in Sect. 16.6.

The main point of the next corollary is that when a few factors of $\rho L$ are present in the differential operator $\mathcal{Z}_N$ from (16.2), we can completely avoid the use of modified quantities and elliptic estimates in deriving our a priori $L^2$ estimates. Thus, in order to close our $L^2$ estimates, we only have to perform a detailed analysis for a handful of cases in which $\mathcal{Z}_N$ contains at most one factor of $\rho L$. Furthermore, corresponding to each of these handful of cases, there are only one or two terms that are difficult to estimate.

Corollary 16.6 (Reduction of the $L^2$ analysis to a few difficult cases). Let $1 \leq N \leq 24$ be an integer and assume that the differential operator $\mathcal{Z}_N$ contains
precisely one factor of $g L$. Under the small-data and bootstrap assumptions of
Sects. 12.1–12.4, if $\varepsilon$ is sufficiently small, then the term $(\mathcal{Z})$ from
the right-hand side of (16.2) verifies one of the following two estimates on $M_{\Gamma(\text{Bootstrap}),u_0}$:

$$(\mathcal{Z}) = \text{Harmless} \leq N,$$

$$(\mathcal{Z}) = \varrho(g \Psi \Psi \#) \cdot (\mu L^{N-1} r \lambda(\text{Small})) + \text{Harmless} \leq N,$$

where $\mathcal{Z}^{-1}$ is an $(N-1)^{st}$ order pure spatial commutation vector field
operator (see definition (7.2a)) and Harmless \leq N terms are defined in Def. 16.2.

Furthermore, if the differential operator $\mathcal{Z}$ contains two or more factors of
$g L$, then

$$(\mathcal{Z}) = \text{Harmless} \leq N.$$

**Proof.** We first assume that $\mathcal{Z}$ contains precisely one factor of $g L$ and prove
(16.8) and (16.9). We split the argument into three cases: i) $\mathcal{Z} = \mathcal{Z}^{N-1} g L$, ii) $\mathcal{Z} = \mathcal{Z}^{N-1} R$, iii) $\mathcal{Z} = \mathcal{Z}^{N-1} O(\varepsilon)$. In case i), the estimate (16.9) follows
from (16.3), (16.6b), and Cor. 16.5. In case ii), $\mathcal{Z}^{N-1}$ must contain a factor of
$g L$. We will show that $(\mathcal{Z}) = \text{Harmless} \leq N$ in this case. By (16.3), (16.6a),
and Cor. 16.5 $(\mathcal{Z})$ is equal to the first two terms on the right-hand side of
(16.6a) + Harmless \leq N. Using inequalities (12.47a) and (12.47c) and the bootstrap
assumption $\left\| R \Psi \right\|_{C^0(\Sigma_T)} \leq \varepsilon(1 + t)^{-1}$ (that is, (BAΨ)), we deduce that the first
term on the right-hand side of (16.6a) is bounded in magnitude by

$$(16.11) \quad \lesssim \varepsilon \frac{1}{(1 + t)^3} \sum_{l,m=1}^{3} \left| O(l) O(m) \mathcal{Z}^{N-1} \mu \right| .$$

Next, we repeatedly use inequalities (12.82a) and (12.82b) with $f = \mu - 1$, (12.82a),
and (12.57) to commute the factor $Z := g L$ in $\mathcal{Z}^{N-1}$ all the way in front (so that it
acts last), which allows us to bound the right-hand side of (16.11) by

$$(16.12) \quad \lesssim \varepsilon \frac{1}{(1 + t)^2} \left| L \mathcal{Z}^{\leq N} \mu \right| + \varepsilon \frac{\ln(e + t)}{(1 + t)^2} \left| \begin{array}{c}
\frac{g L \mathcal{Z}^{\leq N-1} \Psi}{R \mathcal{Z}^{\leq N-1} \Psi} \\
\frac{\varrho \mathcal{Z}^{\leq N-1} \Psi}{\varrho L \mathcal{Z}^{\leq N-1} \Psi} \\
\frac{\varrho L \mathcal{Z}^{\leq N} \mu}{\varrho L \mathcal{Z}^{\leq N-1} \mu}
\end{array} \right| .$$

Referring to Def. 16.2 and using the estimate (12.128b) to bound $|L \mathcal{Z}^{\leq N} \mu|$, we see
that the right-hand side of (16.12) is $= \text{Harmless} \leq N$ as desired. Using a similar
argument, we also deduce that the second term on the right-hand side of (16.6a)
is $= \text{Harmless} \leq N$ as desired. This completes the proof in case ii). In case iii),
we use arguments similar to the ones we used in the case ii), except that we use
(16.6c) in place of (16.6a) and we use the estimate (12.29a) to bound the factor
$\rho(l)$ on the right-hand side of (16.6c). We conclude that $(\mathcal{Z}) = \text{Harmless} \leq N$ in
case iii). We have thus proved (16.8) and (16.9).

We now prove (16.10). Under the present assumptions, in the cases ii) and iii)
from above, $\mathcal{Z}^{N-1}$ must contain two factors of $g L$. In these cases, our previous
argument already implies the desired estimate (16.10); in fact, our proof above relied
only on the assumption that $\mathcal{F}^{N-1}$ contains a single factor of $\rho L$. In case i), the estimate (16.9) implies that 

\[ (Z^{\delta})^\alpha \approx \rho(\partial^\delta \Psi^\alpha) \cdot (\mu f \mathcal{F}^{N-1} \text{tr}_{\rho} \chi^{(\text{small})}) + \text{Harmless} \lesssim N. \]

The main point is that $\mathcal{F}^{N-1}$ must contain at least one factor of $\rho L$. Hence, essentially the same arguments given for case ii) in the previous paragraph imply that 

\[ \rho(\partial^\delta \Psi^\alpha) \cdot (\mu f \mathcal{F}^{N-1} \text{tr}_{\rho} \chi^{(\text{small})}) = \text{Harmless} \lesssim N, \]

which yields the desired estimate (16.10) in this case.

\[ \square \]

16.2. The important terms in the top-order derivatives of the deformation tensors of the commutation vectorfields

As we noted above, the most difficult terms in the commuted wave equation (16.2) are contained in the first term $\mathcal{F}^{N-1}(\mu \mathcal{G}_\alpha \mathcal{F}^\alpha \Psi)$ on the right-hand side of equation (16.3). Specifically, the difficult terms arise from the top-order derivatives of the deformation tensors of the commutation vectorfields, whose first derivatives appear after a single commutation; see Prop. 9.6. The terms are difficult precisely because at top order, we need to use modified quantities and elliptic estimates to bound them in $L^2$. In the next three lemmas, in the three cases $Z = \rho L$, $Z = \hat{R}$, $Z = O$, we identify these “important” difficult terms in (16.2). The important terms appear on the left-hand sides of the inequalities of the lemmas.

**Lemma 16.7 (Identification of the important top-order terms in the derivatives of $(\hat{R}, \Sigma)$).** Let $1 \leq N \leq 24$ be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1, 12.4, if $\varepsilon$ is sufficiently small, then the following estimates hold on $\mathcal{M}_{\text{Bootstrap}, U_0}$:

\[
\begin{align*}
(16.13a) & \quad \left| \mathcal{L}_{\mathcal{F}}^{N-1} (\hat{R}, \#)_{\#} L + \#_{\#} \mathcal{F}^{N-1} \hat{R} \mu \right|, \\
& \quad \left| \mathcal{F}^{N-1} \hat{R} \text{tr}_{\rho} (\hat{R}, \#)_{\#} + 2 \mu \mathcal{F}^{N-1} \Delta \mu \right| \\
& \quad \lesssim \left( \begin{array}{c} \frac{\rho L \mathcal{F}^{\leq N} \Psi}{\hat{R} \mathcal{F}^{\leq N} \Psi} \\
\frac{\rho \# L \mathcal{F}^{\leq N} \Psi}{\# \mathcal{F}^{\leq N} \Psi} \\
\frac{\rho \# \mathcal{F}^{\leq N} \Psi}{\mathcal{F}^{\leq N} \Psi} \end{array} \right) + \frac{1}{1+t} \left( \sum_{a=1}^{N} \# \mathcal{F}^{\leq N} L^a \right) + \frac{1}{1+t}, \\
(16.13b) & \quad (1+t) \left| \mathcal{F}^{N-1} \text{div}(\hat{R}, \#)_{\#} L + \Delta \mathcal{F}^{N-1} \mu \right|, \\
& \quad \left| \mathcal{L}_{\mathcal{F}}^{N-1} (\hat{R}, \#)_{\#} L + \#_{\#} \mathcal{F}^{N-1} \hat{R} \mu \right|, \\
& \quad (1+t) \left| \mathcal{L}_{\mathcal{F}}^{N-1} \text{div}(\hat{R}, \#)_{\#} + \mu \#_{\#} \mathcal{F}^{N-1} \text{tr}_{\rho} \chi^{(\text{small})} \right| \\
& \quad \lesssim \left( \begin{array}{c} \frac{\rho L \mathcal{F}^{\leq N} \Psi}{\hat{R} \mathcal{F}^{\leq N} \Psi} \\
\frac{\rho \# L \mathcal{F}^{\leq N} \Psi}{\# \mathcal{F}^{\leq N} \Psi} \\
\frac{\rho \# \mathcal{F}^{\leq N} \Psi}{\mathcal{F}^{\leq N} \Psi} \end{array} \right) + \frac{1}{1+t} \left( \sum_{a=1}^{N} \# \mathcal{F}^{\leq N} L^a \right) + \frac{1}{1+t},
\end{align*}
\]

**Proof.** We first prove the bound (16.13a) for $\mathcal{L}_{\mathcal{F}}^{N-1} (\hat{R}, \#)_{\#} L + \#_{\#} \mathcal{F}^{N-1} \hat{R} \mu$. We apply $\mathcal{L}_{\mathcal{F}}^{N-1} \hat{R}$ to the $\#_{\#}$-dual of the right-hand side of (7.5a). By Lemma 8.6 and the Leibniz rule, the first term on right-hand side is equal to the principal term $-\#_{\#} \mathcal{F}^{N-1} \hat{R} \mu$ plus an error term that is bounded in magnitude by $\lesssim$...
\[
\sum_{N_t + N_y \leq N} \left| E^{N_t} \cdot \dot{g}^{-1} \right| \left| D_x^{N_y} \mu \right|.
\]
We bring the principal term over to the left, while by inequality (12.47a) and the estimates (12.61a), (12.61b), and (12.129a), the error term is \( \lesssim \) the right-hand side of (16.13a) as desired. Hence, to conclude the desired bound, it remains only for us to bound the magnitude of \( E^{N_y} \cdot \dot{g}^{-1} \) applied to the \( \dot{g}^{-1} \)-dual of the second product on the right-hand side of (7.5d) by the right-hand side of (16.13a). This product is of the schematic form \( \xi := G_{(Frame)} \dot{g}^{-1} \left( \begin{array}{c} \mu L \Psi \\ \tilde{R} \Psi \\ \mu \Phi \Psi \end{array} \right) \). To bound \( E^{N_y} \xi \) in magnitude by the right-hand side of (16.13a), we use the Leibniz rule and the estimates (12.55) (with \( \Psi \) in the role of \( f \)), (12.59a), (12.59b), (12.61a), (12.61b), (12.129a), and the bootstrap assumptions (BA \( \Psi \)) to deduce that (16.14a)
\[
\left| E^{N_y} \xi \right| \lesssim \sum_{N_t + N_y \leq N} \left| E^{N_t} G_{(Frame)} \right| \left| E^{N_y} \dot{g}^{-1} \right| \left| D_x^{N_y} \mu \right| \left| D_x^{N_t} \left( \frac{L \Psi}{\mu \Phi} \right) \right|
\]
\[
+ \sum_{N_t + N_y \leq N} \left| E^{N_t} G_{(Frame)} \right| \left| E^{N_y} \dot{g}^{-1} \right| \left| D_x^{N_y} \tilde{R} \Psi \right|
\]
\[
\lesssim \ln(e + t) \left| \begin{array}{c} \phi L \mathcal{A}^{\leq N} \Psi \\ \phi d \mathcal{A}^{\leq N} \Psi \\ \mathcal{A}^{\leq N} \Psi \end{array} \right| + \left| \tilde{R} \mathcal{A}^{\leq N} \Psi \right|
\]
\[
+ \varepsilon \frac{1}{(1 + t)^2} \left( \sum_{a=1}^{3} \left| \mathcal{A}^{\leq N} L_{(Small)}^a \right| \right),
\]
(16.14b)
\[
\left\| E^{N_y} \xi \right\|_{C^0(\Sigma_t)} \lesssim \frac{\varepsilon}{1 + t}.
\]
as desired (we use the bound (16.14b) below).

To prove the bound (16.13a) for \( \mathcal{A}^{N-1} \tilde{R} \mathcal{A} \mathcal{A}^{N-1} \Delta \mu \), we apply \( \mathcal{A}^{N-1} \tilde{R} \) to the right-hand side of (7.5g). The last term is of the form \( \xi := G_{(Frame)} \dot{g}^{-1} \left( \begin{array}{c} \mu L \Psi \\ \tilde{R} \Psi \\ \mu \Phi \Psi \end{array} \right) \) and hence the proof of (16.14a) yields the desired bound (16.14a) for \( \xi \). To bound the first term on the right-hand side of (7.5g), we use (12.7b) to deduce that
\[
\left| \mathcal{A}^{N-1} \tilde{R} (\dot{g}^{-1} \mu) \right| \lesssim (1 + t)^{-1} \left| \mathcal{A}^{\leq N} (\mu - 1) \right| + (1 + t)^{-1} \] as desired. It remains for us to address the important term \( -2 \mathcal{A}^{N-1} \tilde{R} (\mu \Phi \mathcal{A}^{(Small)} \chi) \) and to show that it is equal to \( -2 \mu \mathcal{A}^{N-1} \Delta \mu \) plus an error term that is in magnitude \( \lesssim \) the right-hand side of (16.13a). To see that this is the case, we apply the Leibniz rule. We bound all terms except the one in which all derivatives fall on \( \mathcal{A} \) \( \mathcal{A}^{(Small)} \chi \) by using (12.129a) and (12.68a). To handle the one term in which all derivatives fall on \( \mathcal{A} \) \( \mathcal{A}^{(Small)} \chi \), we use in addition the third inequality in (15.1). We have thus proved the desired bound.

We now prove the bound (16.13b) for \( \mathcal{A}^{N-1} \tilde{d} \chi (\tilde{R}) \# + \Delta \mathcal{A}^{N-1} \mu \). We apply \( \mathcal{A}^{N-1} \tilde{d} \chi \) to the \( \tilde{g} \)-dual of the right-hand side of (7.5d). We begin by addressing
the second term on the right-hand side, which is equal to the $\mathcal{g}$-dual of an $S_{1,u}$ one-form $\xi$ that is of the form $\xi := G^{\text{Frame}} \begin{pmatrix} \mu L \psi \\ \bar{R} \psi \\ \mu \varphi \psi \end{pmatrix}$. We now note that a similar proof to that of (16.14a) and (16.14b) yields that $\xi$ verifies the bounds (16.14a) and (16.14b). Next, to derive the desired bound for $Z^{-1} \text{div} \mathcal{g}^\#$, we use the Leibniz rule to deduce that

\begin{equation}
(16.15)
|Z^{-1} \text{div} \mathcal{g}^\#| \lesssim \sum_{N_1 + N_2 \leq N - 1} \left| \mathcal{L}^{N_1}_\mathcal{g}^\# \right| \left| \nabla \mathcal{L}^{N_2}_\mathcal{g}^\# \xi \right| + \sum_{N_1 + N_2 \leq N - 1} \left| \mathcal{L}^{N_1}_\mathcal{g}^\# \right| \left| \mathcal{L}^{N_2}_\mathcal{g}^\# \right| \left| \nabla \mathcal{L}^{N_2}_\mathcal{g}^\# \xi \right|.
\end{equation}

To deduce that the first sum on the right-hand side of (16.15) is $\lesssim$ the product of $(1 + t)^{-1}$ and the right-hand side of (16.13b), we use the estimates (12.48), (12.61), (12.129a), and the aforementioned bounds (16.14a) and (16.14b). To deduce that the second sum on the right-hand side of (16.22) is $\lesssim$ the product of $(1 + t)^{-1}$ and the right-hand side of (16.13b), we combine similar reasoning with the commutator estimate (12.93), where $N_2$ is in the role of $N$. We now address the term $-Z^{-1} \Delta \mu$ arising from the first term on the right-hand side of (16.13b). We commute $Z^{-1}$ and $\Delta$ and move the principal term $\Delta Z^{-1} \mu$ to the left-hand side. To complete the proof of the bound for $Z^{-1} \text{div} \mathcal{g}^\# + \Delta Z^{-1} \mu$, it remains only for us to bound the magnitude of the commutator term $[Z^{-1}, \Delta] \mu$ by the product of $(1 + t)^{-1}$ and the right-hand side of (16.13b). To this end, we use the estimate (12.98) with $N - 1$ in the role of $N$ and $\mu - 1$ in the role of $f$ and inequality (12.129a).

We now prove the bound (16.13b) for $\mathcal{L}^{N_1}_\mathcal{g}^\# \mathcal{g}^\#(R)_{\pi L R} + \mathcal{g}^\# Z^{-1} \mathcal{R} \mu$. We apply $\mathcal{L}^{N_1}_\mathcal{g}^\#$ to the right-hand side of (7.5c). The quantity we must estimate is $-\mathcal{L}^{N_1}_\mathcal{g}^\# \mathcal{R} \mu$. From Lemma 8.6 and the Leibniz rule, it follows that this quantity is equal to the principal term $-\mathcal{g}^\# Z^{-1} \mathcal{R} \mu$ plus an error term that is bounded in magnitude by

\begin{equation}
(16.16)
\lesssim \sum_{N_1 + N_2 \leq N - 1} \left| \mathcal{L}^{N_1}_\mathcal{g}^\# \right| \left| \mathcal{g}^\#_{N_2} \mathcal{R} \mu \right|.
\end{equation}

We bring the principal term over to the left-hand side. To complete the proof, we need to show that the right-hand side of (16.16) is $\lesssim$ the right-hand side of (16.13b). To deduce the desired bound, we use the estimates (12.61a), (12.61b), (12.47a), and (12.129a).

Finally, we prove (16.13b) for the term $\mathcal{L}^{N_1}_\mathcal{g}^\# \mathcal{g}^\#(R)_{\pi L R} + \mathcal{g}^\# Z^{-1} \mathcal{R} \chi^{(\text{Small})}$. We apply $\mathcal{L}^{N_1}_\mathcal{g}^\#$ to the double $\mathcal{g}$-dual of the right-hand side of (7.5b). We begin by addressing the first term, which is the difficult one: $-2 \mathcal{L}^{N_1}_\mathcal{g}^\# \nabla \mu \{ \mu (\mathcal{g}^{-1}) AC (\mathcal{g}^{-1}) BD \chi^{(\text{Small})} \}$. When all derivatives fall on $(\mathcal{g}^{-1}) BD \chi^{(\text{Small})}$, we use (12.129a) and the second inequality in (15.28) to rewrite it as the principal term $-\mu \mathcal{g}^\# Z^{-1} \nabla \chi^{(\text{Small})}$ plus an error term with magnitude $\lesssim$ the product of $(1 + t)^{-1}$ and the right-hand side of (16.13b). We bring the principal term over to the left-hand side. Using Lemma 8.6 we see that the remaining terms arising from the Leibniz expansion of
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\[-2F^{N-1} B \left\{ \mu(g^{-1})^{AC}(g^{-1})_{BD} X_C D \right\} \] are bounded in magnitude by

\[
(16.17) \lesssim \sum_{N_1 + N_2 + N_3 + N_4 \leq N-1} \left| L_{N_1} \mu \right| \left| L_{N_2} \hat{g}^{-1} \right| \left| L_{N_3} \hat{g}^{-1} \right| \left| L_{N_4} \hat{\nabla}(\text{Small}) \right| \\
+ \sum_{N_1 + N_2 + N_3 + N_4 \leq N-1} \left| \partial L_{N_1} \mu \right| \left| L_{N_2} \hat{g}^{-1} \right| \left| L_{N_3} \hat{g}^{-1} \right| \left| L_{N_4} \hat{\nabla}(\text{Small}) \right|.
\]

Using inequalities \((12.47a)\) and \((12.49)\), the estimates \((12.61a)\), \((12.61b)\), \((12.68a)\), and \((12.129a)\), the commutator estimate \((12.93)\) with \(\xi = \hat{\chi}^{(\text{Small})}\), and \((12.103)\) with \(\xi = \hat{\chi}^{(\text{Small})}\), we deduce that the right-hand side of \((16.17)\) is \(\lesssim\) the product of \((1 + t)^{-1}\) and the right-hand side of \((16.13b)\) as desired. To complete the proof, it remains for us to show that the \(L_{N_1} \hat{\nabla}\) derivatives of the double \(\hat{g}^{-1}\)-dual of the remaining terms on the right-hand side of \((7.5)\) have magnitudes that are \(\lesssim\) the product of \((1 + t)^{-1}\) and the right-hand side of \((16.13b)\). To this end, we let \(\hat{\xi}##\) denote the remaining terms, which correspond to a symmetric type \((\hat{\chi}^{(\text{Small})}\otimes S_{1,s})\) of the schematic form \(\xi := G_{(\text{Frame})} \otimes \begin{pmatrix} \mu L \psi \\ \hat{R} \psi \\ \mu \partial \psi \end{pmatrix}\). We now note that a similar proof to that of \((16.14a)\) and \((16.14b)\) yields that \(\hat{\xi}\) verifies the bounds \((16.14a)\) and \((16.14b)\). We now recall that our goal is to bound \(L_{N_1} \hat{\nabla}\) derivatives of \(\hat{\chi}##\) in magnitude by \(\lesssim\) the product of \((1 + t)^{-1}\) and the right-hand side of \((16.18b)\). To proceed, we use the Leibniz rule to deduce that inequality \((16.15)\) holds with \(L_{N_1} \hat{\nabla}\) in place of \(\hat{\chi}##\) on the left-hand side and \(\xi\) in place of \(\hat{\xi}\) on the right-hand side. Finally, to bound the right-hand side of \((16.15)\) by \(\lesssim\) the product of \((1 + t)^{-1}\) and the right-hand side of \((16.18b)\), we use the estimates \((12.49)\), \((12.61a)\), \((12.61b)\), \((12.93)\), \((12.103)\), and the aforementioned bounds \((16.14a)\) and \((16.14b)\).

\[\square\]

**Lemma 16.8** (Identification of the important top-order terms in the derivatives of \((O(t))\)). Let \(1 \leq N \leq 24\) be an integer. Under the small-data and bootstrap assumptions of Sects. \(12.1\) to \(12.4\), if \(\varepsilon\) is sufficiently small, then the following estimates hold on \(\mathcal{M}_{T_{(\text{Bootstrap})}} U_0\):

\[
(16.18a) \quad \left| \mathcal{F}^{N-1} L_R (O(t))_{\#} L + (\mathcal{F}^{2\#} \mathcal{F}^{N-1} \mu) : O(t) \right|, \\
\left| \mathcal{F}^{N-1} \hat{R} (O(t))_{\#} L - 2R_{(t)} \Delta \mathcal{F}^{N-1} \mu \right| \\
\left| \left( \begin{array}{c} \vartheta L \mathcal{F} \leq N \psi \\ \hat{R} \mathcal{F} \leq N \psi \\ \vartheta \mathcal{F} \leq N \psi \\ \mathcal{F} \leq N \psi \end{array} \right) \right| + \frac{1}{1 + t} \left( \sum_{a=1}^{3} \theta \mathcal{F} \leq N \mu - 1 \sum_{a=1}^{3} \theta \mathcal{F} \leq N \mathcal{L}_{(\text{Small})}^a \right),
\]
(16.18b)

\[
(1 + t) \left| \mathcal{L}^{N-1} \frac{\partial y^{(O(t))}}{\partial t} \mathcal{L}^{N-1} \mathfrak{t} g \mathcal{X}_{(Small)} + O(t) \right|,
\]

\[
(1 + t) \ln(\epsilon + t) \mathcal{L}^{N-1} \frac{\partial y^{(O(t))}}{\partial t} \mathcal{L}^{N-1} \mathfrak{t} g \mathcal{X}_{(Small)} + O(t),
\]

\[
\left(1 + t\right) \ln(\epsilon + t) \mathcal{L}^{N-1} \frac{\partial y^{(O(t))}}{\partial t} \mathcal{L}^{N-1} \mathfrak{t} g \mathcal{X}_{(Small)} + O(t) + (\nabla^2 g \mathcal{L}^{N-1} \mu) \cdot O(t),
\]

\[
(1 + t) \left| \mathcal{L}^{N-1} \frac{\partial y^{(O(t))}}{\partial t} \mathcal{L}^{N-1} \mathfrak{t} g \mathcal{X}_{(Small)} \right|.
\]

\[
\lambda \left( \begin{array}{c}
(\partial L) \mathcal{L}^{\leq N} \Psi \\
R \mathcal{L}^{\leq N} \Psi \\
\partial L^{\leq N} \Psi \\
\mathcal{L}^{\leq N} \Psi
\end{array} \right) + \frac{1}{1 + t} \left( \begin{array}{c}
\partial L^{\leq N} (\mu - 1) \\
\sum_{n=1}^{3} \partial L^{\leq N} L_{(Small)}^n
\end{array} \right).
\]

**PROOF.** We first prove (16.18a) for \( \mathcal{L}^{N-1} \mathfrak{t} g \mathcal{X}_{(Small)} + (\nabla^2 g \mathcal{L}^{N-1} \mu) \cdot O(t) \). We apply \( \mathcal{L}^{N-1} \mathfrak{t} g \) to the \( \hat{y} \)-dual of the right-hand side of (7.81). We begin by addressing the first term, which is the difficult one: \(-\mathcal{L}^{N-1} \mathfrak{t} g \mathcal{X}_{(Small)} \). When all derivatives fall on \( \mathfrak{t} \mathcal{X}_{(Small)} \), we use (12.35a) and the first inequality in (15.1) to rewrite this term as the principal eikonal function term \(-\mathfrak{t} g \mathcal{X}_{(Small)} \). We apply (12.61a), (12.61b), and (12.71a) to the right-hand side of (16.18a). The remaining terms arising in the Leibniz expansion of \(-\mathcal{L}^{N-1} \mathfrak{t} g \mathcal{X}_{(Small)} \) are bounded in magnitude by

\[
(16.19)
\]

\[
\lesssim \sum_{N_1 + N_2 + N_3 \leq N} \left( \mathcal{L}^{N-1} \mathfrak{t} g \mathcal{X}_{(Small)} \right) \left( \mathcal{L}^{N-1} O(t) \right).
\]

From the estimates (12.61a), (12.61b), (12.68a), (12.71a), (12.71b), and (12.129a), we conclude that the right-hand side of (16.19) is \( \lesssim \) the right-hand side of (16.18a) as desired. To bound the first term \( \mathcal{L}^{N-1} \mathfrak{t} g \mathcal{X}_{(Small)} \), we use the estimates (12.55), (12.29a), (12.29b), (12.59a), (12.59b), (12.61a), (12.61b), (12.71a), and (12.71b) and the bootstrap assumptions (BAP). To bound the second term \( \mathcal{L}^{N-1} \mathfrak{t} g \mathcal{X}_{(Small)} \mu \), we use the estimates (12.55), (12.58a), (12.58b), (12.61a), (12.61b), (12.129a), and the bootstrap assumptions (BAP).

We now prove (16.18a) for \( \mathcal{L}^{N-1} \mathfrak{t} g \mathcal{X}_{(Small)} \). We apply (12.29b) and the third inequality in (15.1) to rewrite this term as the principal term \( 2\mathfrak{t} g \mathcal{X}_{(Small)} \) plus an error term with
magnitude \lesssim \text{ the right-hand side of (16.18a). We then bring the principal term over to the left-hand side. To complete the proof, it remains for us to show that the } X^{-1}R \text{ derivatives of the remaining terms on the right-hand side of (7.8e) have magnitudes that are } \lesssim \text{ the right-hand side of (16.18a). To bound the remaining terms arising from the Leibniz expansion of } 2X^{-1}R(p(t)\nabla \chi^{\text{(Small)}}, \text{ we use inequalities (12.29a), (12.29b), (12.68a), and (12.129a). To bound the magnitude of the term } X^{-1}R \left( \frac{\partial p(t)}{\partial x} \right) \text{ arising from the right-hand side of (16.18a) by the right-hand side of (7.9d), we use the estimates (12.58a), (12.58b), (12.61a), (7.9a). Hence, the analysis in the previous paragraph yields the desired bound. We now prove (16.18b) for } X^{-1}\nabla(\chi^{\text{(Small)}}, X^{-1}\nabla \chi^{\text{(Small)}}) + p(t)\Delta X^{-1}\mu. \text{ We apply } X^{-1}\nabla \text{ to the } \delta^- \text{-dual of (7.8e) and apply the Leibniz rule to the terms on the right-hand side. We begin by addressing the first term, which is the difficult one: } X^{-1}\nabla_A \left\{ \mu(\nabla^-)^{AB} \chi^{\text{(Small)}}_{BC} O_{(t)} \right\}. \text{ When all derivatives fall on } (\nabla^-)^{AB}, \text{ we use (12.35a), (12.129a), and the first inequality in (15.28) to deduce that this term is equal to the principal term } \mu O_{(t)} X^{-1}\nabla \chi^{\text{(Small)}} \text{ plus an error term with magnitude } \lesssim \text{ the product of } \ln(e + t)(1 + t)^{-1} \text{ and the right-hand side of (16.18b). We move the principal term to the left-hand side. From the Leibniz rule and the fact that } \nabla O_{(t)} = \delta^- \cdot \nabla O_{(t)}, \text{ where } O_{(t)}, \text{ is the } \delta^- \text{-dual of } O_{(t)}, \text{ we deduce that the remaining terms arising in the Leibniz expansion of } X^{-1}\nabla_A \left\{ \mu(\nabla^-)^{AB} \chi^{\text{(Small)}}_{BC} O_{(t)} \right\} \text{ are bounded in magnitude as follows:}

\begin{align}
(16.20) \lesssim \sum_{N_1 + N_2 + N_3 + N_4 \leq N - 1} \left| \varepsilon_{N_2}^N \right| \left| \varepsilon_{N_2}^{N_3} \delta^- \right| \left| \varepsilon_{N_2}^{N_3} \nabla \chi^{\text{(Small)}} \right| \left| \varepsilon_{N_2}^{N_3} O_{(t)} \right| \\
+ \sum_{N_1 + N_2 + N_3 + N_4 \leq N - 2} \left| \delta \varepsilon_{N_2}^{N_3} \mu \right| \left| \varepsilon_{N_2}^{N_3} \delta^- \right| \left| \varepsilon_{N_2}^{N_3} \chi^{\text{(Small)}} \right| \left| \varepsilon_{N_2}^{N_3} O_{(t)} \right| \\
+ \sum_{N_1 + N_2 + N_3 + N_4 + N_5 \leq N - 1} \left| \varepsilon_{N_2}^{N_3} \mu \right| \left| \varepsilon_{N_2}^{N_3} \delta^- \right| \left| \varepsilon_{N_2}^{N_3} \chi^{\text{(Small)}} \right| \left| \varepsilon_{N_2}^{N_3} \nabla O_{(t)} \right|.
\end{align}

Using inequalities (12.61a), (12.61b), (12.71a), (12.71b), (12.68a), (12.47a), (12.48), (12.49), (12.129a), and (12.93), we deduce that the right-hand side of (16.20) is \lesssim \text{ the product of } \ln(e + t)(1 + t)^{-1} \text{ and the right-hand side of (16.18b) as desired. We now address the estimates corresponding to the second term on the right-hand side of (7.8e), that is, corresponding to } X^{-1} \left\{ p(t)\Delta \mu + (\delta \cdot p(t)) \cdot \delta \mu \right\}. \text{ Using Lemma 8.6 we see that these terms are equal to the principal term } p(t)\Delta X^{-1}\mu,
which we move to the left, plus an error term with magnitude

\[
\text{(16.21)} \quad \lesssim |\rho_{(t)}| \left| I\Phi^{N-1} \Delta \mu \right| + \sum_{N_1 + N_2 \leq N-1} \left| \phi^{N_1} \rho_{(t)} \right| \left| \phi^{N_2} \Delta \mu \right| \\
+ \sum_{N_1 + N_2 + N_3 \leq N-1} \left| \phi^{N_1} \right| \left| \phi^{N_2} \rho_{(t)} \right| \left| \phi^{N_3} \Delta \mu \right|.
\]

Using inequalities (12.47a) and (12.47c), the estimates (12.29a), (12.29b), (12.61a), (12.61b), (12.129a), and the commutator estimate (12.98) with \( \mu - 1 \) in the role of \( f \) and \( N_2 \) in the role of \( N \), we deduce that the right-hand side of (16.18b) is \( \lesssim \) the product of \( \ln(e + t)(1 + t)^{-1} \) and the right-hand side of (16.18b). To complete the proof, it remains for us to show that the \( \Phi^{N-1} \Phi^\dag \) derivatives of the remaining terms on the right-hand side of (7.8c) have magnitudes that are \( \lesssim \) the product of \( \ln(e + t)(1 + t)^{-1} \) and the right-hand side of (16.18b). To this end, we let \( \xi^\dag \) denote the remaining terms, which are the \( \Phi^\dag \)-dual of the last three (schematically written) terms on the right-hand side of (16.18b). We denote these schematic terms by \( \xi \). Our goal is to bound \( \Phi^{N-1} \Phi^\dag \xi^\dag \). To this end, we first use the Leibniz rule to deduce that inequality (16.15) holds in the present context. Next, we note that the argument given in the discussion following equation (12.77) implies that

\[
\text{(16.22)} \quad \left| \Phi^{\leq N} \xi \right| \lesssim \ln(e + t) \left( \begin{array}{c}
\partial L \Phi^{\leq N} \Psi \\
\hat{R} \Phi^{\leq N} \Psi \\
\Phi^{\leq N} \Psi
\end{array} \right) + \ln(e + t) \left( \begin{array}{c}
\Phi^{\leq N} (\mu - 1) \\
\sum_{a=1}^{3} g_{\mu}^a \Phi^{\leq N} L^a_{(S_{small})}
\end{array} \right),
\]

\[
\text{(16.23)} \quad \left\| \Phi^{\leq 12} \xi \right\|_{C^0(\Sigma^T)} \lesssim \frac{\ln^2(e + t)}{1 + t}.
\]

From (12.48), (12.61a), (12.61b), (16.22), and (16.23), we deduce that the first sum on the right-hand side of (16.15) is \( \lesssim \) the product of \( \ln(e + t)(1 + t)^{-1} \) and the right-hand side of (16.18b) as desired. To show that the second sum on the right-hand side of (16.15) is \( \lesssim \) the product of \( \ln(e + t)(1 + t)^{-1} \) and the right-hand side of (16.18b), we combine similar reasoning with the commutator estimate (12.93), where \( N_2 \) is in the role of \( N \).

The proof of the estimate (16.18b) for the term \( \Phi^{N-1} \Phi^\dag \Phi^{(O(t))} \Phi^\dag + O(1) \Phi^{N-1} \Phi^\dag \Phi^{(S_{small})} \) is similar to the one for \( \Phi^{N-1} \Phi^\dag \Phi^{(O(t))} \Phi^\dag + O(1) \Phi^{N-1} \Phi^\dag \Phi^{(S_{small})} \), but easier because the terms have a similar but slightly simpler structure. We apply \( \Phi^{N-1} \Phi^\dag \) to the \( \Phi^\dag \)-dual of right-hand side of (7.8c) and argue as in the previous paragraph; we omit the details.

We now prove the estimate (16.18b) for \( \Phi^{N-1} \Phi^\dag \Phi^{(O(t))} \Phi^\dag + O(1) \Phi^{N-1} \Phi^\dag \Phi^{(S_{small})} \). We apply \( \Phi^{N-1} \Phi^\dag \) to (7.8c). The quantity we must estimate is \( -\Phi^{N-1} \Phi^\dag \left\{ O(1) \right\} \). When all derivatives fall on \( \mu \), we obtain the principal eikonal function term \( -\Phi^{N-1} \Phi^\dag \left\{ O(1) \right\} \) plus the commutator term \( \left\{ \Phi^{N-1} \right\} \Phi^\dag \left\{ O(1) \right\} \). We move the principal term to the left-hand side. To bound the commutator term by \( \lesssim \) the right-hand side of (16.18b), we use inequality (12.96) with \( \mu - 1 \) in the role of \( f \) and \( N - 1 \) in the role of \( N \) and the estimates (12.35a) and (12.129a). From the Leibniz rule, Lemma 8.6, and the fact that \( \nabla O(t) = \Phi^\dag \cdot \nabla O(t) \), where \( O(t) \) is the \( \Phi^\dag \)-dual
of $O(l)$, we deduce that the remaining terms arising in the Leibniz expansion of $-\mathcal{L}_{x}^{N-1} \Phi \{O(l) \cdot \Phi \mu \}$ are bounded in magnitude as follows:

\begin{equation}
(16.24) \lesssim \sum_{N_{1}+N_{2}+N_{3} \leq N-1} \left| \mathcal{L}_{x}^{N_{1}} \Phi^{-1} \right| \left| \mathcal{L}_{x}^{N_{2}} O(l) \right| \left| \mathcal{L}_{x}^{N_{3}} \nabla^{2} \mu \right|
+ \sum_{N_{1}+N_{2}+N_{3}+N_{4} \leq N-1} \left| \mathcal{L}_{x}^{N_{1}} \Phi^{-1} \right| \left| \mathcal{L}_{x}^{N_{2}} \Phi^{-1} \right| \left| \mathcal{L}_{x}^{N_{3}} \nabla O(l) \right| \left| \Phi^{N_{4}} \mu \right|.
\end{equation}

Using inequalities (12.47a), (12.47b), (12.48), (12.61a), (12.61b), (12.71a), (12.71b), (12.93), (12.96), and (12.129a), we deduce that the right-hand side of (16.24) is $\lesssim$ the right-hand side of (16.18b) as desired.

We now prove the estimate (16.18b) for $\mathcal{L}_{x}^{N-1} \Phi \{O(l) \# - \rho(l) \# \Phi^{N-1} \text{tr} \chi^{(Small)} \}$. We apply $\mathcal{L}_{x}^{N-1} \Phi$ to the double $\Phi$—dual of (7.81) and apply the Leibniz rule to the terms on the right-hand side. We begin by addressing the first term, which is the difficult one: $2 \mathcal{L}_{x}^{N-1} \Phi \{ \rho(l) (\Phi^{-1})^{AC}(\Phi^{-1})^{BD} \chi^{(Small)} \}$. When all derivatives fall on $(\Phi^{-1})^{BD} \chi^{(Small)}$, we use (12.29a) and the second inequality in (15.28) to rewrite this term as the principal eikonal function term $\rho(l) (\Phi^{-1})^{AC} (\Phi^{-1})^{BD} \chi^{(Small)}$ plus an error term with magnitude $\lesssim$ the product of $(1+t)^{-1}$ and the right-hand side of (16.18b). We move the principal term the left-hand side. Using Lemma 8.6 we see that the remaining terms arising from the Leibniz expansion of $2 \mathcal{L}_{x}^{N-1} \Phi \{ (\Phi^{-1})^{AC} (\Phi^{-1})^{BD} \rho(l) \chi^{(Small)} \} \}$ are bounded in magnitude as follows:

\begin{equation}
(16.25) \lesssim \sum_{N_{1}+N_{2}+N_{3}+N_{4} \leq N-1} \left| \mathcal{L}_{x}^{N_{1}} \rho(l) \right| \left| \mathcal{L}_{x}^{N_{2}} \Phi^{-1} \right| \left| \mathcal{L}_{x}^{N_{3}} \Phi^{-1} \right| \left| \mathcal{L}_{x}^{N_{4}} \chi^{(Small)} \right|
+ \sum_{N_{1}+N_{2}+N_{3}+N_{4} \leq N-1} \left| \Phi \mathcal{L}_{x}^{N_{1}} \rho(l) \right| \left| \mathcal{L}_{x}^{N_{2}} \Phi^{-1} \right| \left| \mathcal{L}_{x}^{N_{3}} \Phi^{-1} \right| \left| \mathcal{L}_{x}^{N_{4}} \chi^{(Small)} \right|.
\end{equation}

Using inequalities (12.47a) and (12.49), the estimates (12.29a), (12.29b), (12.61a), (12.61b), (12.68a), and (12.129a), the commutator estimate (12.93) with $\xi = \chi^{(Small)}$ and $N_{4}$ in the role of $N$, and (12.103) with $\xi = \chi^{(Small)}$, we deduce that the right-hand side of (16.25) is $\lesssim$ the product of $(1+t)^{-1}$ and the right-hand side of (16.18b) as desired. To complete the proof, it remains for us to show that the $\mathcal{L}_{x}^{N} \Phi \{ (\Phi^{-1})^{AC} (\Phi^{-1})^{BD} \rho(l) \chi^{(Small)} \} \}$ to (16.18b). To this end, we let $\xi^{\#}$ denote the remaining terms, which are the double $\Phi$—dual of the terms in equation (7.9c). Note that we have the following schematic relation for the symmetric type $(\phi_{2})$ $S_{t,u}$ tensorfield $\xi$ corresponding to the terms $\xi^{\#}$ under consideration:

\begin{equation}
(16.26) \xi = G(\text{Frame}) \otimes \left( \begin{array}{c} O(l) \\ \rho(l) \end{array} \right) \left( \begin{array}{c} L_{\Psi} \\ \rho_{\Psi} \end{array} \right) + f(\Psi)\Psi dx \otimes dx.
\end{equation}
We claim that the following bounds hold:

\[(16.27) \quad \left\| L_N^{\leq N} \xi \right\| \lesssim \left\| \left( \frac{\partial L}{\partial t} \chi^{\leq N} \Psi \right) \right\| + \frac{1}{(1+t)^2} \left\| \left( \sum_{a=1}^3 \theta \left| \chi^{\leq N} L^a_{(Small)} \right| \right) \right\|, \]

\[(16.28) \quad \left\| L_N^{\leq N} \xi \right\|_{C^0(\Sigma_t^N)} \lesssim \frac{\varepsilon}{1+t}. \]

To prove (16.27), we apply \( L_N^{\leq N} \) to \( \xi \) and apply the Leibniz rule. We bound the terms \( L_N^{\leq N} G_{(Frame)} \) with the estimates of Lemma 12.25. We bound the terms \( \left( L_N^{\leq N} \Psi \right) \) with Lemma 12.23 and the bootstrap assumptions \( \text{BA} \). We bound the terms \( L_N^{\leq N} f(\Psi) \) by using the bootstrap assumptions \( \text{BA} \) to deduce that \( \left| L_N^{\leq N} f(\Psi) \right| \lesssim \left| \chi^{\leq N} \Psi \right| + 1 \). We bound the terms \( L_N^{\leq N} \xi \) with (12.49), (12.61a), (12.61b), (16.29), and (12.29a). We bound the terms \( L_N^{\leq N} \rho \) with (12.71a) and (12.71b). In total, these estimates yield the desired bound (16.27). The bound (16.28) then follows from (16.27), (16.29), and the bootstrap assumptions \( \text{BA} \). We now recall that our goal is to bound \( L_N^{\leq N} \text{div \xi} \) in magnitude by \( \lesssim \) the product of \( (1+t)^{-1} \) and the right-hand side of (16.18b). To proceed, we use the Leibniz rule to deduce that

\[(16.29) \quad \left| L_N^{\leq N} \text{div \xi} \right| \lesssim \sum_{N_1+N_2+N_3 \leq N-1} \left| L_N^{N_1} \chi^{\leq N} \right| \left| L_N^{N_2} \chi^{\leq N} \right| \left| \nabla L_N^{N_3} \xi \right| + \sum_{N_1+N_2+N_3 \leq N-1} \left| L_N^{N_1} \chi^{\leq N} \right| \left| L_N^{N_2} \chi^{\leq N} \right| \left| \left( \nabla L_N^{N_3} \xi \right) \right|.
\]

Finally, to bound the right-hand side of (16.29) by \( \lesssim \) the product of \( (1+t)^{-1} \) and the right-hand side of (16.18b), we use the estimates (12.49), (12.61a), (12.61b), (12.103), (16.27), and (16.28).

**Lemma 16.9** (Identification of the important top-order terms in the derivatives of \( (\chi)(\Psi) \)). Let \( 1 \leq N \leq 24 \) be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1.12.4, if \( \varepsilon \) is sufficiently small, then the following estimates hold on \( M_{\text{Bootstrap}}; U_0^\varepsilon \):

\[(16.30a) \quad \left| \chi^{\leq N} \text{div \xi} \right| \lesssim \left( \left( \frac{\partial L}{\partial t} \chi^{\leq N} \Psi \right) \right) + \frac{1}{1+t} \left( \left( \sum_{a=1}^3 \theta \left| \chi^{\leq N} L^a_{(Small)} \right| \right) \right), \]
\begin{equation}
\left| e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right) \right|, \nonumber
\end{equation}

\begin{equation}
\left| e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right) - g \Delta e^{N-1}_{AR} \right|, \nonumber
\end{equation}

(1 + t) \left| e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right) - g \Delta e^{N-1}_{AR} \right|

\begin{align}
\lesssim & \left| \frac{\partial L e^{N} \Psi}{\partial N} \right| \nonumber
+ \sum_{N_1 + N_2 \leq N} \left| e^{N_1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right) \right| \\
& + \left( 1 + t \right) \left| \sum_{N_1 + N_2 \leq N} \left( e^{N_1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right) \right) \right|.
\end{align}

**Proof.** We first prove (16.30a). From (7.7g), we see that we have to estimate $2 \Delta e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right)$. When all derivatives fall on $\mathbf{d}^{\#} \left( g \left( L \right) \right)$, we use the third inequality in (15.1) to rewrite this term as the principal eikonal function term $2 \Delta e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right)$ plus an error term with magnitude $\lesssim$ the right-hand side of (16.30a). We move the principal term to the left-hand side. We claim that the remaining terms arising in the Leibniz expansion of $2 \Delta e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right)$ are error terms that are bounded in magnitude by the right-hand side of (16.30a). To this end, we let $g \left( L \right)$. When all derivatives fall on $\mathbf{d}^{\#} \left( g \left( L \right) \right)$, we use (12.61a), (12.61b), (12.129a), and (12.129b). We now prove (16.30b) for $\left| e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right) \right|$. We apply $\left| e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right) \right|$ to the terms to the right of the first equality in (7.7c). From the Leibniz rule, Lemma 8.6 (12.7b), and (12.47a), we deduce that the terms of interest are bounded in magnitude by

\begin{equation}
\lesssim \sum_{N_1 + N_2 \leq N} \left| e^{N_1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right) \right| \\
+ \left( 1 + t \right) \sum_{N_1 + N_2 \leq N} \left| e^{N_1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right) \right|.
\end{equation}

To bound the right-hand side of (16.31) by $\lesssim$ the right-hand side of (16.30b), we use (12.61a), (12.61b), (12.129a), and (12.129b). We now prove (16.30b) for $\Delta e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right)$. We apply $\Delta e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right)$ to the $\mathbf{d}^{\#}$ of the right-hand side of (7.7c). We begin by addressing the first term, which is the difficult one: $\Delta e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right)$. By the Leibniz rule and (12.7b), we see that this term is equal to the principal eikonal function term $\Delta e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right)$ plus an error term that is bounded in magnitude by

\begin{equation}
\lesssim (1 + t) \left| \Delta e^{N-1}_{AR} \mathbf{d}^{\#} \left( g \left( L \right) \right) \right|.
\end{equation}

From inequalities (12.47a) and (12.47c), the commutator estimate (12.98) with $N-1$ in the role of $N$ and $\mu$ in the role of $\Delta$, and the estimate (12.129a), we deduce that the right-hand side of (16.32) is $\lesssim$ the right-hand side of (16.30b). We then bring the principal term over to the left-hand side. To complete the proof, it remains for us to show that the $\Delta e^{N-1}_{AR} \mathbf{d}^{\#}$ derivatives of the remaining terms on the right-hand side of (7.7c) have magnitudes that are $\lesssim$ the right-hand side of (16.30b). To this end, we let $\mathbf{d}^{\#}$ denote the remaining terms, which are the $\mathbf{d}^{\#}$ of an $S_{t,u}$ one-form of the schematic form $\xi := \mathbf{d}^{\#} \left( g \left( L \right) \right)$.
claim that \( \xi \) verifies the following bounds:

\[
(16.33) \quad \| \mathcal{L}^N \xi \| \lesssim \left( \left( \frac{\partial L \mathcal{L}^N \Psi}{\mathcal{L} \mathcal{L}^N \Psi} \right) \right) + \frac{1}{1+t} \left( \left( \mathcal{L}^N (\mu - 1) \sum_{a=1}^{3} \mathcal{L} \mathcal{L}^N a \right) \right),
\]

\[
(16.34) \quad \| \mathcal{L}^{\leq 12} \xi \|_{C^0(\Sigma^t)} \lesssim \frac{1}{1+t}.
\]

To prove (16.33), we apply \( \mathcal{L}^N \xi \) to \( \xi \) and apply the Leibniz rule. We bound the terms \( \mathcal{L}^M \xi \) with (12.7b). We bound the terms \( \mathcal{L}^M G_{\text{Frame}} \) with the estimates of Lemma 12.25. We bound the terms \( \mathcal{L}^M \Psi \) with Lemma 12.23 and the bootstrap assumptions (BA). We bound the terms \( \mathcal{L}^M a \) with (12.129a). In total, these estimates yield the desired bound (16.33). The bound (16.34) then follows from (16.33), (12.129a), and the bootstrap assumptions (BA). We now recall that our goal is to bound \( \mathcal{L}^{N-1} \mathcal{L} \xi \) in magnitude by \( \lesssim \) the right-hand side of (16.18b). To proceed, we use the Leibniz rule to deduce that inequality (16.15) holds in the present context. Finally, to bound the right-hand side of (16.15) by \( \lesssim \) the right-hand side of (16.30b), we use the estimates (12.48), (12.61a), (12.61b), (12.93) with \( N_2 \) in the role of \( N \), (16.33), and (16.34).

Finally, we prove (16.30b) for the term \( \mathcal{L}^{N-1} \mathcal{L} \mathcal{L} \Psi \). We apply \( \mathcal{L}^{N-1} \mathcal{L} \Psi \) to the double \( \mathcal{L} \Psi \)–dual of the product on the right-hand side of (7.7f), that is, we apply \( \mathcal{L}^{N-1} \mathcal{L} \Psi \) to \( 2 \mathcal{L} (\mathcal{L}^{-1} AC (\mathcal{L}^{-1} BD) \mathcal{L} \Psi) \). We then apply the Leibniz rule. When all derivatives fall on \( (\mathcal{L}^{-1} AC (\mathcal{L}^{-1} BD) \mathcal{L} \Psi) \), we use the second inequality in (15.28) to deduce that the product is equal to the principal eigonal function term \( \mathcal{L}^{N-1} \mathcal{L} \Psi \) plus an error term that is bounded in magnitude by \( \lesssim (1+t)^{-1} \) times the right-hand side of (16.30b), as desired. Using (12.7b), we deduce that the remaining terms arising from the Leibniz expansion of \( \mathcal{L}^{N-1} \mathcal{L} \Psi \) \( \{ \mathcal{L} (\mathcal{L}^{-1} AC (\mathcal{L}^{-1} BD) \mathcal{L} \Psi) \} \) are bounded in magnitude as follows:

\[
(16.35) \quad \lesssim (1+t) \sum_{N_1+N_2+N_3 \leq N-1 \atop N_3 \leq N-2} \| \mathcal{L}^{N_1} \mathcal{L} \mathcal{L} \Psi \| \| \mathcal{L}^{N_2} \mathcal{L} \Psi \| \| \mathcal{L}^{N_3} \mathcal{L} \Psi \|.
\]

Using (12.49), (12.61a), (12.61b), (12.68a), (12.129a), and the commutator estimate (12.93) with \( \xi = \mathcal{L} \Psi \) and \( N_3 \) in the role of \( N \), we deduce that the right-hand side of (16.35) is \( \lesssim (1+t)^{-1} \) times the right-hand side of (16.30b), as desired.

\[
\square
\]

16.3. Crude pointwise estimates for the below-top-order derivatives of the deformation tensors of the commutation vectorfields

In Lemmas 16.10 and 16.11, we establish some rather crude pointwise estimates for the frame components of the deformation tensors that appear in the wave equation error terms (9.15) and (9.16) and their below-top-order derivatives.
The lemmas collectively show that there are no difficult terms present in the below-top-order derivatives of the frame components of \((Z)_\pi\) for \(Z \in \mathcal{Z}\). The quantities that we bound in Lemma 16.11 involve covariant angular differentiation. Hence, in proving the corresponding estimates, we use a few additional ingredients that are not needed in the proof of Lemma 16.10.

We now state and prove Lemma 16.10. From the point of view of proving our sharp classical lifespan theorem, the most important aspect of these estimates is that the quantities in (16.36b) can experience some logarithmic-in-time growth, whereas in (16.37b) do not.

**Lemma 16.10 (Crude pointwise estimates for the below-top-order derivatives of some frame components of \((Z)_\pi\)).** Let \(0 \leq N \leq 23\) be an integer and let \(Z \in \mathcal{Z}\). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \(\varepsilon\) is sufficiently small, then the following estimates hold on \(\mathcal{M}_{T_{\text{Bootstrap}}, U_0}\):

\[
\left\| \begin{bmatrix} \mathcal{L}^{N} Z_{\pi}^R \cr \mathcal{L}^{N} Z_{\pi}^R \cr \mathcal{L}^{N} (Z)_{\#}^R \end{bmatrix} \right\|_{\mathcal{C}^0(\Sigma_T)} \lesssim (1 + t) \left\| \begin{bmatrix} \mathcal{L}^{N} Z_{\pi}^R \cr \mathcal{L}^{N} Z_{\pi}^R \cr \mathcal{L}^{N} (Z)_{\#}^R \end{bmatrix} \right\|_{\mathcal{C}^0(\Sigma_T)}
\]

(16.36a)

\[
\left\| \begin{bmatrix} \mathcal{L}^{1} Z_{\pi}^R \cr \mathcal{L}^{1} Z_{\pi}^R \cr \mathcal{L}^{1} (Z)_{\#}^R \end{bmatrix} \right\|_{\mathcal{C}^0(\Sigma_T)} \lesssim \ln(\varepsilon + t).
\]

(16.36b)

\[
\left\| \begin{bmatrix} \mathcal{L}^{N} Z_{\pi}^R \cr \mathcal{L}^{N} Z_{\pi}^R \cr \mathcal{L}^{N} (Z)_{\#}^R \end{bmatrix} \right\|_{\mathcal{C}^0(\Sigma_T)} \lesssim \ln(\varepsilon + t),
\]

(16.37a)

\[
\left\| \begin{bmatrix} \mathcal{L}^{N} Z_{\pi}^R \cr \mathcal{L}^{N} Z_{\pi}^R \cr \mathcal{L}^{N} (Z)_{\#}^R \end{bmatrix} \right\|_{\mathcal{C}^0(\Sigma_T)} \lesssim \ln(\varepsilon + t),
\]

(16.37b)

\[
\left( \begin{bmatrix} \mathcal{L}^{11} Z_{\pi}^R \cr \mathcal{L}^{11} Z_{\pi}^R \cr \mathcal{L}^{11} (Z)_{\#}^R \end{bmatrix} \right) \right\|_{\mathcal{C}^0(\Sigma_T)} \lesssim 1.
\]

Proof. The desired estimates for \(\mathcal{L}^{N} Z_{\pi}^R\) have already been established in Lemma 12.26 and Lemma 12.32. The desired estimates for \(\mathcal{L}^{N} (Z)_{\#}^R\) then follow from these bounds together with Lemma 12.26, 12.103, 12.129a, and the bootstrap assumptions \(\text{BA}\). The desired estimates (16.36a) for \((Z)_{\#}^R\) follow easily from the identities (7.7b), (7.5e), (7.7b), (7.7c), (7.7e), (7.8b), and (7.8c) and the estimates (12.7b), (12.7a), and (12.128b).
The desired estimates (16.36b) for \((Z)_L\) and \((Z)_R\) then follow from the
bounds (16.36a) and (12.129a), and the bootstrap assumptions \(BA\).

\(\square\)

**Lemma 16.11 (Pointwise estimates for the below-top-order derivatives of \((Z)_\pi\) involving at least one angular derivative).** Let 2 \(\leq N \leq 24\) be an
integer. Under the small-data and bootstrap assumptions of Sects. 12.1, 12.4 if \(\varepsilon\) is
sufficiently small, then the following estimates hold on \(\mathcal{M}_{(\text{Bootstrap}), U_0}^\text{Z}\):

\[
(16.38a) \quad \lVert Z^{-2} \text{div}(R) \lVert_{L^2} \leq \varepsilon \ln(e + t) / (1 + t)^2.
\]

\[
(16.38b) \quad \lVert Z^{-2} \text{div}(O) \lVert_{L^2} \leq \varepsilon \ln(e + t) / (1 + t)^2.
\]

Furthermore, the following estimates hold on \(\mathcal{M}_{(\text{Bootstrap}), U_0}^\text{Z}\):

\[
(16.39a) \quad \lVert Z^{-2} \text{div}(e) \lVert_{L^2} \leq \varepsilon \ln(e + t) / (1 + t)^2.
\]

\[
(16.39b) \quad \lVert Z^{-2} \text{div}(O) \lVert_{L^2} \leq \varepsilon \ln(e + t) / (1 + t)^2.
\]

**Proof.** We first prove (16.38a) for \(Z^{-2} \text{div}(R) \lVert_{L^2}\). From inequality (16.13b)
with \(N - 1\) in the role of \(N\), we deduce that \(Z^{-2} \text{div}(R) \lVert_{L^2} \leq \lVert \Delta Z^{-2} \mu\)
plus error terms that are \(\leq\) the right-hand side of (16.38a) as desired. To bound
\(\lVert \Delta Z^{-2} \mu\) by \(\leq\) the right-hand side of (16.38a), we use inequalities (12.47a) and
(12.47c). The inequality (16.38a) for \(Z^{-2} \text{div}(O) \lVert_{L^2}\) follows similarly from the first
inequality in (16.18b) and the fact that \(\lVert O \lVert_{L^2} \text{tr}(X) \ll 1\), which follows from (12.68a).

The inequality (16.39a) for \(Z^{-2} \text{div}(e) \lVert_{L^2}\) follows similarly from the last
inequality in (16.30b) and the fact that \(\lVert e \lVert_{L^2} \text{tr}(X) \ll 1\), which follows from (12.47a) and
(12.68a). The inequality (16.39a) for \(Z^{-2} \text{div}(O) \lVert_{L^2}\) follows similarly from the last
inequality in (16.30b) and the fact that \(\lVert e \lVert_{L^2} \text{tr}(X) \ll 1\), which follows from (12.68a). The inequality (16.39a) for \(Z^{-2} \text{div}(e) \lVert_{L^2}\) follows similarly from the last
inequality in (16.30b) and the fact that \(\lVert e \lVert_{L^2} \text{tr}(X) \ll 1\), which follows from (12.68a).
16. POINTWISE ESTIMATES FOR THE EASY ERROR INTEGRANDS

from the last inequality in [16.18b], the bound for \(|d / #_Z |^{N-2} \triangledown X_{\text{Small}}|^2|\) mentioned just above, and the inequality \(|\rho_{(l)}| \lesssim \ln(e + t)| (\text{that is, } [12.29b]).

The estimate [16.38b] then follows from [16.38a], [12.129a], and the bootstrap assumptions \((\text{BA})_\Psi\). Similarly, the estimate [16.39b] then follows from [16.39a], [12.129a], and the bootstrap assumptions \((\text{BA})_\Psi\).

\(\square\)

16.4. Pointwise estimates for the top-order derivatives of the outgoing null derivative of the commutation vectorfield deformation tensors

In the next lemma, we establish pointwise estimates for the top-order derivatives of some deformation tensor components where one of the derivatives is in the direction \(L\). In contrast to the other top-order derivatives of the deformation tensors, top-order derivatives involving at least one \(L\) derivative are relatively easy to bound. In particular, to bound them in \(L^2\), we do not need to use the modified quantities of Chapter 11.

**Lemma 16.12** (Pointwise estimates for the top-order derivatives, involving an \(L\) derivative, of \((Z)^\pi\)). Let \(1 \leq N \leq 24\) be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \(\varepsilon\) is sufficiently small and \(Z \in \mathcal{Z}\) is a commutation vectorfield, then the following estimates hold on \(\mathcal{M}_{T(\text{Bootstrap}),U_0}\):

\[
\left\| \mathcal{L}^{N-\frac{1}{2}} Z \right\|_{C^0(\Sigma_T^\pi)} \lesssim \frac{1}{\varepsilon} \ln(e + t) + \frac{1}{(1 + t)^2} \left( \sum_{a=1}^3 \varepsilon \left\| \mathcal{L}_{L}^{N-\frac{1}{2}} Z \right\|_{C^0(\Sigma_T^\pi)} \right).
\]

Furthermore, the following estimates hold on \(\mathcal{M}_{T(\text{Bootstrap}),U_0}\):

\[
\left\| \mathcal{L}^{N-\frac{1}{2}} Z \right\|_{C^0(\Sigma_T^\pi)} \lesssim \frac{1}{\varepsilon} \ln(e + t) + \frac{1}{(1 + t)^2} \left( \sum_{a=1}^3 \varepsilon \left\| \mathcal{L}_{L}^{N-\frac{1}{2}} Z \right\|_{C^0(\Sigma_T^\pi)} \right).
\]
Finally, the following estimates hold on $\mathcal{M}_{T_{(Bootstrap)}, U_0}$:

\[(16.42a) \quad \|\mathcal{Z}^{-1} L \text{tr}_g(\mathcal{Z})\|^2 \lesssim 1 + \frac{1}{1 + t} \left( \left| \begin{array}{c} gL \mathcal{Z}^{\leq N} \Psi \\ \hat{R} \mathcal{Z}^{\leq N} \Psi \\ gA \mathcal{Z}^{\leq N} \Psi \\ \mathcal{Z}^{\leq N} \Psi \end{array} \right| \right) + 1 \cdot \frac{1}{(1 + t)^2} \left( \sum_{a=1}^{3} \mathcal{Z}^{\leq N} L^a_{(Small)} \right) + \ln(e + t) \left( \frac{1}{1 + t} \right)^2,\]

\[(16.42b) \quad \left\| \mathcal{Z}^{\leq 11} L \text{tr}_g(\mathcal{Z}) \right\|_{C^0(\Sigma_T)} \lesssim \ln(e + t) \left( \frac{1}{1 + t} \right)^2.\]

**Proof.** Once we have proved (16.40a), (16.41a), and (16.42a), the remaining estimates (16.40b), (16.41b), and (16.42b) then follow from (12.129a) and the bootstrap assumptions.

It remains for us to prove (16.40a), (16.41a), and (16.42a). The proofs are very similar to the proofs of the estimates for $\mathcal{Z}^{(Z)}\pi_{\mathcal{Z}}$, $\mathcal{Z}^{(Z)}\pi_{\mathcal{R}}$, $\mathcal{Z}^{(Z)}\pi_{\mathcal{A}}$, $\mathcal{Z}^{(Z)}\pi_{\mathcal{F}}$, $\mathcal{Z}^{(Z)}\pi_{\mathcal{F}}$, and $\mathcal{Z}^{(Z)}\pi_{\mathcal{F}}$ that we derived in Lemma 16.10 so we only highlight the three important differences. First, the relation $gL \in \mathcal{Z}$ and inequality (12.7b) together imply that the estimates (16.40a), (16.41a), and (16.42a), which involve the operator $\mathcal{Z}^{-1} L$, are better by a factor of $(1 + t)^{-1}$ than their counterpart estimates from Lemma 16.10. Second, and by far most importantly, the right-hand sides of the estimates (16.40a), (16.41a), and (16.42a) involve one fewer derivatives of $\mu$ and $L_{(Small)}$ compared to the corresponding estimates of Lemma 16.10. This crucially important fact essentially follows from inequality (12.128b), whose right-hand side involves one fewer derivatives of $L_{(Small)}$ compared to the number of derivatives that one would obtain by using (12.128a). Finally, unlike the estimate (16.36a), the right-hand side of the estimates (16.40a) and (16.41a) do not involve a constant “$+1$” type term. The reason is that the +1 term on the right-hand side of (16.36a) arises from the $2\mu = 2 + 2(\mu - 1)$ and $\mu = 1 + (\mu - 1)$ terms on the right-hand sides of (7.7b) and (7.7c); the constants are therefore annihilated by the $L$ derivative on the left-hand side of (16.40a). 

\[\square\]

### 16.5. Proof of Proposition 16.4

We now prove Prop. 16.4. Our goal is to analyze $\mathcal{Z}^{(Z)} \pi_{\mathcal{Z}}(\mathcal{J}^\alpha([\Psi]))$ for each of the 5 commutation vectorfields $Z \in \mathcal{Z} = \{ gL, \hat{R}, O_{(1)}, O_{(2)}, O_{(3)} \}$. To this end, we first use the identity (9.13) to decompose

\[\mu \mathcal{Z}^{(Z)} \pi_{\mathcal{Z}}([\Psi]) = \mathcal{H}_d^{(Z)}([\Psi]) + \mathcal{H}_c^{(Z)}([\Psi]) + \mathcal{H}_a^{(Z)}([\Psi]) + \mathcal{H}_b^{(Z)}([\Psi]) + \mathcal{H}_c^{(Z)}([\Psi]) + \mathcal{H}_d^{(Z)}([\Psi]).\]

We now separately analyze $\mathcal{Z}^{(Z)}$ applied to each of the above 7 terms. Throughout our analysis, we implicitly use the definition of Harmless terms; see Def. 16.2. We also point out that Remark 16.1 applies in some of the below analysis.
Analysis of $\mathcal{X}^{(Z)}_{(\pi-Danger)}[\Psi]$ We first consider the case $Z = O(1)$. We will show that

$\mathcal{X}^{(Z)}_{(\pi-Danger)}[\Psi] = (\tilde{R}\Psi)O(1) \mathcal{X}^{(\text{Small})} + \text{Harmless} \lesssim N$,

where $\mathcal{X}^{(O(1))}_{(\pi-Danger)}[\Psi]$ is defined by (9.14a). By the Leibniz rule, we have to bound the following terms:

(16.43) $- \left( \mathcal{X}^{N-1} \mathcal{N}(O(1)) \right) \tilde{R}\Psi - \sum_{N_1 + N_2 \leq N - 1} \left( \mathcal{X}^{N_1} \mathcal{N}(O(1)) \right) \mathcal{X}^{N_2} \tilde{R}\Psi$.

Using the first inequality in (16.18b) and the bootstrap assumption $\|\tilde{R}\Psi\|_{C^0(\Sigma_t^N)} \leq \varepsilon(1 + t)^{-1}$ (that is, $\text{BA}[\Psi]$), we deduce that the first term in (16.43) is equal to the top-order-eikonal function-containing product $(\tilde{R}\Psi)O(1) \mathcal{X}^{N-1} \mathcal{N}(\text{Small})$ plus a quadratic error term that is bounded in magnitude by (16.44)

$$
\lesssim \varepsilon \left\lfloor \frac{1}{(1 + t)^2} \left( \mathcal{X}^{N} \mathcal{N}(\Psi) \right) \left( \mathcal{X}^{N} \mathcal{N}(\Psi) \right) \right\rfloor + \varepsilon \left( \frac{1}{(1 + t)^2} \left( \sum_{n=1}^{3} \frac{1}{\mathcal{X}^{N}(\Psi)} \right) \right) ^{1} \text{Harmless} \lesssim N
$$

as desired. To bound the magnitude of the remaining sum in (16.43) by $\lesssim$ the right-hand side of (16.44), we use the second inequalities in (16.38a) and (16.38b) and the bootstrap assumptions $\text{BA}[\Psi]$.

Similarly, in the case $Z = \tilde{R}$, we use the first inequality in (16.13b) and the first inequalities in (16.38a) and (16.38b) to deduce that the analog of the expression (16.43) is equal to the top-order-eikonal function-containing product $(\tilde{R}\Psi)\Delta \mathcal{X}^{N-1} \mu$ plus a quadratic error term that is bounded in magnitude by (16.44).

In the case $Z = gL$, we have $(gL)(gL)^{\#} = 0$ (see (7.7d)) and the desired estimate is trivial.

Analysis of $\mathcal{X}^{(Z)}_{(\pi-Cancel-1)}[\Psi]$ We first consider the case $Z = O(1)$. We will show that

$\mathcal{X}^{(Z)}_{(\pi-Cancel-1)}[\Psi] = \text{Harmless} \lesssim N$,

where $\mathcal{X}^{(O(1))}_{(\pi-Cancel-1)}[\Psi]$ is defined by (9.14b). By the Leibniz rule, we have to analyze the following sum:

(16.45)

$$
\sum_{N_1 + N_2 + N_3 \leq N - 1} \left\{ \frac{1}{2} \mathcal{X}^{N_1} \mathcal{R}^{(O(1))} + \mathcal{N}(O(1)) \right\} \tilde{R}\Psi - \left( \mathcal{X}^{N_1} \mathcal{N}(\Psi) \right) \mathcal{X}^{N_2} \tilde{R}\Psi.
$$

From the second inequality in (16.18a) and the first two inequalities in (16.18b), we deduce that in the cases $N_3 = 0$, the terms $\rho^{(1)} \Delta \mathcal{X}^{N_1} \mu$ and $\mu^{(1)} \mathcal{X}^{N_1} \mathcal{N}(\Psi)$ (which are dangerous when $N_1 = N - 1$) cancel out of the terms in braces in (16.45),
leaving only error terms. Using in addition the estimate \( \mu \lesssim \ln(e + t) \) (that is, \((\ref{12.129a})\)), we deduce that

\[
\left\| \frac{1}{2} \mathcal{X} N_1 \tilde{R} \text{tr}_g (O(i)) \# \mathcal{X} N_1 \text{tr}_g (O(i)) \# \mathcal{X} N_1 \text{tr}_g (O(i)) \# \mathcal{X} N_1 \text{tr}_g (O(i)) \# - \mu \mathcal{X} N_1 \text{tr}_g (O(i)) \# \mathcal{X} N_1 \text{tr}_g (O(i)) \# \mathcal{X} N_1 \text{tr}_g (O(i)) \# \mathcal{X} N_1 \text{tr}_g (O(i)) \# \right\|_{C^0(\Sigma^i)}
\]

\[
\lesssim \left\| \left( \frac{\varrho L \mathcal{X} \leq N_1 + \mu}{\tilde{R} \mathcal{X} \leq N_1 + \mu} \right) + \frac{1}{1 + t} \left( \sum_{a=1}^{3} \varrho \mathcal{X} \leq N_1 + L^a_{(Small)} \right) \right\|.
\]

Furthermore, from \((\ref{16.46}), \ref{12.129a})\), and the bootstrap assumptions \((\text{BA}\Psi)\), we deduce that for \( N_1 \leq 11 \), we have

\[
\left\| \frac{1}{2} \mathcal{X} N_1 \tilde{R} \text{tr}_g (O(i)) \# - \mathcal{X} N_1 \text{tr}_g (O(i)) \# \mathcal{X} N_1 \text{tr}_g (O(i)) \# - \mu \mathcal{X} N_1 \text{tr}_g (O(i)) \# \mathcal{X} N_1 \text{tr}_g (O(i)) \# \right\|_{C^0(\Sigma^i)}
\]

\[
\lesssim \frac{\ln(e + t)}{1 + t}.
\]

From \((\ref{16.46}), \ref{16.47})\), Lemma \ref{12.23} and the bootstrap assumptions \((\text{BA}\Psi)\), we deduce that the terms in the sum \((\ref{16.45})\) with \( N_3 = 0 \) are \( \text{Harmless} \leq N \) as desired. To bound the remaining terms in \((\ref{16.45})\) (which have \( N_3 \geq 1 \)), we use Lemma \ref{12.23} \((\ref{16.38a}), \ref{16.38b}), \ref{12.129a})\), and the bootstrap assumptions \((\text{BA}\Psi)\) to bound them by

\[
\sum_{N_1 + N_2 + N_3 \leq N - 1, N_1, N_2 \leq N - 2} \left\| (\mathcal{X} N_3 \tilde{R} \mathcal{X} N_1 \text{tr}_g (O(i)) \#) \mathcal{X} N_2 L \Psi \right\|
\]```
```
from the analog of the terms in braces in (16.45), leaving only error terms. Hence, using essentially the same reasoning as in the case \( Z = O(t) \), we deduce that
\[
\mathcal{B}^{N-1} \mathcal{X}_{(\pi-Cancel_{-1})}^{(\hat{R})} [\Psi] = \text{Harmless}^N
\]
as desired.

**Analysis of \( \mathcal{B}^{N-1} \mathcal{X}_{(\pi-Cancel_{-2})}^{(Z)} [\Psi] \)** The analysis is similar to our analysis of \( \mathcal{B}^{N-1} \mathcal{X}_{(\pi-Cancel_{-1})}^{(O(t))} [\Psi] \). We first consider the case \( Z = O(t) \). We will show that
\[
\mathcal{B}^{N-1} \mathcal{X}_{(\pi-Cancel_{-2})}^{(O(t))} [\Psi] = \text{Harmless}^N,
\]
where \( \mathcal{X}_{(\pi-Cancel_{-2})}^{(O(t))} [\Psi] \) is defined by (9.14c). By the Leibniz rule and Lemma 8.7, we have to analyze the following sum:
\[
(16.51) \sum_{N_1 + N_2 \leq N-1} \left( \mathcal{L}^{N_1}_{\pi} \left\{ -\mathcal{L}^{(O(t))}_{\pi} \hat{\alpha} + \hat{\beta}^{(O(t))} \right\} \right) \cdot \mathcal{B}^{N_2} \Psi.
\]
Using the first inequality in (16.18a) and the third inequality in (16.18b), we deduce that the terms \( \nabla^2 \mathcal{B}^{N_1} \hat{\alpha} \cdot O(t) \) (which are dangerous when \( N_1 = N - 1 \)) cancel out of the sum in braces in (16.51), leaving only error terms. Thanks to this cancellation, we can argue as in our analysis of the sum (16.45) to deduce that \( \mathcal{B}^{N-1} \mathcal{X}_{(\pi-Cancel_{-2})}^{(O(t))} [\Psi] = \text{Harmless}^N \) as desired.

Similarly, in the case \( Z = \hat{R} \), we use the first inequality in (16.13a) and the second inequality in (16.13b) to deduce that the terms \( \hat{\beta} \mathcal{B}^{N_1} \hat{R}_{\mu} \) cancel from the analog of the sum in braces in (16.51), and a similar argument yields
\[
(16.52) \mathcal{B}^{N-1} \mathcal{X}_{(\pi-Cancel_{-2})}^{(\hat{R})} [\Psi] = \text{Harmless}^N
\]
as desired. This cancellation is critically important when \( N_1 = N - 1 \) because we do not have any way to estimate the top-order terms \( \hat{\beta} \mathcal{B}^{23} \hat{R}_{\mu} \).

In the case of the vectorfield \( Z = \hat{g} L \), (7.7d) and the first inequality in (16.30b) together imply that there are no dangerous top-order eikonal function quantities present in the analog of the sum in braces in (16.51), and a similar argument yields the desired estimate
\[
(16.53) \mathcal{B}^{N-1} \mathcal{X}_{(\pi-Elliptic)}^{(\hat{g} L)} [\Psi] = \text{Harmless}^N.
\]

**Analysis of \( \mathcal{B}^{N-1} \mathcal{X}_{(\pi-Elliptic)}^{(Z)} [\Psi] \)** We first consider the case \( Z = O(t) \). We will show that
\[
\mathcal{B}^{N-1} \mathcal{X}_{(\pi-Elliptic)}^{(O(t))} [\Psi] = \rho(s) (\hat{\beta} \Psi) \cdot (\mu \mathcal{B}^{N-1} \text{tr}_g \hat{X}_{(Small)}) + \text{Harmless}^N,
\]
where \( \mathcal{X}_{(\pi-Elliptic)}^{(O(t))} \) is defined by (9.14d). By the Leibniz rule and Lemma 8.7, we have to analyze the following sum:
\[
(16.54) \mu (\mathcal{L}^{N_1}_{\pi} \text{div}^{(O(t))} \hat{\alpha} \hat{\beta} \hat{\gamma}) \cdot \hat{\beta} \Psi + \sum_{N_1 + N_2 + N_3 \leq N-1, N_2 \leq N-2} (\mathcal{B}^{N_1} \mu) (\mathcal{L}^{N_2}_{\pi} \text{div}^{(O(t))} \hat{\alpha} \hat{\beta} \hat{\gamma}) \cdot \hat{\beta} \mathcal{B}^{N_3} \Psi.
\]
Using the last inequality in (16.18b), the estimate \( |\hat{\beta} \Psi| \lesssim \varepsilon (1 + t)^{-2} \) (that is, \( (BA \Psi) \)), and the bound \( \mu \lesssim \ln(e + t) \) (that is, \( (12.129a) \)), we deduce that the
16.5. PROOF OF PROPOSITION 16.4

The first term in (16.54) is equal to the top-order-eikonal function-containing product
\[ \rho_{(l)} (\Psi) \cdot (\mu \mathcal{L} N^{-1} \text{tr}_g \chi_{\text{Small}}) \] plus a quadratic error term that = Harmless \leq N as desired.

To bound the sum in (16.54), we use the estimates (12.129a), (16.39a), and (16.39b) and the bootstrap assumptions (BA \Psi) to deduce that it = Harmless \leq N as desired.

Similarly, in the case \( Z = \hat{R} \), we use the third inequality in (16.13b), (12.129a), (16.39a), (16.39b), and the bootstrap assumptions (BA \Psi) to deduce that the analog of (16.54) is equal to the top-order-eikonal function-containing product
\[ \mu \mathcal{L} N^{-1} \text{tr}_g \chi_{\text{Small}} \] plus a quadratic error term that = Harmless \leq N as desired.

Similarly, in the case \( Z = \rho L \), we use the third inequality in (16.30b), (12.129a), (16.39a), (16.39b), and the bootstrap assumptions (BA \Psi) to deduce that the analog of (16.54) is equal to the top-order-eikonal function-containing product
\[ \mu \mathcal{L} N^{-1} \text{tr}_g \chi_{\text{Small}} \] plus a quadratic error term that = Harmless \leq N as desired.

Analysis of \( \mathcal{X}^{(Z)}_{(\pi - \text{Good})} [\Psi] \): We will show that
\[ \mathcal{X}^{(Z)}_{(\pi - \text{Good})} [\Psi] = \text{Harmless} \leq N, \]
where \( \mathcal{X}^{(Z)}_{(\pi - \text{Good})} [\Psi] \) is given by (9.14e). To begin, we use (9.14e) to deduce the following schematic identity:
\[ \mathcal{X}^{(Z)}_{(\pi - \text{Good})} [\Psi] = \mu L \text{tr}_g (Z)^\# \left( \begin{array}{l} \mu L \text{tr}_g (Z)^\# \nonumber \\
\mu L \text{tr}_g (Z)^\# \nonumber \\
\mu L \text{tr}_g (Z)^\# \nonumber \end{array} \right) \Psi + \mu L \text{tr}_g (Z)^\# \left( \begin{array}{l} \mu L \text{tr}_g (Z)^\# \nonumber \\
\mu L \text{tr}_g (Z)^\# \nonumber \\
\mu L \text{tr}_g (Z)^\# \nonumber \end{array} \right) \Psi. \]
We now apply \( \mathcal{L}^{N-1} \) to (16.55) and then apply the Leibniz rule to the products on the right-hand side. Using Lemma 8.6, inequality (12.55) with \( f = \Psi \), the estimates (12.129a), (16.40a), (16.40b), (16.41a), (16.41b), (16.42a), and (16.42b), and the bootstrap assumptions (BA \Psi), we deduce that
\[ \mathcal{X}^{(Z)}_{(\pi - \text{Good})} [\Psi] \leq \text{Harmless} \leq N, \]
as desired.

Analysis of \( \mathcal{X}^{(Z)}_{(\psi)} [\Psi] \): We will show that
\[ \mathcal{X}^{(Z)}_{(\psi)} [\Psi] = \text{Harmless} \leq N, \]
where \( \mathcal{X}^{(Z)}_{(\psi)} [\Psi] \) is given by (9.15). To this end, we apply \( \mathcal{L}^{N-1} \) to both sides of (9.15). We first address the terms that arise from the first and second lines of the
right-hand side of (9.15). Using the Leibniz rule, (12.7b), the estimates (12.129a), (16.36a), (16.36b), (16.37a), (16.37b), (12.89a), and (12.89b), and the bootstrap assumptions \( BA \), we bound the terms of interest by

\[
\ln(e + t) \left( \frac{\rho L \mathcal{Z} \leq N \Psi}{\mathcal{R} \mathcal{Z} \leq N \Psi} \right) + \varepsilon \cdot \frac{1}{(1 + t)^{3/2}} \left( \sum_{a=1}^{3} \mathcal{Y} \right) \mathcal{Z} \leq N \Psi \mathcal{L}^{a}_{(Small)} \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \r
schematically of the form

\[
\sum_{p=0}^{1} G_{(\text{Frame})}(\varphi^{-1})^p \begin{pmatrix}
\mu L \Psi \\
\hat{R} \Psi \\
\mu \hat{\psi}
\end{pmatrix} \text{ (see (4.5), (5.4b), (5.5b), (5.4a), and (5.5a)). Hence, we can bound their derivatives by using the estimates of Lemma 12.25, the previously mentioned estimates for } \mathcal{F}^M \mu, \mathcal{F}^M \varphi^{-1}, \text{ and } \left( \mathcal{F}^M \hat{L} \Psi \right), \text{ and the bootstrap assumptions } \left( \text{BA} \Psi \right). \text{ In total, these estimates yield that the terms of interest are } \lesssim \text{ the right-hand side of } \text{(16.58)} \text{ as desired.}
\]

\[\square\]

### 16.6. PROOF OF COROLLARY 16.5

We now prove Cor. 16.5. We first consider inequality (16.4) in the case \( N_1 \leq 11 \). Then from the estimate \( \lVert \mathcal{F}^{\leq 11} \varphi(\mathcal{F}^{\leq 2} \psi) \rVert_{C^{0}(S_0)} \lesssim 1 \) (that is, (16.61b)), we deduce that

\[
(16.59) \quad \lvert \mathcal{F}^{(\text{Eikonal-Low})} \rvert \lesssim \sum_{N_2 + N_3 \leq N - 1} \sum_{N_2 \leq N - 2} \left| \mathcal{F}^{N_3} \left( \mu \mathcal{F}^{\leq 2} \sigma \mathcal{F}^{\text{Small}} \psi \right) \right|.
\]

Our goal is to show that

\[
(16.60) \quad \text{the right-hand side of } (16.59) = \text{Harmless}^{\leq N}.
\]

To prove (16.60), we begin by repeating the proof of Prop. 16.4 with \( N - 1 \) replaced by \( N_2 \) (where \( N_2 \leq N - 2 \)) and \( \Psi \) replaced by \( \mathcal{F}^{N_3} \psi \). The same proof yields that all terms in (16.59) are \( \text{Harmless}^{\leq N_2} \) (and hence they are also \( \text{Harmless}^{\leq N} \)) except for the terms corresponding to the explicitly written terms in (16.6a)-(16.6c), that is, except for terms of the form \( (\hat{R} \mathcal{F}^{N_3} \psi) \Delta \mathcal{F}^{N_2} \mu, (\hat{R} \mathcal{F}^{N_3} \psi) \mathcal{F}^{N_2} \sigma \mathcal{F}^{\text{Small}}, \mu \mathcal{F}^{N_3} \mathbb{L} \mathcal{F}^{\text{Small}}, \mu \mathcal{F}^{N_3} \mathbb{R} \mathcal{F}^{\text{Small}}, \mu \mathcal{F}^{N_3} \mathbb{M} \mathcal{F}^{\text{Small}}, \) and \( \mathcal{F}^{N_3} \psi \). To handle the first two of these terms, we use the bootstrap assumptions \( \left( \text{BA} \Psi \right) \), inequalities (12.47a) and (12.47c), the pointwise estimate (12.68a), inequality (12.129a), and the assumption \( N_2 \leq N - 2 \) to deduce that

\[
(16.61) \quad \sum_{N_2 + N_3 \leq N - 1, N_2 \leq N - 2} \left| (\hat{R} \mathcal{F}^{N_3} \psi) \Delta \mathcal{F}^{N_2} \mu \right| \lesssim \varepsilon \frac{\ln(e + t)}{(1 + t)^2} \left| \hat{R} \mathcal{F}^{\leq N} \psi \right| + \varepsilon \frac{1}{(1 + t)^3} \left| \mathcal{F}^{\leq N} (\mu - 1) \right|,
\]

\[
(16.62) \quad \sum_{N_2 + N_3 \leq N - 1, N_2 \leq N - 2} \left| (\hat{R} \mathcal{F}^{N_3} \psi) \mathcal{F}^{N_2} \sigma \mathcal{F}^{\text{Small}} \right| \lesssim \varepsilon \frac{\ln(e + t)}{(1 + t)^2} \left| \hat{R} \mathcal{F}^{\leq N} \psi \right| + \varepsilon \frac{1}{(1 + t)^3} \left| \mathcal{F}^{\leq N} (\mu - 1) \right|.
\]
Hence, by Def. 16.2, the terms in Eq. (16.61)–(16.62) are \(\text{Harmless}^{\leq N}\). Also using the pointwise estimates \(\mu \lesssim \ln(e + t)\) (that is, Eq. (12.129a)) and \(|p_{(t)}| \lesssim \epsilon \ln(e + t)\) (that is, Eq. (12.29a) and Cor. 12.47), we use a similar argument to deduce that

\[
\tag{16.63}
\sum_{N_2 + N_3 \leq N - 1 \atop N_2 \leq N - 2} \left| \left( \mu \mathcal{D}_{Z_i} N_2 \mathcal{D}_{Z_j} \right) (\mu \mathcal{D}_{N_2} N_3 \mathcal{D}_{Z_{y_i}} \right) \right| = \text{Harmless}^{\leq N},
\]

\[
\tag{16.64}
\sum_{N_2 + N_3 \leq N - 1 \atop N_2 \leq N - 2} \left| p_{(t)} \left( \mathcal{D}_{Z_i} N_2 \mathcal{D}_{Z_j} \right) (\mu \mathcal{D}_{N_2} N_3 \mathcal{D}_{Z_{y_i}} \right) \right| = \text{Harmless}^{\leq N},
\]

\[
\tag{16.65}
\sum_{N_2 + N_3 \leq N - 1 \atop N_2 \leq N - 2} \left| \left( \mathcal{D}_{Z_i} N_2 \mathcal{D}_{Z_j} \right) (\mu \mathcal{D}_{N_2} N_3 \mathcal{D}_{Z_{y_i}} \right) \right| = \text{Harmless}^{\leq N}.
\]

We have thus proved Eq. (16.60).

It remains for us to consider inequality (16.4) in the case that \(N_1 \geq 12\) and thus \(N_2 + N_3 \leq 11\). Revisiting the proof in the previous paragraph and carefully counting derivatives, we find that \(\mathcal{D}_{N_2} (\mu \mathcal{D}_{\alpha} \mathcal{D}_{\alpha} \mathcal{D}_{N_3} \Psi) = \text{Harmless}^{\leq N_2 + N_3 + 1} \leq \text{Harmless}^{\leq 12}\). Hence, by Def. 16.2, the bootstrap assumptions \(\text{BA}_\Psi\), the estimate \(|\text{tr}_y\chi| \lesssim (1 + t)^{-1}\) (that is, Eq. (12.61b)), and inequality (12.129a), we have that

\[
\tag{16.66}
\sum_{N_2 + N_3 \leq 11} \left\| \mathcal{D}_{N_2} (\mu \mathcal{D}_{\alpha} \mathcal{D}_{\alpha} \mathcal{D}_{N_3} \Psi) \right\|_{L^0 (\Sigma_t)} \lesssim \epsilon \frac{1}{(1 + t)^2}.
\]

Then from Eq. (16.66), the estimates Eq. (12.61a) and Eq. (12.61b) for the derivatives of \(\mathcal{D}_{\alpha} \mathcal{D}_{\alpha} \mathcal{D}_{N_3} \Psi\), Eq. (16.60), and Def. 16.2, we deduce that

\[
\tag{16.67}
\sum_{N_1 + N_2 + N_3 \leq N - 1 \atop N_1, N_2 \leq N - 2 \atop N_2 + N_3 \leq 11} \left| \mathcal{D}_{N_1} \mathcal{D}_{\alpha} \mathcal{D}_{\alpha} \mathcal{D}_{N_3} \Psi \right| \left| \mathcal{D}_{N_2} (\mu \mathcal{D}_{\alpha} \mathcal{D}_{\alpha} \mathcal{D}_{N_3} \Psi) \right| \lesssim \epsilon \frac{1}{(1 + t)^2} \left( \begin{array}{c} \mathcal{D}_{\leq N - 1} \Psi \\ \mathcal{D}_{\leq N - 1} \Psi \\ \mathcal{D}_{\leq N - 1} \Psi \end{array} \right)
\]

\[
+ \text{Harmless}^{\leq N}
\]

\[
= \text{Harmless}^{\leq N}
\]

as desired.

\[\square\]

16.7. Pointwise estimates for the error integrands involving the deformation tensors of the multiplier vectorfields

We have now derived all of the necessary pointwise estimates corresponding to the inhomogeneous terms in the commuted wave equation. However, in order to
derive our desired $L^2$ estimates, we also have to derive pointwise estimates for the terms generated by the deformation tensors of the multiplier vectorfields, that is, for the error integrands from Def. [10.19] and Lemma [10.21]. We derive the desired pointwise estimates in the next proposition.

**Proposition 16.13 (Pointwise estimates for $(^{T})\mathcal{Q}[\Psi]$ and $(^{\dagger})\mathcal{Q}[\Psi]$).** Let $(^{T})\mathcal{Q}[\Psi]$ and $(^{\dagger})\mathcal{Q}[\Psi]$ be the error integrands from Def. [10.19] and Lemma [10.21] and recall that $g(t, u) = 1 - u + t$. There exists a constant $C > 0$ such that under the small-data and bootstrap assumptions of Sects. [12.1]-[12.4], if $\varepsilon$ is sufficiently small, then we have the following upper bound for $(t', u', \vartheta) \in \mathcal{M}_{T(\text{bootstrap}), U_0}$ (without taking the absolute value on the left-hand side), where we view both the left and right-hand sides as functions of $(t', u', \vartheta)$ and $t$ is any fixed time verifying $t' \leq t < T(\text{bootstrap})$:

\[
(16.68a)\quad (^{T})\mathcal{Q}[\Psi] \leq C \ln(e + t')^2 \mathcal{X}^2 + C \ln(e + t') \left\{ L\mathcal{X} + \frac{1}{2} \text{tr}_y \mathcal{X}\mathcal{Y} \right\}^2 + C \frac{1}{(1 + t')^2} (\tilde{R}\mathcal{X})^2
\]

\[
+ C \ln^2(e + t') \mu \mathcal{X}^2 + C \varepsilon^{1/2} \frac{\ln(e + t')}{\ln(e + t')} \mathcal{X}^2
\]

\[
+ C \varepsilon \ln^2(e + t')1_{\{u \leq 1/4\}} \mathcal{X}^2.
\]

In addition, the following pointwise estimate holds for $(t', u', \vartheta) \in \mathcal{M}_{T(\text{bootstrap}), U_0}$:

\[
(16.68b)\quad |(^{\dagger})\mathcal{Q}[\Psi]| + \frac{1}{2} \varepsilon \mathcal{X}^2 |L\mathcal{X} - L\mathcal{Y}| 
\]

\[
\leq C \frac{\ln^3(e + t')}{1 + t'} \mathcal{X}^2 + C \ln^3(e + t')(1 + t') \left\{ L\mathcal{X} + \frac{1}{2} \text{tr}_y \mathcal{X}\mathcal{Y} \right\}^2
\]

\[
+ \frac{1}{2} \left(1 + C \varepsilon\right) \left\{ \vartheta(t', u') \left\{ 1 + \ln \left( \frac{\vartheta_c(t', u')}{\vartheta_0(u, t')} \right) \right\} \right\} \mathcal{X}^2
\]

\[
+ C \varepsilon \frac{(1 + t')}{\ln(e + t')} 1_{\{u \leq 1/4\}} \mathcal{X}^2.
\]

**Proof.** Throughout this proof, we freely use the trivial bound $|\tilde{f}| \leq \mu |Lf| + |\tilde{R}f|$ (see (3.19)) without mentioning it each time. We also silently use the simple inequality $(Lf)^2 \leq \left( Lf + \frac{1}{2} \text{tr}_y \mathcal{X}f \right)^2 + C(1 + t')^{-2} f^2$, which follows easily from the estimate $|\text{tr}_y \mathcal{X}| \lesssim 1$ (that is, (12.61a)). Furthermore, we silently use simple inequalities of the form $|f_1 f_2| \lesssim h f_1^2 + h^{-1} f_2^2$, where $h > 0$ is allowed to depend on time.

We first prove (16.68a). We separately bound each term $(^{i})\mathcal{Q}_{(i)}[\Psi]$ in the sum (10.48a). From (10.49a), (12.129a), and (12.129b), we deduce that $|(^{i})\mathcal{Q}_{(i)}[\Psi]| \lesssim \varepsilon \ln(e + t')(L\mathcal{X})^2$, which is easily seen to be $\leq$ the right-hand side of (16.68a).

To bound the term $(^{(2)})\mathcal{Q}[\Psi]$ from (10.49b), we first use (12.129b), to deduce that $|\mathcal{X}| \lesssim (1 + t')^{-1} \mu |\mathcal{X}|$ as desired. We then use (13.30) to deduce that the remaining product in (10.49b) verifies $\frac{1}{2} (L\mu + L\mu)|\mathcal{X}|^2 \leq C \varepsilon^{1/2} \frac{\ln(e + t')}{\ln(e + t')} \mu |\mathcal{X}|^2 + \varepsilon^2 \mu L\mathcal{X}^2$.
C\varepsilon \ln(e + t')\mu|\delta\Psi|^2 as desired (we do not take the absolute value on the left-hand side because of the nature of the estimate (13.30)).

To bound the term \((^{10.49a})\Psi\) from (10.49a), we first note that the terms in brackets multiplying \((L\Psi)(\delta^#\Psi)\) are schematically of the form \(\mu|\delta\Psi|^2\), \(\mu|\delta\Psi|^2\), or \((1 + \mu)|G_{(Frame)}(\mu L\Psi)\) (see (5.4a) and (5.5a)). Hence, from inequality (12.47a), Lemma \(12.23\), the estimate (12.129a), and the bootstrap assumptions (13AΨ), we deduce that the terms in brackets multiplying \((L\Psi)(\delta^#\Psi)\) are in magnitude \(\lesssim \varepsilon\ln^2(e + t')(1 + t')^{-1}\). When \(\mu \leq 1/4\), it thus follows that \(|^{(10.49a)}\Psi| \lesssim \varepsilon\ln^2(e + t')(1 + t')^{-1}(L\Psi)^2 + \varepsilon\ln^2(e + t')(1 + t')^{-1}|\delta\Psi|^2\) as desired. When \(\mu > 1/4\), it thus follows that \(|^{(10.49a)}\Psi| \lesssim \varepsilon\ln^2(e + t')(1 + t')^{-1}(L\Psi)^2 + \varepsilon\ln^2(e + t')(1 + t')^{-1}|\delta\Psi|^2\) as desired.

To bound the term \((^{10.49c})\Psi\) from (10.49c), we first note that the same reasoning we used in analyzing \((^{10.49a})\Psi\) yields that the terms in brackets multiplying \(-L\Psi(\delta^#\Psi)\) are in magnitude \(\lesssim \varepsilon\ln(e + t')(1 + t')^{-1}\). Hence, using the bound \(\mu \lesssim \ln(e + t')\) (that is, (12.129a)), we deduce that \(|^{(10.49c)}\Psi| \lesssim \varepsilon\ln^2(e + t')(1 + t')^{-1}(L\Psi)^2 + \varepsilon\ln^2(e + t')(1 + t')^{-1}|\delta\Psi|^2\) as desired. The first two terms are \(\lesssim\) the right-hand side of (16.68a) as desired. Furthermore, by separately considering the cases \(\mu \leq 1/4\) and \(\mu > 1/4\) (as we did at end of the proof of the bound for \((^{10.49a})\Psi\)), we deduce that \(\varepsilon\ln(e + t')(1 + t')^{-1}|\delta\Psi|^2 \leq \varepsilon(1 + t')^{-2}(\hat{R}\Psi)^2 + \varepsilon\ln^2(e + t')|\delta\Psi|^2\) as desired.

To bound the term \((^{10.49i})\Psi\) from (10.49i), we first note that the terms in braces are schematically of the form \(\hat{X}^{(Small)}\) + the trace-free part of \(G_{(Frame)}(\mu L\Psi)\) (see (5.4b) and (5.5b)). Hence, using the estimate \(\hat{X} \lesssim |\xi|\) for symmetric type \((\xi)\) \(S_{t,u}\) tensors, the argument used to bound the terms in braces in \((^{10.49a})\Psi\), and (12.129a), we deduce that the terms in braces are in magnitude \(\lesssim \varepsilon(1 + t')^{-1}\). It follows that \(|^{(10.49i})\Psi| \lesssim \varepsilon(1 + t')^{-1}|\delta\Psi|^2\) as desired.

To bound the term \((^{10.49d})\Psi\) from (10.49d), we first note that the terms in brackets multiplying \(-\frac{1}{2}(L\Psi)(\hat{L}\Psi)\) are schematically of the form \(\text{tr}_g X\) plus the trace
(with respect to \(g\)) of \(G_{(Frame)}(\mu L\Psi)\) (see (5.4b) and (5.5b)). Hence, using the fact that \(\text{tr}_g \xi \lesssim |\xi|\) for symmetric type \((\xi)\) \(S_{t,u}\) tensors, the estimate \(g\text{tr}_g X\lesssim 1\) mentioned at the beginning of the proof, and the above bound for the terms in braces in \((^{10.49d})\Psi\), we deduce that the terms in braces are in magnitude \(\lesssim 1\) for \(1 + t')^{-1}\). Also using the estimate \(\mu \lesssim \ln(e + t')\) (that is, (12.129a)), we deduce that \(|^{(10.49d})\Psi| \lesssim (L\Psi)^2 + (1 + t')^{-2}(\hat{R}\Psi)^2\), which can easily be seen to be \(\leq\) the right-hand side of (16.68b) as desired.

We now prove (16.68b). We separately bound each term \((^{10.49b})\Psi\) in the sum (10.45b). To bound the term \((^{10.49b})\Psi\) from (10.50a), we first use the identity
\[\partial L \phi = \varrho(\mu - 2)\] and the estimates (12.129a) and (12.129b) to deduce that the terms in braces multiplying \((L \Psi)^2\) are in magnitude \(\lesssim \ln(e + t')(1 + t')\). The desired bound now readily follows.

To bound the term \((\breve{K})_P[2][\Psi]\) from (10.50b), we first use (12.129a) and (13.26) to deduce that the terms in braces multiplying \(1 + C\varepsilon\)\((L \Psi)^2\) are in magnitude \(\lesssim (1 + C\varepsilon) \frac{1}{\varrho(t', u')} \left\{ 1 + \ln \left( \frac{\varrho(t', u')}{\varrho(0, u')} \right) \right\}\). It follows that \(|(\breve{K})_P[2][\Psi]| \lesssim \) the next-to-last term on the right-hand side of (16.68b) as desired.

To bound the term \((\breve{K})_P[3][\Psi]\) from (10.50c), we first use essentially the same analysis that we used in analyzing \((T)\mathcal{P}[\psi](\Psi)\) to deduce that the terms in braces multiplying \(\varrho^2(L \Psi)(\# \Psi)\) are in magnitude \(\lesssim \varepsilon \ln(e + t')(1 + t')^{-1}\). It follows that \(|(\breve{K})_P[3][\Psi]| \lesssim \varepsilon \ln^3(e + t')(1 + t')(L \Psi)^2 + \varepsilon \frac{1 + t'}{\ln(e + t')} |\delta \Psi|^2\). The first term is easily seen to be \(\leq\) the right-hand side of (16.68b). To bound the second term \(\varepsilon \frac{1 + t'}{\ln(e + t')} |\delta \Psi|^2\) by the right-hand side of (16.68b), we use the same reasoning that we used at end of the proof of the bound for \((T)\mathcal{P}(\psi)(\Psi)\), where we separately considered the cases \(\mu \leq 1/4\) and \(\mu > 1/4\) (in the case \(\mu > 1/4\), \(\varepsilon \frac{1 + t'}{\ln(e + t')} |\delta \Psi|^2\) is \(\lesssim C\varepsilon \cdots\) term on the second line of the right-hand side of (16.68b)).

To bound the last term \((\breve{K})_P(\psi)(\Psi)\) from (10.50d), we first use (12.129a) to deduce that \(|\chi^{(Small)}| \lesssim \varepsilon \ln(e + t')(1 + t')^{-2}\). Using this bound and the fact that \(|\tilde{\xi}| \lesssim |\xi|\) for symmetric type \((\hat{\otimes})\) \(S_{t,u}\) tensors, we conclude that \(|(\breve{K})_P[3][\Psi]| \lesssim \varepsilon \ln(e + t') |\delta \Psi|^2\), which is \(\leq\) the \(C\varepsilon \cdots\) term on the second line of the right-hand side of (16.68b) as desired. This completes the proof of the proposition.

\[\square\]

In order to derive our desired a priori estimates for the energy quantities \(\mathcal{Q}(\leq N)\), we still have to derive pointwise estimates for a few more terms: the remaining error integrands present on the right-hand side of (10.29b). We derive these simple estimates in the next lemma.

**Lemma 16.14 (Pointwise estimates for the remaining easy energy error integrands).** Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \(\varepsilon\) is sufficiently small, then the following estimates hold on \(\mathcal{M}_{\mu(\text{Bootstrap}), U_0}^{(\mu)}\):

\[(16.69a)\]
\[
\left\{ \begin{array}{l}
\tilde{L}[\varrho^2 \text{tr}_g \chi] + \varrho^2 \mu (\text{tr}_g \chi)^2 + \varrho^2 \text{tr}_g \chi \text{tr}_g k^{(\text{trans}-\Psi)} + \varrho^2 \text{tr}_g \chi \text{tr}_g k^{(\text{Tan}-\Psi)} \end{array} \right\} \Psi^2 \\
\lesssim \ln(e + t) \Psi^2,
\]

\[(16.69b)\]
\[
|\mu \Box \varrho(\psi)[\varrho^2 \text{tr}_g \chi]| \Psi^2 \lesssim \frac{\ln(e + t)}{1 + t} \Psi^2.
\]

**Proof.** We first prove (16.69a). Using (4.1c) and the identity \(\tilde{L}\phi = \mu - 2\), we compute that \(\tilde{L}[\varrho^2 \text{tr}_g \chi] = 2(\mu - 2) + \mu \tilde{L}[\varrho^2 \text{tr}_g \chi^{(\text{Small})}] - 4\varrho \text{tr}_g \chi^{(\text{Small})} + \)

\[\square\]
Hence, from (12.129a) and (12.129b), we deduce that the magnitude of this term is \( \lesssim \ln(e + t) \) as desired. From [12.61b] and [12.129a], we deduce that the second term in the absolute value in (16.69a) verifies \( 2\mu (\text{tr}_g \chi)^2 \lesssim \ln(e + t) \) as desired. The third and fourth terms are schematically of the form
\[
\varrho \mu (\text{tr}_g \chi)^2 \left( \begin{array}{c}
\mu L \Psi \\
\text{tr}_g \chi (\text{Frame}) \Psi \\
\mu L \Psi \\
\text{tr}_g \chi (\text{Frame}) \Psi 
\end{array} \right)^{-1} 
\]
(see (5.4b) and (5.5b)). Hence, by Lemma 12.25, the estimates (12.61b) and (12.129a), and the bootstrap assumptions (BA\Psi), we see that these terms are in magnitude \( \lesssim \varrho \) as desired. To deduce (16.69b), we use the wave operator decomposition identity (5.12a) with \( \varrho \delta \text{tr}_g \chi = 2\varrho + \varrho \delta \text{tr}_g \chi (\text{Small}) \) in the role of \( f \) and hence \( Lf = 2 + L(\varrho \delta \text{tr}_g \chi (\text{Small})) \) and \( \tilde{R}f = -2 - \varrho \delta \text{tr}_g \chi (\text{Small}) + \varrho \delta \tilde{R} \text{tr}_g \chi (\text{Small}) \). Up to an overall minus sign, the first term on the right-hand side of (5.12a) is equal to \( \mu Lf + 2L\tilde{R}f + (L\mu)Lf \), which in the present case can be expressed as
\[
(16.70) \quad \mu L \{ \varrho \delta \text{tr}_g \chi (\text{Small}) - 4\varrho^{-1}L(\varrho \delta \text{tr}_g \chi (\text{Small})) + 4\text{tr}_g \chi (\text{Small}) \\
+ 2L(\varrho^2 \delta \tilde{R} \text{tr}_g \chi (\text{Small})) + (L\mu) \left\{ 2 + L(\varrho \delta \text{tr}_g \chi (\text{Small})) \right\} \}.
\]
From [12.129a] and [12.129b], we deduce that all terms in (16.70) are in magnitude \( \lesssim \varrho (1 + t)^{-1} \) as desired. The second term on the first line of the right-hand side of (5.12a) is equal to \( \varrho \mu \delta \text{tr}_g \chi (\text{Small}) \). Hence, from [12.47a], [12.47c], and (12.129a), we deduce that its magnitude is \( \lesssim \varrho \ln^2(e + t)(1 + t)^{-2} \) as desired. The term \( \delta \text{tr}_g \chi \tilde{R}f \) on the second line of (5.12a) is equal to \( (2\varrho^{-1} + \varrho \delta \text{tr}_g \chi (\text{Small}))(-2 - 2\varrho \delta \text{tr}_g \chi (\text{Small}) + \varrho \delta \tilde{R} \text{tr}_g \chi (\text{Small})) \). Hence, from (12.129a), we deduce that this term is in magnitude \( \lesssim \ln(e + t)(1 + t)^{-1} \) as desired. With the help of (5.4a), [5.4b], [5.5a], and (5.5b), we see that the last four terms on the right-hand side of (5.12a) are schematically of the form
\[
G_{\text{Frame}} \gamma^{-1} \left( \begin{array}{c}
\mu L \Psi \\
\text{tr}_g \chi (\text{Frame}) \Psi \\
\mu L \Psi \\
\text{tr}_g \chi (\text{Frame}) \Psi 
\end{array} \right)^{-1} 
\]
(see (4.1c)). Hence, by inequality (12.47a), Lemma 12.25, the estimates (12.129a) and (12.129b), and the bootstrap assumptions (BA\Psi), we see that these terms are in magnitude \( \lesssim \varrho (1 + t)^{-1} \) as desired.

### 16.8. Pointwise estimates needed to close the elliptic estimates

In Lemma 20.20 we derive our main top-order elliptic estimates for \( \mu \) and \( \chi (\text{Small}) \). In the next lemma, we provide a collection of preliminary pointwise estimates that play a role in our derivation of the elliptic estimates.

**Lemma 16.15 (Pointwise estimates needed to close the elliptic estimates).** Let \( \chi (\text{Small}) \) be the symmetric type \( \left( \begin{smallmatrix} 0 \\ 2 \end{smallmatrix} \right) \) tensorfield defined in (4.1c) and let \( O \in \tilde{Q} \) be a geometric rotation vectorfield (see Def. 7.2). Let \( 1 \leq N \leq 24 \) be an integer and recall that \( g(t, u) = 1 - u + t \). Under the small-data and bootstrap assumptions of Sects. 12.4, if \( \varepsilon \) is sufficiently small, then the following
estimates hold on \( \mathcal{M}_{(\text{bootstrap})} U_0 \):

\[
(16.71) \quad \left| \nabla \mathcal{L}^{N-1}_N \chi^{(\text{Small})} - \left\{ \nabla \mathcal{L}^{N-1}_N \chi^{(\text{Small})} + \frac{1}{2} (\mathcal{L}^{N-1}_N \xi^{(\text{Small})}) \right\} \right| \\
\lesssim \frac{1}{(1+t)^2} \left( \begin{array}{c} \| L \mathcal{L}^{\leq N} \psi \\
\| R \mathcal{L}^{\leq N} \psi \\
\| \partial_n \mathcal{L}^{\leq N} \psi \\
\| \mathcal{L}^{\leq N} \psi \\
\| \mathcal{L}^{\leq N} \xi^{(\text{Small})} \end{array} \right) + \frac{1}{(1+t)^3} \left( \begin{array}{c} \mathcal{L}^{\leq N} \left( \mu - 1 \right) \\
\sum_{a=1}^{3} \theta \| \mathcal{L}^{\leq N} L^a_{(\text{Small})} \end{array} \right).
\]

\[
(16.72) \quad \left| \nabla \mathcal{L}^{N-1}_N \chi^{(\text{Small})} - \nabla \mathcal{L}^{N-1}_N \chi^{(\text{Small})} \right| \\
\lesssim \frac{1}{(1+t)^2} \left( \begin{array}{c} \| L \mathcal{L}^{\leq N} \psi \\
\| R \mathcal{L}^{\leq N} \psi \\
\| \partial_n \mathcal{L}^{\leq N} \psi \\
\| \mathcal{L}^{\leq N} \psi \\
\| \mathcal{L}^{\leq N} \xi^{(\text{Small})} \end{array} \right) + \frac{1}{(1+t)^3} \left( \begin{array}{c} \mathcal{L}^{\leq N} \left( \mu - 1 \right) \\
\sum_{a=1}^{3} \theta \| \mathcal{L}^{\leq N} L^a_{(\text{Small})} \end{array} \right).
\]

\[
(16.73) \quad | O \mathcal{L}^{N-1} \xi^{(\text{Small})} | \lesssim \frac{1}{1+t} \left| \nabla \mathcal{L}^{N-1}_N \chi^{(\text{Small})} \right| \\
+ \frac{1}{1+t} \left( \begin{array}{c} \| L \mathcal{L}^{\leq N} \psi \\
\| R \mathcal{L}^{\leq N} \psi \\
\| \partial_n \mathcal{L}^{\leq N} \psi \\
\| \mathcal{L}^{\leq N} \psi \\
\| \mathcal{L}^{\leq N} \xi^{(\text{Small})} \end{array} \right) + \frac{1}{(1+t)^2} \left( \begin{array}{c} \mathcal{L}^{\leq N} \left( \mu - 1 \right) \\
\sum_{a=1}^{3} \theta \| \mathcal{L}^{\leq N} L^a_{(\text{Small})} \end{array} \right).
\]

\[
(16.74) \quad \left| \mathcal{L}^{N-1}_N \chi^{(\text{Small})} \right| \lesssim \frac{1}{1+t} \left( \begin{array}{c} \| L \mathcal{L}^{\leq N} \psi \\
\| R \mathcal{L}^{\leq N} \psi \\
\| \partial_n \mathcal{L}^{\leq N} \psi \\
\| \mathcal{L}^{\leq N} \psi \\
\| \mathcal{L}^{\leq N} \xi^{(\text{Small})} \end{array} \right) \]

\[
+ \frac{1}{(1+t)^2} \left( \begin{array}{c} \mathcal{L}^{\leq N} \left( \mu - 1 \right) \\
\sum_{a=1}^{3} \theta \| \mathcal{L}^{\leq N} L^a_{(\text{Small})} \end{array} \right).
\]

\text{Proof.} The estimate (16.71) follows from (12.108) with \( \chi_{(\text{Small})} \) in the role of \( \xi \) and \( N - 1 \) in the role of \( N \). (12.68a), and (12.129a).

The estimate (16.72) follows from (12.109) with \( \chi_{(\text{Small})} \) in the role of \( \xi \) and \( N - 1 \) in the role of \( N \), (12.68a), and (12.129a).

To prove (16.73), we first use inequality (12.109) with \( \chi_{(\text{Small})} \) in the role of \( \xi \) and \( O \mathcal{L}^{N-1} \) in the role of \( \mathcal{L}^{N} \) together with the fact that the trace of a type (0) \( S_{0} \) tensor is in magnitude \( \lesssim \) the magnitude of the tensor itself in order to deduce that \( | O \mathcal{L}^{N-1} \xi^{(\text{Small})} | \) is \( \lesssim | \mathcal{L}^{N-1}_O \chi^{(\text{Small})} | \) plus the right-hand side of (12.105). Using (12.129a) and the estimate (12.68a) with \( N - 1 \) in the role of \( N \), we deduce that the right-hand side of (12.105) is \( \lesssim \) the right-hand side of (16.73) as desired. Furthermore, using (12.50), we deduce that \( | \mathcal{L}^{N-1}_O \chi^{(\text{Small})} | \lesssim \xi \left| \nabla \mathcal{L}^{N-1}_N \chi^{(\text{Small})} \right| + \left| \mathcal{L}^{N-1}_N \chi^{(\text{Small})} \right| \). The first term on the right-hand side of the previous inequality is the first term on the right-hand side of (16.73), while the
second is \( \lesssim \) the remaining terms on the right-hand side of (16.73) by virtue of the estimate (12.68a) with \( N - 1 \) in the role of \( N \).

To prove (16.74), we first use inequalities (12.103) and (12.104) with \( \chi^{(Small)} \) in the role of \( \xi \) and \( N - 1 \) in the role of \( N \) to deduce that
\[
\left| \frac{\hat{L}}{N-1} \int \hat{\chi}^{(Small)} \right| \lesssim \left| \frac{\hat{L}}{N-1} \chi^{(Small)} \right|
\]
plus the terms on the right-hand sides of (12.103) and (12.104).

Using inequalities (12.68a) and (12.129a), we deduce that all of these terms are \( \lesssim \) the right-hand side of (16.74) as desired.

\( \square \)
Recall that for solutions to the commuted wave equation \( \mu \Box g(\Psi) (\mathcal{F}^N \Psi) = (\mathcal{F}^N) \mathfrak{g} \), the basic energy-cone flux identities verified by \( \mathcal{F}^N \Psi \) were established Prop. 10.13, with \( \mathcal{F}^N \Psi \) in the role of \( \Psi \) and \( (\mathcal{F}^N) \mathfrak{g} \) in the role of \( \mathfrak{g} \). In this chapter, we complete the task, initiated in Chapter 16, of deriving pointwise estimates for the error integrands on the right-hand sides of the identities of the proposition; these pointwise estimates are a preliminary ingredient in our derivation of a priori \( L^2 \) estimates, which we carry out in Chapter 20. In particular, thanks to the decomposition (16.3), Prop. 16.4, and Cor. 16.5, we have already derived pointwise estimates for all terms in \( (\mathcal{F}^N) \mathfrak{g} \) except for a handful, and in fact, aside from the handful, the terms are Harmless\( \leq N \) in the sense of Def. 16.2. Our goal in this chapter is to derive pointwise estimates for the remaining terms in \( (\mathcal{F}^N) \mathfrak{g} \) that are not Harmless\( \leq N \). These difficult terms would cause derivative loss and other problems if they were not properly handled, and to derive suitable pointwise estimates for them, we need to use the modified quantities of Chapter 11.

The pointwise estimates that we derive in Chapter 17 can be split into two classes. In Chapter 20 we use the first class of estimates to bound the difficult top-order error integrals corresponding to the timelike multiplier \( T \). We derive the first class estimates with the help of the fully modified quantities of Chapter 11. We provide the main estimates in Prop. 17.7 of Sect. 17.4 but in order to prove the proposition, we first prove a series of auxiliary lemmas in Sects. 17.1 and 17.3. Similarly, in Chapter 20 we use the second class of estimates to bound the difficult top-order error integrals corresponding to the Morawetz multiplier \( \tilde{K} \). We derive the second class estimates with the help of the partially modified quantities of Chapter 11. These estimates are easier to derive than those of the first class. We prove some auxiliary lemmas in Sect. 17.2 and we then provide the main estimates in Sect. 17.5.

17.1. Preliminary pointwise estimates for the derivatives of the inhomogeneous terms in the transport equations for the fully modified quantities

Recall that Prop. 11.10 provides the transport equation verified by the fully modified quantity \( (\mathcal{K}^N) \mathcal{J} \) and that \( \mathcal{J}^N \mathcal{X} \) and \( \mathcal{J}^{N-1}(S) \mathcal{J} \) are two source terms in the equation (see the right-hand sides of (11.33) and (11.34)). In the next lemma, we derive pointwise estimates for these source terms.
Lemma 17.1 (Pointwise estimates for $\mathcal{X}$ and $\mathcal{Y}$). Let $0 \leq N \leq 24$ be an integer. Let $\mathcal{X}$ be the quantity defined in (11.20b). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following estimates hold on $\mathcal{M}_{\text{Bootstrap}}, U_0$:

\begin{align}
|\mathcal{X}| &\lesssim \ln(e+t) + \varepsilon \frac{1}{(1+t)^2} \left| \frac{\partial L \mathcal{Y}}{\partial \mathcal{Y}} \right| + \left| \mathcal{R} \mathcal{Y} \right| \tag{17.1a}
\end{align}

\begin{align}
\|\mathcal{Y}\|_{C^0(\Sigma_T)} &\lesssim \frac{\ln^2(e+t)}{(1+t)^3} \tag{17.1b}
\end{align}

Furthermore, the following estimates hold on $\mathcal{M}_{\text{Bootstrap}}, U_0$:

\begin{align}
\|\mathcal{X}\|_{C^0(\Sigma_T)} &\lesssim \frac{1}{1+t} \tag{17.2}
\end{align}

Proof. Proof of (17.1a) and (17.1b): We note the schematic identity $\mathcal{X} = G_{\text{Frame}}^\# \left( \frac{\mu L \Psi}{\mathcal{R} \Psi} \right)$. Hence, our proofs of (16.14a) and (16.14b) also yield the desired bounds (17.1a) and (17.1b).

Proof of (17.2): We first use definition (11.20b) and Lemma 8.6 to deduce that
the term in the absolute value on the left-hand side of (17.2) can be written as

\[
- \left[ \mathcal{D}^N, G_{LL} \right] \tilde{R} \Psi - \frac{1}{2} \mathcal{D}_x^N, \mu \mathcal{G}^A \mathcal{L} \Psi - \frac{1}{2} \mathcal{D}^N, \mu G_{LL} \mathcal{L} \Psi + \mathcal{D}_x^N, \mu \mathcal{G}^A \mathcal{L} \Psi \]

\[
- G_{LL} \left[ \mathcal{D}^N, \tilde{R} \right] \Psi - \frac{1}{2} \mu \mathcal{G}^A \left[ \mathcal{D}_x^N, \mathcal{L} \right] \Psi - \frac{1}{2} \mu G_{LL} \left[ \mathcal{D}^N, \mathcal{L} \right] \Psi.
\]

Hence, using the Leibniz rule and the reasoning used to prove (16.14a) and (17.1a), we deduce that the terms on the first line of (17.4) are in magnitude \( \lesssim \) the right-hand side of (16.14a), with \( N - 1 \) in place of \( N \) in the \( \Psi \)-containing terms on the right-hand side. It follows that these terms are in magnitude \( \lesssim \) the right-hand side of (17.2) as desired. To deduce that the terms on the second line of (17.4) are in magnitude \( \lesssim \) the right-hand side of (17.2), we use the estimates (12.59b) and (12.129a), inequalities (12.82a) and (12.82c) with \( f = \Psi \), and the bootstrap assumptions \( \mathcal{B} \mathcal{A} \Psi \). We have thus proved the desired bound (17.2).

**Proof of (17.3a) and (17.3b):** It suffices to prove (17.3a) since (17.3b) follows from (17.3a), (12.129a), and the bootstrap assumptions \( \mathcal{B} \mathcal{A} \Psi \). To proceed, we apply \( \mathcal{L}^N \) to the right-hand side of (11.26). We begin by bounding the term \( Z^N \mathcal{S} \mathcal{A} \) arising from the first term on the right-hand side of (11.26), where \( \mathcal{A} \) is given by (11.13). To this end, we apply the Leibniz rule to the terms on the right-hand side of (11.13). The terms of interest can be bounded by using essentially the same argument used to deduce (17.1a) and (17.1b). We note that the resulting bounds are better by a factor of \( (1 + t)^{-2} \) compared to (17.1a) and (17.1b) because the right-hand side of (11.13) features an additional factor of \( (L \Psi \phi / \Psi) \) compared to the term \( \mathcal{X} = G^\#_{(Frame)} \left( \mu L \Psi \tilde{R} \Psi / \mu \phi \Psi \right) \) from (17.1a) and (17.1b).

We now bound the terms arising from the last products on the first line of the right-hand side of (11.26) (that is, the product involving the terms in braces). This term can be schematically written as

\[
(17.5) \quad \text{tr}_g \mathcal{X} \mathcal{L}_x^N \left( G^\#_{(Frame)} \left( \mu L \Psi / \mu \phi \Psi \right) \right).
\]

Applying \( \mathcal{L}_x^N \) to the right-hand side of (17.5) and using the Leibniz rule, we bound the resulting terms by

\[
(17.6) \quad \lesssim \sum_{N_1 + N_2 + N_3 + N_4 \leq N \atop N_1 \leq N-1} \left| \mathcal{D}^{N_1} \text{tr}_g \mathcal{X} \right| \left| \mathcal{L}_x^N G^\#_{(Frame)} \right| \left| \mathcal{D}^{N_4} \mathcal{L}_x^N \left( L \Psi / \phi \Psi \right) \right|.
\]

Using Lemma (12.23) with \( f = \Psi \), Lemma (12.26) with \( N_1 \leq N - 1 \) in the role of \( N \), Cor. (12.27) and (12.129a), and the bootstrap assumptions \( \mathcal{B} \mathcal{A} \Psi \), we deduce that the right-hand side of (17.6) is \( \lesssim \) the right-hand side of (17.3a) as desired.

We now bound the first product \( (S \mu) L \text{tr}_g X^{(Small)}(S \mu) L(\phi^2 \text{tr}_g X^{(Small)}) - 2\phi^{-1}(S \mu) \text{tr}_g X^{(Small)}(S \mu) \) (recall that \( L \phi = 1 \)) on the second line of the right-hand side of (11.26). We apply \( \mathcal{D}^{N-1} \) to this product and use (12.7b) and the Leibniz rule,
which leads to the following bound:

\[
\mathcal{E}^{N-1} \left\{ \rho^{-2} (S\mu) L (\rho^2 \operatorname{tr} \xi^{(\text{Small})}) - 2 \rho^{-1} (S\mu) \operatorname{tr} \xi^{(\text{Small})} \right\} \\
\lesssim \frac{1}{(1+t)^2} \sum_{N_1 + N_2 \leq N} \mathcal{E}^{N_1} L (\rho^2 \operatorname{tr} \xi^{(\text{Small})}) \mathcal{E}^{N_2} (\mu - 1) \\
+ \frac{1}{1+t} \sum_{N_1 + N_2 \leq N} \mathcal{E}^{N_1} \operatorname{tr} \xi^{(\text{Small})} \mathcal{E}^{N_2} (\mu - 1).
\]

We then use the estimates (12.68a), (12.128b), (12.129a), and (12.129b) to deduce that the right-hand side of (17.7) is \( \lesssim \) the right-hand side of (17.3a) as desired. The remaining products on the second line of the right-hand side of (11.26) can be bounded in a similar fashion. For these estimates, it is important that \( S\rho \in \{0, -1\} \) for spatial commutation vectorfields \( S \in \mathcal{I} \).

It remains for us to bound the first term on the last line of the right-hand side of (11.26). To this end, we note that the identity \([L, S] = (S)^{\#} \# \}_{L} \) (see (4.21b)) implies that the term can be written as \( (S)^{\#} \# \}_{L} \cdot \rho X \). Applying \( \mathcal{E}^{N-1} \) to this product and using the Leibniz rule, Lemma 8.6, and inequality (12.47a), we see that it suffices to bound

\[
\mathcal{E}^{N} \left\{ \mathcal{E}^{\leq 11(S)^{\#} \}_{L}}^{(S)^{\#} \}_{L} \right\}_{\xi}^{C_0(\Sigma_t)} + \frac{1}{1+t} \mathcal{E}^{\leq 12 X}^{(S)^{\#} \}_{L}}_{\xi}^{C_0(\Sigma_t)} + \mathcal{E}^{\leq (S)^{\#} \}_{L}}_{\xi}^{C_0(\Sigma_t)}.
\]

Using (12.73a), (12.73b), (12.75a), (12.75b), (17.1a), and (17.1b), we see that (17.8) is \( \lesssim \) the right-hand side of (17.3a) as desired. □

In the next lemma, we derive pointwise estimates for the inhomogeneous term \( (\mathcal{E}^N)_{\mathcal{I}} \) appearing on the right-hand side of (11.33).

**Remark 17.2 (The need for \( (BA)^\Psi \)).** In proving Lemma 17.3 we derive the estimate (17.14), which, in the case \( N = 24 \), involves a term that is quadratic in in \( \xi^{(\text{Small})} \) with 12 derivatives on each factor. Bounding this term requires a bound for \( \mathcal{E}^{\leq 12 \xi^{(\text{Small})}}^{C_0(\Sigma_t)} \), which we obtained with the help of the bootstrap assumption \( (BA)^\Psi \); see Remark 12.7.

**Lemma 17.3 (Pointwise estimate for the inhomogeneous term \( (\mathcal{E}^N)_{\mathcal{I}} \)).** Let \( 1 \leq N \leq 24 \) be an integer. Let \( \mathcal{E}^N \) be an \( N \)th order pure spatial commutation vectorfield operator (see definition (7.2a)) and let \( (\mathcal{E}^N)_{\mathcal{I}} \) be the corresponding inhomogeneous term defined in (11.34). Under the small-data and bootstrap assumptions of Sects. 12.1, 12.4, if \( \varepsilon \) is sufficiently small, then the following estimates hold on \( M_{(\text{Bootstrap}) \cup \mathcal{O}} \):

\[
(\mathcal{E}^N)_{\mathcal{I}} \lesssim \frac{\ln(e+t)(e+1)}{(1+t)^2} \left( \frac{\rho L \mathcal{E}^{\leq N} \mathcal{I} \Psi}{R} \right) + \frac{\ln(e+t)}{(1+t)^3} \left( \frac{\mathcal{E}^{\leq N} (\mu - 1)}{\sum_{a=1}^{3} \theta} + \mathcal{E}^{\leq N} L_{(\text{Small})}^{a} \right).
\]
Proof. We begin by noting that many of the commutator terms that we estimate in this proof are absent when \( N = 1 \). To bound the first term \( \mathcal{S}^{N-1} \mathcal{J} \) on the first line of (11.34) by the right-hand side of (17.9), we simply quote the estimate (17.3a).

To bound the second term \( [L, \mathcal{S}^{N-1}] \mathcal{X} \) on the first line of (11.34) by the right-hand side of (17.9), we first use the commutator estimate (12.84) with \( N - 1 \) in the role of \( N \) and \( \mathcal{S} \mathcal{X} \) in the role of \( f \) to deduce that

\[
\| [L, \mathcal{S}^{N-1}] \mathcal{X} \| \lesssim \varepsilon^{1/2} \ln(e + t) \left( \frac{1}{(1 + t)^2} \right) \left( \varepsilon L \mathcal{F}^{\leq N} \mathcal{X} \right) \left( \varepsilon \mathcal{F}^{\leq N} \mathcal{X} \right) \left( \varepsilon \mathcal{F}^{\leq N} \mathcal{X} \right) + \frac{1}{1 + t} \| \mathcal{F}^{\leq 12} \|_{C^0(\Sigma_t')} \left( \varepsilon L \mathcal{F}^{\leq N-1} \Psi \right) \left( \varepsilon \mathcal{F}^{\leq N-1} \Psi \right) \left( \varepsilon \mathcal{F}^{\leq N-1} \Psi \right) + \frac{1}{(1 + t)^2} \| \mathcal{F}^{\leq 12} \|_{C^0(\Sigma_t')} \left( \sum_{\alpha=1}^{3} \Theta \| \mathcal{F}^{\leq N} \|_{L^2(\mathcal{X}^{(Small)})} \right).
\]

The desired bound now follows from (17.10), (17.1a), and (17.1b).

To bound the first term \(- [\mathcal{S}^{N-1}, \mu \mathcal{tr}_g \mathcal{X}] \mathcal{S} \mathcal{X}^{(Small)}\) on the second line of (11.34) by the right-hand side of (17.9), we first use the Leibniz rule, the decomposition \( \mathcal{tr}_g \mathcal{X} = 2 \mathcal{g}^{-1} + \mathcal{tr}_g \mathcal{X}^{(Small)} \) (see (4.1c)), and the bound \( |\mathcal{F}^{\leq N-1} \mathcal{g}^{-1}| \lesssim \frac{1}{1 + t} \) (which follows from (12.7a)) to deduce that

\[
\| [\mathcal{S}^{N-1}, \mu \mathcal{tr}_g \mathcal{X}] \mathcal{S} \mathcal{X}^{(Small)} \| \lesssim \frac{1}{1 + t} \sum_{N_1, N_2 \leq N} \| \mathcal{F}^{N_1} \| \| \mathcal{F}^{N_2} \| \| \mathcal{F}^{N_1} \| \mathcal{tr}_g \mathcal{X}^{(Small)} \| \| \mathcal{F}^{N_2} \| \| \mathcal{tr}_g \mathcal{X}^{(Small)} \|.
\]

The desired bound now follows from (17.11), (12.68a) and (12.129a).

To bound the second term \( \frac{1}{2} [\mathcal{S}^{N-1}, \mathcal{tr}_g \mathcal{X}] \mathcal{S} \mathcal{X} = \frac{1}{2} [\mathcal{S}^{N-1}, 2 \mathcal{g}^{-1} + \mathcal{tr}_g \mathcal{X}^{(Small)}] \mathcal{S} \mathcal{X} \) (see (4.1c)) on the second line of (11.34) by the right-hand side of (17.9), we first use the Leibniz rule and the bound \( |\mathcal{F}^{M} \mathcal{g}^{-1}| \lesssim \frac{1}{(1 + t)^2} \) (which holds for \( M \geq 1 \) and follows from (12.7a)) to bound its magnitude by

\[
\lesssim \frac{1}{(1 + t)^2} \| \mathcal{F}^{\leq N-1} \mathcal{X} \| \| \mathcal{F}^{\leq 11} \mathcal{tr}_g \mathcal{X}^{(Small)} \|_{C^0(\Sigma_t')} \| \mathcal{F}^{\leq N-1} \mathcal{X} \|_{C^0(\Sigma_t')} \| \mathcal{F}^{\leq N-1} \mathcal{tr}_g \mathcal{X}^{(Small)} \|.
\]
The desired bound now follows from (17.12), (12.61a) with $N - 1$ in the role of $N$, (12.61b) (12.1a) with $N - 1$ in the role of $N$, and (17.1b).

We omit the proof of the desired bound for the first term on the third line of (11.34) because it can be bounded by using the same argument that we now use to bound the last term on the third line. To bound this last term $-\mathcal{S}^{N - 1, \mu} S (\mathcal{S} L \hat{\chi}^{(Small)})$, which can be expressed as $-\mathcal{S}^{N - 1, \mu} S (\mathcal{S} L \hat{\chi}^{(Small)}) + 2 \mathcal{S}^{N - 1, \mu} S (\mathcal{S} L \hat{\chi}^{(Small)})$ (recall that $L \varrho = 1$) by the right-hand side of (17.9), we first use the Leibniz rule and (12.7a) to deduce that its magnitude is

$$\leq \frac{1}{(1 + t)^2} \sum_{N_1, N_2 \leq N} \left| \mathcal{S}^{N_1} \mu - 1 \right| \left| \mathcal{S}^{N_2} L \left( \varrho^2 \mathcal{S} \left( \mathcal{S} L \hat{\chi}^{(Small)} \right) \right) \right|$$

$$+ \frac{1}{1 + t} \sum_{N_1, N_2 \leq N} \left| \mathcal{S}^{N_1} \mu - 1 \right| \left| \mathcal{S}^{N_2} L \hat{\chi}^{(Small)} \right| .$$

The desired bound now follows from (17.13), (12.128a), (12.128b), (12.129a), and (12.129b).

To bound the difference on the last line of (11.34) by the right-hand side of (17.9), we use the Leibniz rule, the estimates (12.61a), (12.61b), (12.128a), (12.129b), and the bootstrap assumptions \((BA\Psi)\) to deduce that

$$\left| 2 \mu \chi^{(Small)} \mu . \mathcal{S}^{N} \hat{\chi}^{(Small)} - \mathcal{S}^{N} (\mu \chi^{(Small)} . \hat{\chi}^{(Small)}) \right| \leq \sum_{N_1 + N_2 + N_3 + N_4 + N_5 \leq N} \left| \mathcal{S}^{N_1} \mu \right| \left| \mathcal{S}^{N_2} \chi^{-1} \right| \left| \mathcal{S}^{N_3} \chi^{-1} \right| \left| \mathcal{S}^{N_4} \chi^{(Small)} \right| \left| \mathcal{S}^{N_5} \chi^{(Small)} \right|$$

$$\leq \frac{\ln^2 (e + t)}{(1 + t)^3} \left( \frac{\varrho L \varrho^2 \leq N \varrho \chi^{(Small)}}{1 + t} \right) \left( \frac{\varrho L \varrho^2 \leq N \varrho \chi^{(Small)}}{1 + t} \right) + \frac{\ln (e + t)}{(1 + t)^3} \left( \sum_{a = 1}^{3} \varrho^2 \leq N \varrho \chi^{(Small)} \right) .$$

We have thus proved the desired estimate (17.9). \(\square\)

### 17.2. Preliminary pointwise estimates for the derivatives of the inhomogeneous terms in the transport equations for the partially modified quantities

Recall that Lemma (11.15) provides the transport equation verified by the partially modified quantity \(\varrho^2 \mathcal{S} \hat{\chi}^{(Small)}\) and that \(\mathcal{S} \hat{\chi}^{(Small)}\) is a source term in the equation. In the next lemma, we derive pointwise estimates for this source term.

**Lemma 17.4** (Pointwise estimates for the inhomogeneous terms corresponding to the partially modified version of \(\mathcal{S} \hat{\chi}^{(Small)}\)). Let $1 \leq N \leq 24$ be an integer. Let \(\mathcal{S} \hat{\chi}^{(Small)}\) be an \((N - 1)\)st order pure spatial commutation vectorfield operator (see definition (7.2a)) and let \(\mathcal{S} \hat{\chi}^{(Small)}\) be the corresponding inhomogeneous term defined in (11.47). Under the small-data and bootstrap assumptions of Sects. (12.1, 12.4), if $\varepsilon$ is sufficiently small, then the following estimates
hold on $\mathcal{M}_{t(\theta)} U_0$:

\begin{equation}
(17.15) \quad \left| \mathcal{S}^{N-1} \right|_{\mathfrak{B}} \lesssim \left( \frac{\rho L \mathcal{F}^{\leq N-1} \Phi}{\mathcal{R} \mathcal{F}^{\leq N-1} \Psi} \right) + \frac{\ln(\epsilon + t)}{(1 + t)^2} \left( \mathcal{F} \mathcal{F}^{\leq N} (m - 1) \left( \sum_{a=1}^{3} \varrho \mathcal{F}^{\leq N} L_{(Small)}^a \right) \right).
\end{equation}

**Proof.** We start by analyzing the first term $\mathcal{S}^{N-1} \mathfrak{X}$ on the right-hand side of (11.47). Note that by (11.43), this term splits into two pieces: $-\mathcal{S}^{N-1}(\rho^2 \mathfrak{B})$ and $2 \mathcal{S}^{N-1}(\rho \mathfrak{X})$. We now bound the first piece $-\mathcal{S}^{N-1}(\rho^2 \mathfrak{B})$; we will bound the second piece at the end of the proof. To proceed, we apply $\mathcal{F}^{N-1}$ to $\rho$ times the right-hand side of (11.15) and apply the Leibniz rule. We bound $\mathcal{F}^M \rho$ with (12.7a).

We bound the terms $\mathcal{L}^M_{\mathcal{F}} \left( G_{(Frame)} \right)$ with the estimates of Lemma 12.25. We bound $\mathcal{L}^M_{\mathcal{F}} G_{(Frame)}$ with Lemma 12.26. We bound the terms $\mathcal{L}^M_{\mathcal{F}} L_{\mathcal{F}}$ with Lemma 12.23 and the bootstrap assumptions (BA$\Psi$). In total, these estimates yield that $|\mathcal{S}^{N-1}(\rho^2 \mathfrak{B})|$ is $\lesssim$ the right-hand side of (17.15) as desired.

We next bound the second term $\mathcal{S}^{N-1}(\rho^2 |\mathfrak{X}(Small)|^2)$ on the right-hand side of (11.47). From (12.7b) and (12.109a), we deduce that the magnitude of this term is

\begin{equation}
(17.16) \quad \lesssim \varepsilon \ln(\epsilon + t) \left| \mathcal{S} \mathcal{F}^{\leq N-1} \mathfrak{X}(Small) \right|.
\end{equation}

Using inequality (12.68a) with $N - 1$ in the role of $N$, we deduce that the right-hand side of (17.16) is $\lesssim$ the right-hand side of (17.15) as desired.

We next bound the first term $\frac{1}{2} \left[ \mathcal{S} \mathcal{F}^{N-1}, \rho^2 G_{LL} \right] \Delta \Phi$ on the second line of the right-hand side of (11.47). From (12.7a) and the Leibniz rule, we deduce that the magnitude of the first term is

\begin{equation}
(17.17) \quad \lesssim \rho^2 \left| \mathcal{S} \mathcal{F}^{\leq 12} G_{LL} \right| + \rho^2 \left| \mathcal{S} \mathcal{F}^{\leq 11} \Delta \Phi \right| + \rho^2 \left| \mathcal{S} \mathcal{F}^{\leq 11} G_{LL} \right|.
\end{equation}

From inequalities (12.59a), (12.59b), (12.102a), and (12.102b), and the bootstrap assumptions (BA$\Psi$), we deduce that the magnitude of this right-hand side of (17.17) is $\lesssim$ the right-hand side of (17.15) as desired.

We next bound the second term $\frac{1}{2} \rho^2 G_{LL} \left[ \mathcal{S} \mathcal{F}^{N-1}, \Delta \Phi \right] \mathfrak{X}$ on the second line of the right-hand side of (11.47). Using the commutator estimate (12.98) with $N - 1$ in the role of $N$ and $f = \Phi$, inequalities (12.56) and (12.59b), and the bootstrap assumptions (BA$\Psi$), we deduce that the magnitude of this term is $\lesssim$ the right-hand side of (17.15) as desired.

We next bound the first term $[L, \mathcal{S} (\rho^2 \mathfrak{X}(Small))]$ on the third line of the right-hand side of (11.47). Using the commutator estimate (12.84) with $N - 1$ in the role of $N$ and $\rho^2 \mathfrak{X}(Small)$ in the role of $f$, and inequalities (12.7b), (12.47a), (12.102a), and (12.109a), we deduce that the magnitude of this term is $\lesssim$ the right-hand side of (17.15) as desired.
We next bound the last term \([L, \mathcal{F}^{N-1}](\tilde{\varrho}^2 \tilde{\chi})\) on the third line of the right-hand side of (11.47). Referring to definition (11.41b), we see that we have to bound

\[
(17.18) \quad [\mathcal{L}_L, \mathcal{F}^{N-1}] \left\{ -\frac{1}{2} \varrho^2 \mathcal{G}^A L \Psi - \frac{1}{2} \varrho^2 G_{LL} L \varPsi + \varrho^2 \mathcal{G}^A \partial_{A} \Psi \right\}.
\]

From Lemma 8.6, Lemma 12.23, inequality (12.7b), inequality (12.47a), the estimates of Cor. 12.27, the commutator estimate (12.84) with \(N-1\) in the role of \(N\) and \(f = \varPsi\), we deduce that (17.18) and the bootstrap assumptions \((\text{BA} \varPsi)\), we deduce that

\[
(17.19) \quad \left| [\mathcal{L}_L, \mathcal{F}^{N-1}] \left\{ -\frac{1}{2} \varrho^2 \mathcal{G}^A L \Psi - \frac{1}{2} \varrho^2 G_{LL} L \varPsi + \varrho^2 \mathcal{G}^A \partial_{A} \Psi \right\} \right| \lesssim \ln(\epsilon + t) \frac{1}{1 + t} \left| \frac{\varrho L \mathcal{F} \leq N-1 \varPsi}{\mathcal{F} \leq N-1 \varPsi} \right| \left( \frac{\varrho d}{\mathcal{F} \leq N-1 \varPsi} \right) + \frac{1}{(1 + t)^2} \left| \sum_{a=1}^{3} \varrho \left| \mathcal{F} \leq N \varPsi \right| \right| \frac{1}{(1 + t)^2} \left| \sum_{a=1}^{3} \varrho \left| \mathcal{F} \leq N \varPsi \right| \right|,
\]

which is \(\lesssim\) the right-hand side of (17.15) as desired.

We now bound the first term \([L, \mathcal{F}^{N-1}] \{ \varrho^2, \mathcal{F}^{N-1} \mathfrak{g} \chi^{(\text{Small})} \}\) on the last line of the right-hand side of (11.47). We first use (12.7a) and the fact that \(\varrho L \in \mathcal{F}\) to deduce that

\[
(17.20) \quad \left| L \left\{ \varrho^2, \mathcal{F}^{N-1} \mathfrak{g} \chi^{(\text{Small})} \right\} \right| \lesssim \left| \mathcal{F} \leq N-1 \mathfrak{g} \chi^{(\text{Small})} \right|.
\]

To conclude that the right-hand side of (17.20) is \(\lesssim\) the right-hand side of (17.15) as desired, we use inequality (12.68a) with \(N-1\) in the role of \(N\).

We now bound the final term \([L, \mathcal{F}^{N-1}] (\varrho^2 \tilde{\chi}) - \mathcal{F}^{N-1}(\varrho^2 \tilde{\chi})\) on the last line of the right-hand side of (11.47). We first use definitions (11.41b) and (11.45b), the Leibniz rule, the fact that \(\varrho L \in \mathcal{F}\), Lemma 8.6, inequality (12.7b), and inequality (12.47a) to deduce that the term can be bounded as follows:

\[
(17.21) \quad \left| L \left\{ \varrho^2 (\mathcal{F}^{N-1} \tilde{\chi}) - \mathcal{F}^{N-1}(\varrho^2 \tilde{\chi}) \right\} \right| \lesssim \sum_{N_1 + N_2 \leq N+1} N_1, N_2 \leq N \left| \mathcal{G}^N_{\text{Frame}} \right| \left| \mathcal{F}^{N_2} \varPsi \right| + \left| \mathcal{G}^N_{\text{Frame}} \right| \left| \varrho L, \varrho L \mathcal{F}^{N-1} \varPsi \right|.
\]

To bound the first sum on the right-hand side of (17.21) by \(\lesssim\) the right-hand side of (17.15), we use inequality (12.56), the estimates of Cor. 12.27 and the bootstrap assumptions \((\text{BA} \varPsi)\). To bound the last product on the right-hand side of (17.21), we also use the commutator estimate (12.82a) with \(f = \varPsi\).

To complete the proof of (17.15), it remains for us to bound the term \(2 \mathcal{F}^{N-1}(\varrho \tilde{\chi})\) mentioned at the beginning of the proof. Using a subset of the reasoning that we used in the previous paragraph, we bound the magnitude of this term by \(\lesssim\) the first sum on the right-hand side of (17.21) and then by \(\lesssim\) the right-hand side of (17.15). We have therefore proved (17.15).

\(\square\)
Recall that Lemma [11.19] provides the transport equation verified by the partially modified quantity \( \mathcal{J}^{N-1} \mu \) and that \( (\mathcal{J}^{N-1}) \tilde{\mathcal{J}} \) is a source term in the equation. In the next lemma, we derive pointwise estimates for this source term.

**Lemma 17.5 (Pointwise estimates for the inhomogeneous terms corresponding to the partially modified version of \( \mathcal{J}^{N-1} \mu \)).** Let \( 1 \leq N \leq 24 \) be an integer. Let \( \mathcal{J}^{N-1} \) be an \((N-1)\)st order pure spatial commutation vectorfield operator (see definition (12.4)) and let \( (\mathcal{J}^{N-1}) \tilde{\mathcal{J}} \) be the corresponding \( S_{t,u} \) one-form inhomogeneous term defined in (11.53). Under the small-data and bootstrap assumptions of Sects. [12.1]-[12.4], if \( \varepsilon \) is sufficiently small, then the following estimates hold on \( M_{T(\text{bootstrap})}, U_0 \):

\[
(17.22) \quad \| \mathcal{J}^{N-1} \tilde{\mathcal{J}} \| \lesssim \left\{ \begin{array}{l}
\mathcal{J} \lesssim N-1 \tilde{\mathcal{J}} \\
R \lesssim N-1 \tilde{\mathcal{J}} \\
\mathcal{J} \lesssim N-1 \tilde{\mathcal{J}}
\end{array} \right\} + \frac{\ln(e+t)}{(1+t)^2} \left( \begin{array}{l}
\mathcal{J} \lesssim N \tilde{\mathcal{J}} \\
\sum_{a=1}^{3} \mathcal{J} \lesssim N \mathcal{J}^{N-1} L_{(\text{Small})} \end{array} \right).
\]

**Proof.** We start by bounding the product \( \mathcal{J}^{N-1} \tilde{\mathcal{J}} \) arising from the first term on the right-hand side of (11.53), where the \( S_{t,u} \) one-form \( \tilde{\mathcal{J}} \) is defined in (11.50). We apply \( \mathcal{J} \) times \( \mathcal{J}^{N-1} \) to the right-hand side of (11.50) and apply the Leibniz rule. We bound the terms \( \mathcal{J}^M G_{\text{Frame}}, \mathcal{J}^M G_{\text{Frame}}, \) and \( \mathcal{J}^M G_{\text{Frame}} \) by using the fact that \( \mathcal{J} \in \mathcal{J}, \) [12.2a], Lemma 8.6, Lemma 12.23, inequality (12.47a), and the bootstrap assumptions (17.22) with \( \mathcal{J} \) and inequality (12.129a). We bound the terms \( \mathcal{J}^{N-1} \mu \) and \( \mathcal{J}^{N-1} \mu \) with Lemma 12.23 and the bootstrap assumptions (BA\( \Psi \)). In total, these estimates yield that \( \mathcal{J}^{N-1} \tilde{\mathcal{J}} \) is \( \lesssim \) the right-hand side of (17.22) as desired.

To bound \( \mathcal{J} \) times the second term on the right-hand side of (11.53), we first use the Leibniz rule and Lemma 8.6 to deduce that

\[
(17.23) \quad \| \mathcal{J}^{N-1} \phi \| \lesssim \| \phi \mathcal{J}^{N-1} \tilde{\mathcal{J}} \| + \| \mathcal{J}^{N-1} \phi \| \lesssim N-2 \tilde{\mathcal{J}} \| + \| \mathcal{J}^{N-1} \phi \| \lesssim N-2 \tilde{\mathcal{J}} \|
\]

Inequalities (12.59a) and (12.59b) and the bootstrap assumptions (BA\( \Psi \)) then yield that the right-hand side of (17.23) is \( \lesssim \) the right-hand side of (17.22) as desired.

To bound \( \mathcal{J} \) times the third term on the right-hand side of (11.53), we use inequality (12.92) with \( N-1 \) in the role of \( N \) and \( \mu \) in the role of \( \xi \), Lemma 8.6, and inequalities (12.47a) and (12.129a) to deduce the following desired bound:

\[
(17.24) \quad \| \mathcal{J}^{N-1} \| \lesssim \left\{ \begin{array}{l}
\mathcal{J} \lesssim N-1 \tilde{\mathcal{J}} \\
R \lesssim N-1 \tilde{\mathcal{J}} \\
\mathcal{J} \lesssim N-1 \tilde{\mathcal{J}}
\end{array} \right\} + \frac{\ln(e+t)}{(1+t)^2} \left( \begin{array}{l}
\mathcal{J} \lesssim N \tilde{\mathcal{J}} \\
\sum_{a=1}^{3} \mathcal{J} \lesssim N \mathcal{J}^{N-1} L_{(\text{Small})} \end{array} \right).
\]

To bound \( \mathcal{J} \) times the fourth term on the right-hand side of (11.53), we refer to definition (11.48b) to see that we have to bound \( \mathcal{J} \) \( \{ \frac{1}{2} \mu G_{LL} \phi \Psi + \mu G_{L,R} \phi \Psi \} \).
We now derive the estimates for the term $\mu G_{LL}d\Psi$; the estimates for the term $\mu G_{LR}d\Psi$ can be handled using the same arguments, and we omit those details. The estimates (12.59b), (12.129a), the bootstrap assumptions $[BA\Psi]$, and Lemma 8.6 together imply that $E_{\mathcal{R}^2}^{\leq 12}(\mu G_{LL}d\Psi) \lesssim \epsilon \ln(\epsilon + t)(1 + t)^{-2}$. Combining this estimate with the commutator estimate (12.92), where $\mu G_{LL}d\Psi$ plays the role of $\xi$ and $N - 1$ plays the role of $N$, we deduce that

\begin{equation}
\varrho \left\| \left[ \mathcal{L}_L, \mathcal{L}_{\mathcal{R}^{-1}}^N \right] (\mu G_{LL}d\Psi) \right\| \lesssim \frac{\ln(\epsilon + t)}{1 + t} \left\| E_{\mathcal{R}^2}^{\leq N-1}(\mu G_{LL}d\Psi) \right\| + \frac{\ln(\epsilon + t)}{(1 + t)^2} \left| \mathcal{L}_{\mathcal{R}^{-1}}^{\leq N-1}(\mu - 1) \right| + \ln(\epsilon + t) \left. \frac{\partial}{\partial \mathcal{R}^{\leq N-1}\Psi} \right| + \epsilon \ln(\epsilon + t) \left. \frac{\partial}{\partial \mathcal{R}^{\leq N}G_{LL}} \right|.
\end{equation}

The last two terms in (17.25) are manifestly $\lesssim$ the right-hand side of (17.22) as desired. To bound the first term by $\lesssim$ the right-hand side of (17.22) we use the Leibniz rule, Lemma 8.6, the estimates (12.59a), (12.59b), (12.129a), and the bootstrap assumptions $[BA\Psi]$.

To bound $\varrho$ times the last term on the right-hand side of (11.53), we use definitions (11.48b) and (11.51b) and Lemma 8.6 to deduce that the term can be rewritten as follows:

\begin{equation}
E_{\mathcal{R}^2}^{\leq N-1}(\mu G_{LL}d\Psi) = \frac{1}{2} E_{\mathcal{R}^2}^{\leq N-1}(\mu G_{LL}d\Psi) + E_{\mathcal{R}^2}^{\leq N-1}(\mu G_{LR}d\Psi).
\end{equation}

We show how to bound the first term on the right-hand side of (17.26); the proof of the bound for the second one is identical. From the fact that $\varrho L \in \mathcal{F}$, Lemma 8.6, the estimates (12.59a) and (12.129a), and the bootstrap assumptions $[BA\Psi]$, we deduce that

\begin{equation}
\varrho \left\| \left[ \mathcal{L}_L, \mathcal{L}_{\mathcal{R}^{-1}}^{\leq N-1}(\mu G_{LL})d\Psi \right] \right\| \lesssim \frac{1}{(1 + t)^2} \left| \mathcal{R}^{\leq N-1}(\mu - 1) \right| + \ln(\epsilon + t) \left| \partial \mathcal{R}^{\leq N-1}\Psi \right| + \epsilon \ln(\epsilon + t) \left| \partial \mathcal{R}^{\leq N}G_{LL} \right|.
\end{equation}

Inequalities (12.56) and (12.59a) and the bootstrap assumptions $[BA\Psi]$ then yield that the right-hand side of (17.27) is $\lesssim$ the right-hand side of (17.22) as desired.

\section*{17.3. Solving the transport equation verified by the fully modified version of the spatial derivatives of the trace of the re-centered null second fundamental form}

In Sect. 17.4, we derive pointwise estimates for the most difficult top-order wave equation error integrands that arise from the multiplier $T$. Our derivation of these pointwise estimates is based on a detailed analysis of the fully modified quantities defined in Sect. 11.2. In this section, we carry out a preliminary step. Specifically, for $N^{th}$ order pure spatial commutation vectorfield operators $\mathcal{F}^N$, we
derive preliminary pointwise estimates for the corresponding fully modified quantities \((\mathcal{A}^N)\mathcal{X}\) by inverting the transport operator in the transport equation \((11.33)\) that they satisfy. One difficulty that we encounter is that the estimates for distinct \((\mathcal{A}^N)\mathcal{X}\) are weakly coupled due to the presence of the important top-order term \(\mu[L, \mathcal{X}^N]trX^{(Small)}\) on the right-hand side of \((11.33)\). We overcome this difficulty by a deriving Gronwall-type estimate that simultaneously involves all of the \(N\text{th}\) order quantities \((\mathcal{A}^N)\mathcal{X}\). The details are provided in the next lemma.

**Lemma 17.6 (Solving the transport equation verified by \((\mathcal{A}^N)\mathcal{X}\)).** Let \(0 \leq N \leq 24\) be an integer. Let \(\mathcal{A}^N\) be an \(N\text{th}\) order pure spatial commutation vectorfield operator (see definition \((7.2a)\)), and let \((\mathcal{A}^N)\mathcal{X}, \chi,\) and \((\mathcal{A}^N)\mathcal{I}\) be the corresponding quantities appearing in Prop. \((11.10)\). Let \(\chi \leq 0\) order quantities \((\chi^{(Small)}\rangle\) by a deriving Gronwall-type estimate that simultaneously involves all of the \(N\text{th}\) quantities \((\mathcal{A}^N)\mathcal{X}\). The details are provided in the next lemma.

\[
\varrho^2(t,u) \left|_{(\mathcal{A}^N)\mathcal{X}}\right| (t,u,\vartheta) \\
\leq (1 + C\varepsilon) \sup_{0 \leq s \leq t} \left( \frac{\mu(s,u,\vartheta)}{\mu(0,u,\vartheta)} \right)^2 \varrho^2(0,u) \left|_{\mathcal{Y}^{[N]}}\right| (0,u,\vartheta) \\
+ 2(1 + C\varepsilon) \int_{s=0}^{t} \left( \frac{\mu(t,u,\vartheta)}{\mu(s,u,\vartheta)} \right)^2 \varrho^2(s,u) \frac{[L\mu(s,u,\vartheta)] - \chi^{[N]}(s,u,\vartheta)}{\mu(s,u,\vartheta)} ds \\
+ \frac{1}{2} (1 + C\varepsilon) \int_{s=0}^{t} \left( \frac{\mu(t,u,\vartheta)}{\mu(s,u,\vartheta)} \right)^2 \varrho^2(s,u) trX(s,u,\vartheta) \left|_{\mathcal{X}^{[N]}}\right| (s,u,\vartheta) ds \\
+ 2(1 + C\varepsilon) \int_{s=0}^{t} \left( \frac{\mu(t,u,\vartheta)}{\mu(s,u,\vartheta)} \right)^2 \varrho^2(s,u) \frac{\chi^{(Small)}}{\mu} \left|_{\mathcal{Y}^{[N]}}\right| (s,u,\vartheta) \left|_{\mathcal{Y}^{[N]}}\right| (s,u,\vartheta) ds \\
+ (1 + C\varepsilon) \int_{s=0}^{t} \left( \frac{\mu(t,u,\vartheta)}{\mu(s,u,\vartheta)} \right)^2 \varrho^2(s,u) \left\{ \chi^{[N]}(s,u,\vartheta) + \mathcal{Y}^N (s,u,\vartheta) \right\} ds.
\]

Above, \(\left|_{\mathcal{Y}^{[N]}}\right|\) denotes a term that is \(\leq \sum_{|\vec{r}|=N} c_{\vec{r}} \left|_{(\mathcal{A}^N)\mathcal{X}}\right|\), where the \(c_{\vec{r}}\) are non-negative constants verifying \(\sum_{|\vec{r}|=N} c_{\vec{r}} \leq 1\). Similarly, \(\left|_{\mathcal{X}^{[N]}}\right|\) denotes a term that is \(\leq \sum_{|\vec{r}|=N} c_{\vec{r}} \left|_{\mathcal{X}}\right|\), where the \(c_{\vec{r}}\) are non-negative constants verifying \(\sum_{|\vec{r}|=N} c_{\vec{r}} \leq 1\), and \(\left|_{\mathcal{Y}^{[N]}}\right|\) denotes a term that is \(\leq \sum_{|\vec{r}|=N} c_{\vec{r}} \left|_{(\mathcal{A}^N)\mathcal{Y}}\right|\), where the \(c_{\vec{r}}\) are non-negative constants verifying \(\sum_{|\vec{r}|=N} c_{\vec{r}} \leq 1\). Furthermore, \(\mathcal{Y}^N\) is an inhomogeneous...
term that verifies the pointwise estimate

$$\left| \mathcal{F}^N \right| (t, u, \vartheta) \leq C \varepsilon \frac{\ln(e + t)}{(1 + t)^2} \left( \begin{array}{l} gL \mathcal{F}^N \Psi \\ \hat{R} \mathcal{F}^N \Psi \\ 0 \mathcal{F}^N \Psi \\ \mathcal{F}^N \Psi \end{array} \right) \right| \\
+ C \varepsilon \frac{\ln(e + t)}{(1 + t)^3} \left| \left( \begin{array}{l} 2^N \left( \mu - 1 \right) \\ \sum_{a=1}^{2} \theta \left| 2^N L^{[\text{Small}]} \right| \end{array} \right) \right|$$

(17.29)

PROOF. We view the terms in the transport equation (11.33) as functions of $(s, u, \vartheta)$. We multiply both sides of (11.33) by the integrating factor $\psi(s, u, \vartheta) := \exp \left( \int_{t'=0}^{t} \{ \text{tr}_g \chi - \frac{2}{\mu} L \} \right) \left( t', u, \vartheta \right) dt'$ (corresponding to the coefficient of $(\mathcal{F}^N)\mathcal{F}$ on the left-hand side of (11.33)) and then integrate the resulting transport equation $\left( L(\psi)^N \mathcal{F} \right) = \psi \times \text{right-hand side} \left( 11.33 \right)^{''}$ along the integral curves of $L = \frac{\partial}{\partial s}$ from $s = 0$ to $s = t$. With the help of the estimate (12.164), we see that

$$\psi(s, u, \vartheta) := \exp \left( \int_{t'=0}^{t} \{ \text{tr}_g \chi - \frac{2}{\mu} L \} \right) \left( t', u, \vartheta \right) dt' = \frac{\mu^2(0, u, \vartheta)}{\mu^2(s, u, \vartheta)} \exp \left( \int_{t'=0}^{s} \text{tr}_g \chi \left( t', u, \vartheta \right) dt' \right) = (1 + O(\varepsilon)) \frac{\mu^2(s, u)}{\mu^2(0, u)} \mu^2(0, u) \mu^2(s, u, \vartheta).$$

We also use the inequality $0 < \frac{1}{2} \text{tr}_g \chi - \frac{2}{\mu} L \leq 2 \left[ \frac{L}{\mu} \right] + \frac{1}{2} \text{tr}_g \chi$, which follows from (13.142), in order to bound the magnitude of the coefficient of the factor $\mathcal{F}^N \mathcal{F}$ on the right-hand side of (11.33). These steps lead to the pointwise estimate (17.28) for $\mu^2 \left( \mathcal{F}^N \mathcal{F} \right)$ except that on the right-hand side of (17.28), in place of the terms $\mathcal{F}^{[N]}, \mathcal{F}^{[N]}, \mathcal{F}^{[N]}$, and $\mathcal{F}^{[N]}$, there respectively appear $\mathcal{F}^{[N]} \mathcal{F}, \mathcal{F}^{[N]} \mathcal{F}$, and $\mathcal{F}^{[N]} \mathcal{F}$, and in place of the integrand term $\mathcal{F}^{[N]}$, there appears the commutator term $\mu \left( \mathcal{F}^{[N]} \right) \text{tr}_g \chi^{(\text{Small})}$ from the right-hand side of (11.33).

We now claim that the following estimate holds for the commutator term mentioned in the previous sentence:

$$\left( \mathcal{F}^N \mathcal{F} \right) \leq C \varepsilon \frac{\ln(e + t)}{(1 + t)^{2}} \sum_{|\mathcal{F}|=N} \left( \mathcal{F}^N \mathcal{F} \right) \right| \\
+ C \varepsilon \frac{\ln(e + t)}{(1 + t)^{2}} \left( \begin{array}{l} gL \mathcal{F}^N \Psi \\ \hat{R} \mathcal{F}^N \Psi \\ 0 \mathcal{F}^N \Psi \\ \mathcal{F}^N \Psi \end{array} \right) \right| \\
+ C \varepsilon \frac{\ln(e + t)}{(1 + t)^{3}} \left( \begin{array}{l} 2^N \left( \mu - 1 \right) \\ \sum_{a=1}^{2} \theta \left| 2^N L^{[\text{Small}]} \right| \end{array} \right) \right|.$$

(17.31)

Once we have shown (17.31), in order to deduce the desired estimate (17.28), we first sum the inequalities verified by each fixed $\mu^2 \left( \mathcal{F}^N \mathcal{F} \right)$ (which we obtained in the
previous paragraph) in order to deduce pointwise estimate for \( \sum_{|\vec{I}|=N} \varrho^2 \left| (\mathcal{F}^f)_{\vec{I}} \right| \). Note that on the right-hand side of this pointwise estimate, the same quantity \( \sum_{|\vec{I}|=N} \varrho^2 \left| (\mathcal{F}^f)_{\vec{I}} \right| \) appears under a time integral (which is generated by the first term on the right-hand side of (17.31)). We then use Gronwall’s inequality to derive a pointwise estimate for the quantity \( \sum_{|\vec{I}|=N} \varrho^2 \left| (\mathcal{F}^f)_{\vec{I}} \right| \) (in which the quantity \( \sum_{|\vec{I}|=N} \varrho^2 \left| (\mathcal{F}^f)_{\vec{I}} \right| \) no longer appears on the right-hand side). We remark that in deriving the Gronwall estimate, we use the time-integrability of the factor \( \varepsilon \ln(e + t)(1 + t)^{-2} \) that multiplies \( \sum_{|\vec{I}|=N} \left| (\mathcal{F}^f)_{\vec{I}} \right| \) on the right-hand side of (17.31). The summation over \( |\vec{I}| = N \) turns the constants 1, 2, etc. on the right-hand side of (17.28) into large constants \( C \), but in the next step, the large constants will be countered by the small factor of \( \varepsilon \) multiplying the first term on the right-hand side of (17.31). In the next step, we revisit the original inequality verified by the fixed \( \varrho \left| (\mathcal{F}^N)_{\vec{I}} \right| \) (obtained in the previous paragraph) and insert the just-obtained Gronwall estimate for \( \sum_{|\vec{I}|=N} \varrho^2 \left| (\mathcal{F}^f)_{\vec{I}} \right| \) into the first term on the right-hand side of (17.31). Using again the time-integrability of the factor \( \varepsilon \ln(e + t)(1 + t)^{-2} \) that multiplies \( \sum_{|\vec{I}|=N} \left| (\mathcal{F}^f)_{\vec{I}} \right| \) on the right-hand side of (17.31) as well as the smallness factor \( \varepsilon \), we conclude the desired estimate (17.28) (the smallness factor \( \varepsilon \) contributes to the \( C\varepsilon \) factors on the right-hand side). The remaining terms on the right-hand side of (17.31) result in the presence of the term \( \tilde{a}^N \) on the right-hand side of (17.28).

It remains for us to prove (17.31). As a first step, we use the pointwise estimates \( \mu \leq \ln(e + t) \) and \( (\mathcal{F} \leq 12 \cdot \text{tr} \chi^{(\text{Small})}) \) \( \leq \varepsilon \ln(e + t)(1 + t)^{-2} \) (which follow from (12.129a)), the commutator estimate (12.84) with \( \text{tr} \chi^{(\text{Small})} \) in the role of \( f \), the bound (12.129b) for \( (\mathcal{F} \leq 12 \cdot \text{tr} \chi^{(\text{Small})}) \), the identity \( L\varrho = 1 \), the bound (12.68a) for \( (\mathcal{F} \leq 12 \cdot \text{tr} \chi^{(\text{Small})}) \), Cor. (12.48) and inequality (12.47a) to deduce that

\[
\left| \mu[L, \mathcal{F}^N] \text{tr} \chi^{(\text{Small})} \right| \leq \varepsilon \ln(e + t) \left(1 + t\right)^2 \left( \sum_{l=1}^{N-1} \left| \mu O_{(l)} (L_{\leq N} \Psi) \right| \right) + \varepsilon \ln^2(e + t) \left(1 + t\right)^3 \left( \sum_{l=1}^{N-1} \left| L_{\leq N} \Psi \right| \right) + \varepsilon \ln^2(e + t) \left(1 + t\right)^4 \left( \sum_{a=1}^{3} \left| L_{\leq N} L_{a}^{(\text{Small})} \right| \right).
\]

Next, we consider the first array on the right-hand side of (17.32). We repeatedly use inequalities (12.82a) and (12.82b) with \( f = \text{tr} \chi^{(\text{Small})} \), (12.129a), and (12.57) to commute any factor \( Z := gL \) in \( R\mathcal{F} \leq N-1 \) or \( O \mathcal{F} \leq N-1 \) all the way in front (so that it acts last). We then use the estimates described just above inequality (17.32) to bound all derivatives of \( \text{tr} \chi^{(\text{Small})} \) except the pure spatial top-order ones \( \mathcal{F}^N \).
in terms of other variables, thus deducing that

\[\epsilon \ln (e + t) \left( \sum_{|\tilde{\ell}| = N} |\mu \mathcal{F}_{\tilde{\ell}} \mathcal{X}_{\text{Small}}^{(\Psi)}| \right) \leq \epsilon \ln (e + t) \left( \sum_{|\tilde{\ell}| = N} |\mu \mathcal{F}_{\tilde{\ell}} \mathcal{X}_{\text{Small}}^{(\Psi)}| \right) \]

\[\leq \epsilon \ln (e + t) \left( \sum_{|\tilde{\ell}| = N} |\mu \mathcal{F}_{\tilde{\ell}} \mathcal{X}_{\text{Small}}^{(\Psi)}| \right) \]

Using the identity \(\mu \mathcal{F}_{\tilde{\ell}} \mathcal{X}_{\text{Small}}^{(\Psi)} = (\mathcal{F}_{\tilde{\ell}}) \mathcal{X} - \mathcal{F}_{\tilde{\ell}} \mathcal{X}\) (see (11.32)), we bound the first term on the right-hand side of (17.33) as follows:

\[\sum_{|\tilde{\ell}| = N} |\mu \mathcal{F}_{\tilde{\ell}} \mathcal{X}_{\text{Small}}^{(\Psi)}| \leq \sum_{|\tilde{\ell}| = N} |(\mathcal{F}_{\tilde{\ell}} \mathcal{X})| + \sum_{|\tilde{\ell}| = N} |\mathcal{F}_{\tilde{\ell}} \mathcal{X}|.

Combining (17.32), (17.33), and (17.34), and using (17.1a) to bound the terms \(|\mathcal{F}_{\tilde{\ell}} \mathcal{X}|\) on the right-hand side of (17.34), we finally arrive at the desired bound (17.31). We have thus proved Lemma 17.6.

\[\square\]

17.4. Pointwise estimates for the difficult error integrands requiring full modification

In the next proposition, we derive precise pointwise estimates for the difficult error integrand products \((\mathcal{R})O\mathcal{F}^{N-1}\mathcal{X}_{\text{Small}}\) and \((\mathcal{R})\Delta \mathcal{F}^{N-1}\mu\) from Prop. 16.4, where \(\mathcal{F}^{N-1}\) is an \((N-1)\)th order pure spatial commutation vectorfield operator. More precisely, the last inequality in (15.1) allows us to estimate \((\mathcal{R}) \mathcal{O}_{\mathcal{F}} \mathcal{F}^{N-1}\mathcal{X}_{\text{Small}}\) instead of \((\mathcal{R}) \Delta \mathcal{F}^{N-1}\mu\). We must use the fully modified quantities defined in Sect. 11.2 to derive these estimates, which play an important role in our derivation of a priori estimates for the top-order \(L^2\) quantity \(Q_{(\leq 24)}\). We stress that the large \(\mu^1\) degeneracy of our a priori estimates for \(Q_{(\leq 24)}\) (see inequality (20.8e)) stems in part from the “boxed” constants appearing on the right-hand sides of the estimates of Prop. 17.7.

**Proposition 17.7 (Pointwise estimates for \((\mathcal{R})O\mathcal{F}^{N-1}\mathcal{X}_{\text{Small}}\) and \((\mathcal{R})\Delta \mathcal{F}^{N-1}\mu\))**. Let \(1 \leq N \leq 24\) be an integer, let \(\mathcal{F}^{N-1}\) be an \((N-1)\)th order pure spatial commutation vectorfield operator (see definition (7.2a)), and let \(O \in \Theta\) be a geometric rotation vectorfield (see definition (7.2)). \(\mathcal{X}_{\text{Small}}\) be the symmetric type tensorfield defined in (4.1c) and let \(g(t,u) = 1 - u + t\) be the geometric radial variable. Under the small-data and bootstrap assumptions of Sects. 12.1, 12.4, if \(\epsilon\) is sufficiently small, then the following pointwise estimates hold on \(\mathcal{M}_{\mathcal{F}^{(\text{Bootstrap})}}, \mathcal{U}_0\), where \(|\mathcal{F}^{[N]}\|\) denotes a term that is less than or equal to \(\sum_{|\tilde{\ell}| = N} c_{\tilde{\ell}} |(\mathcal{F}_{\tilde{\ell}} \mathcal{X})|^\nu\), where \((\mathcal{F}_{\tilde{\ell}} \mathcal{X})\) is defined by (11.32) and the \(c_{\tilde{\ell}}\) are non-negative constants verifying...
\[\sum_{i=N} c_i \leq 1;\]

(17.35)

\[
\left\| \hat{R}\Psi \right\|_{O(\mathcal{S}^{N-1} \text{tr} \mathcal{X}^{(\text{Small})})} \left\| \hat{R} \mathcal{S}^{N-1} \text{tr} \mathcal{X}^{(\text{Small})} \right\|
\]

\[
\leq 2 \left\| \frac{L_\mu}{\mu} \right\|_{C^{0}(\Sigma_t^* \mathcal{S}^N \Psi)} \left\| \hat{R} \mathcal{S}^{N} \Psi \right\|
\]

\[
+ 4 \left(1 + C \sqrt{t} \right) \frac{1}{\varrho(t, u)} \left\| \frac{L_\mu}{\mu} \right\|_{C^{0}(\Sigma_t^* \mathcal{S}^N \Psi)}
\]

\[
\times \int_{t'=0}^t \left[ \left( \frac{\mu(t', u)}{\mu} \right) \right] \left( \frac{\varrho(t', u)}{\varrho} \right) \left\| \hat{R} \mathcal{S}^{N} \Psi \right\| (t', u, \varrho) \, dt'
\]

\[
\times \int_{t'=0}^t \left( \frac{1}{\varrho'}(t, u) \right) \left\| \frac{L_\mu}{\mu} \right\|_{C^{0}(\Sigma_t^* \mathcal{S}^N \Psi)}
\]

\[
\times \int_{t'=0}^t \left( \frac{\mu(t, \varrho)}{\mu} \right) ^2 \left( \frac{\varrho(t, u)}{\varrho} \right) \left\| \hat{R} \mathcal{S}^{N} \Psi \right\| (t', u, \varrho) \, dt'
\]

\[
+ C \varrho_{\mu}^{-1}(t, u) \ln^2(e + t) \frac{1}{(1 + t)^3} \left\| \mathcal{F}^{[N]} \left( 0, u, \varrho \right) \right\|
\]

\[
+ C \varrho_{\mu}^{-1/2}(t, u) \frac{1}{(1 + t)^2} \left( \frac{\varrho}{\mu} \right) \left( \frac{L + \frac{1}{2} \text{tr} \mathcal{X}}{\mathcal{S}^{N} \Psi} \right) \left( \frac{\hat{R} \mathcal{S}^{N}_{\leq N} \Psi}{\mathcal{S}^{N}_{\leq N} \Psi} \right)
\]

\[
+ C \varrho_{\mu}^{-1}(t, u) \frac{1}{(1 + t)^3} \left( \frac{\hat{R} \mathcal{S}^{N}_{\leq N-1} \Psi}{\mathcal{S}^{N}_{\leq N-1} \Psi} \right)
\]

\[
+ C \varrho_{\mu}^{-3/2}(t, u) \ln^2(e + t) \frac{1}{(1 + t)^3} \left( \frac{\varrho}{\mu} \right) \left( \frac{L + \frac{1}{2} \text{tr} \mathcal{X}}{\mathcal{S}^{N}_{\leq N-1} \Psi} \right) \left( \mathcal{S}^{3}_{\leq N} \left( \mu - 1 \right) \sum_{a=1}^{3} \varrho \mathcal{S}^{N}_{\leq N} L_{(\text{Small})}^a \right)
\]

\[
+ C \varrho_{\mu}^{-1}(t, u) \ln^3(e + t) \frac{1}{(1 + t)^3} \left( \frac{\hat{R} \mathcal{S}^{N}_{\leq N-1} \Psi}{\mathcal{S}^{N}_{\leq N-1} \Psi} \right)
\]

\[
\times \int_{t'=0}^t \left( \frac{1}{\mu(t', u)} \right) \left( \frac{\varrho}{\mu} \right) \left( \frac{L + \frac{1}{2} \text{tr} \mathcal{X}}{\mathcal{S}^{N}_{\leq N} \Psi} \right) \left( \hat{R} \mathcal{S}^{N}_{\leq N} \Psi \right) \left( \hat{R} \mathcal{S}^{N}_{\leq N-1} \Psi \right) \left( \mu - 1 \right) \sum_{a=1}^{3} \varrho \mathcal{S}^{N}_{\leq N} L_{(\text{Small})}^a \left( t', u, \varrho \right) \, dt'
\]

\[
+ C \varrho_{\mu}^{-1}(t, u) \ln^2(e + t) \frac{1}{(1 + t)^3} \left( \frac{\varrho}{\mu} \right) \left( \frac{L + \frac{1}{2} \text{tr} \mathcal{X}}{\mathcal{S}^{N}_{\leq N} \Psi} \right) \left( \hat{R} \mathcal{S}^{N}_{\leq N-1} \Psi \right) \left( \mu - 1 \right) \sum_{a=1}^{3} \varrho \mathcal{S}^{N}_{\leq N} L_{(\text{Small})}^a \left( t', u, \varrho \right) \, dt'
\]

\[
+ C \varrho_{\mu}^{-1}(t, u) \ln^3(e + t) \frac{1}{(1 + t)^3} \left( \frac{\varrho}{\mu} \right) \left( \frac{L + \frac{1}{2} \text{tr} \mathcal{X}}{\mathcal{S}^{N}_{\leq N} \Psi} \right) \left( \hat{R} \mathcal{S}^{N}_{\leq N-1} \Psi \right) \left( \mu - 1 \right) \sum_{a=1}^{3} \varrho \mathcal{S}^{N}_{\leq N} L_{(\text{Small})}^a \left( t', u, \varrho \right) \, dt'
\]

\[
\times \int_{t'=0}^t \left( \frac{1}{\mu(t', u)} \right) \left( \frac{\varrho}{\mu} \right) \left( \frac{L + \frac{1}{2} \text{tr} \mathcal{X}}{\mathcal{S}^{N}_{\leq N} \Psi} \right) \left( \hat{R} \mathcal{S}^{N}_{\leq N-1} \Psi \right) \left( \mu - 1 \right) \sum_{a=1}^{3} \varrho \mathcal{S}^{N}_{\leq N} L_{(\text{Small})}^a \left( t', u, \varrho \right) \, dt'
\]
Proof. For the sake of efficiency, we prove inequality (17.35) only for the term \((\bar{R}\Psi)O\alpha^{N-1}\text{tr}_X(Small)\); the proof for the term \((\bar{R}\Psi)R\alpha^{N-1}\text{tr}_X(Small)\) is identical. Throughout the proof, we use the notation \(\mathcal{J}^N\) whenever the structure of an \(N\)th order string of spatial commutation vectorfields is not important. Using Def. 11.9 (see also (11.20b)), we deduce that

\[
(17.36)
\]

\[
\left|\mu O\mathcal{J}^{N-1}\text{tr}_X(Small) - O(\mathcal{J}^{N-1})\mathcal{J}\right|
\]

\[
\leq \left|G_{LL}\bar{R}\mathcal{J}^N \Psi + \frac{1}{2}\left|\mu G_{LL}^A L \mathcal{J}^N \Psi + \frac{1}{2}\mu G_{LL}^A \mathcal{J}^N \Psi\right| + \frac{1}{2}\mu G_{LL}^A \mathcal{J}^N \Psi\right| + \left|\mathcal{J}^N X - \left\{-G_{LL}\bar{R}\mathcal{J}^N \Psi - \frac{1}{2}\mu G_{LL}^A L \mathcal{J}^N \Psi - \frac{1}{2}\mu G_{LL}^A \mathcal{J}^N \Psi + \mu G_{LL}^A \mathcal{J}^N \Psi\right\}\right|
\]

From (17.36), the bootstrap assumption \(\|\bar{R}\Psi\|_{C^0(\Sigma_t)} \leq \varepsilon(1+t)^{-1}\) (that is, \((BA \Psi)\)), and inequalities (12.59b) and (17.2), we deduce that

\[
(17.37)
\]

\[
\left|\left(\bar{R}\Psi\right)O\mathcal{J}^{N-1}\text{tr}_X(Small)\right|
\]

\[
\leq 1\left\|\bar{R}\Psi\right\|_{C^2(\mathcal{J}^{N-1})} \left(\frac{\varepsilon}{\mu} \left|G_{LL}^A L \mathcal{J}^N \Psi + \frac{1}{2}\mu G_{LL}^A \mathcal{J}^N \Psi\right|\right) + C\varepsilon \left(\frac{1}{(1+t)^2}\right)\left(\|O\mathcal{J}^N \Psi\|_{C^0(\Sigma_t)}\right) + \frac{1}{1+t}\left(\|\bar{R}\mathcal{J}^N \Psi\|_{C^0(\Sigma_t)}\right)
\]

\[
\quad + C\varepsilon \left(\frac{1}{(1+t)^3}\right)\left(\sum_{a=1}^{3}\|\mathcal{J}^N L^a(Small)\|\right).
\]

We now bound the right-hand side of (17.37) by the right-hand side of (17.35) by using a separate argument for each term. Throughout the remainder of this proof, we use the definition of \(\mu\), and in particular the estimate \(\mu \leq 1\) without mentioning it each time. We also silently use the simple inequality \(|L\psi| \leq \|L\psi + \frac{1}{2}\text{tr}_X\chi\| + C(1+t)^{-1}|\psi|\), which follows easily from the estimate \(|\text{tr}_X\chi| \leq 1\) (that is, (12.61b)). The first term on the right-hand side of (17.37) is the most difficult, and we handle it at the end of the proof. To bound the second term on the right-hand side of (17.37), we first use the transport equation (4.5) for \(L\mu\), the bootstrap assumption \(\|\bar{R}\Psi\|_{C^0(\Sigma_t)} \leq \varepsilon(1+t)^{-1}\) (that is, \((BA \Psi)\)), and inequality (12.59b) to deduce that

\[
(17.38)
\]

\[
\left|G_{LL}^A L \mathcal{J}^N \Psi\right| \leq 2\left\|\left|\frac{L\mu}{\mu}\right|_{C^0(\Sigma_t)} \left|\bar{R}\mathcal{J}^N \Psi\right| + C\varepsilon \left(\frac{1}{(1+t)^2}\right)\left|\bar{R}\mathcal{J}^N \Psi\right|\right.
\]

The first term on the right-hand side of (17.38) accounts for the first term on the right-hand side of (17.35), and the second term is also easily seen to be \(\leq\) the right-hand side of (17.35). The last term on the first line of the right-hand side of (17.37) and the terms on the second and third lines of the right-hand side of (17.37) are also easily seen to be \(\leq\) the right-hand side of (17.35) as desired.
Bounding the difficult term piece by piece. To bound the (difficult) first term on the right-hand side of (17.37) by the right-hand side of (17.35), we use the preliminary pointwise estimates provided by Lemma (17.6) which provide a pointwise bound for \( \varrho^2(\mathcal{Y}^N) \varphi^* \). Specifically, we see that it suffices to bound \( \frac{1}{\varrho^2} \frac{\tilde{R}_\Psi}{\varphi^*} \) times the right-hand side of (17.28); we derive the desired bounds by arguing term by term.

Bound for the term arising from the first term on the right-hand side of (17.28): To bound \( \frac{1}{\varrho^2} \frac{\tilde{R}_\Psi}{\varphi^*} \) times the first term on the right-hand side of (17.28), we use the bootstrap assumption \( \left\| \tilde{R}_\Psi \right\|_{C^0(\Sigma^N)} \leq \varepsilon (1 + t)^{-1} \) (that is, [BA\(\Psi\)]) and the bound \( |\mu - 1| \lesssim \varepsilon \ln(e + t) \) (that is, (12.129a)) to deduce that

\[
(17.39) \quad \frac{1}{\varrho^2(t,u)} \frac{\tilde{R}_\Psi(t,u,\vartheta)}{\mu(t,u,\vartheta)} \max_{0 \leq s \leq t} \left( \frac{\mu(s,u,\vartheta)}{\mu(0,u,\vartheta)} \right)^2 \varrho^2(0,u) \left| \mathcal{X}^N \right|(0,u,\vartheta) \leq C \varepsilon \ln(e + t) \frac{1}{\mu(t,u)} \left( 1 + t \right)^3 \left| \mathcal{X}^N \right|(0,u,\vartheta),
\]

where \( \left| \mathcal{X}^N \right| \) is defined just below (17.28). Clearly the right-hand side of (17.39) is \( \leq \) the right-hand side of (17.35) as desired.

Bound for the term arising from the first time integral on the right-hand side of (17.28): We now address the first time integral on the right-hand side of (17.28). To this end, we first note that by the definition of \( \left| \mathcal{X}^N \right| \), which is defined just below (17.28), the estimate (12.55) (with \( \Psi \) in the role of \( f \)), the estimate (12.59b), and inequality (17.2) we have the following bound for one of the integrand factors:

\[
(17.40) \quad \left| \mathcal{X}^N \right| \leq |G_{LL} \tilde{R}_\Psi \mathcal{X}^N \Psi| + C \frac{1}{1 + t} \left| \left( \frac{\varrho}{\varphi} \frac{L + \frac{1}{3} \text{tr}_Q \chi}{\varphi \mathcal{X}^N \Psi} \right) \right|^{\mathcal{X}^N \leq N} + C \ln(e + t) \left( \frac{\varrho}{\varphi} \mathcal{X}^N \leq N - 1 \Psi \right) + C \left( \tilde{R}_\Psi \mathcal{X}^N \leq N - 1 \Psi \right) + C \varepsilon \frac{1}{(1 + t)^2} \left( \frac{\varrho}{\varphi} \mathcal{X}^N \leq N \left( \sum_{a=1}^3 \int_{I(\text{Small})} \right) \right).
\]

Next, we pointwise bound the product of the first and third integrand factors in the first time integral on the right-hand side of (17.28) by using Def. (13.8) and the estimates (13.38b), (13.41), and (13.42) to deduce that for \( 0 \leq s \leq t \), we have

\[
(17.41) \quad \left( \frac{\mu(t,u,\vartheta)}{\mu(s,u,\vartheta)} \right)^2 \left( \frac{L_{\mu}(s,u,\vartheta)}{\mu(s,u,\vartheta)} \right) \leq \left( 1 + C \sqrt{\varepsilon} \right) \left( \frac{L_{\mu}(s,u,\vartheta)}{\mu(s,u,\vartheta)} \right) + C \varepsilon \ln^2(e + t) \frac{\ln(e + s)}{(1 + s)^2}.
\]

We now use (17.40), (17.41), (12.59b), the estimate \( |L_{\mu}| \leq \varepsilon (1 + t)^{-1} \), (that which follows from (12.129b)), the bootstrap assumption \( \left\| \tilde{R}_\Psi \right\|_{C^0(\Sigma^N)} \leq \varepsilon (1 + t)^{-1} \) (that is, [BA\(\Psi\)]), and the definition of \( \mu_* \) to deduce that \( \frac{1}{\rho^2} \frac{\tilde{R}_\Psi}{\mu} \) times
the first time integral on the right-hand side of (17.28) is bounded in magnitude by (17.42)

\[ \leq 2(1 + C\varepsilon) \frac{1}{\mu s^3} \left\| \tilde{\Psi} \right\| G_{LL} \int_{s=0}^{t} \frac{\| [L_{\mu}] - \| c_0(t, s, u, u') \| \mu_{s}(s, u)}{\mu_{u}(s, u)} \left\| \tilde{\Psi} \right\| (s, u, \vartheta) ds \]

\[ \leq 2(1 + C\sqrt{\varepsilon}) \frac{1}{\mu s^3} \left\| \tilde{\Psi} \right\| G_{LL} \int_{s=0}^{t} \frac{\| [L\mu] - \| c_0(t, s, u, u') \| \mu_{s}(s, u)}{\mu_{u}(s, u)} \left\| \tilde{\Psi} \right\| (s, u, \vartheta) ds \]

\[ + C\varepsilon \frac{1}{(1 + t)^3} \int_{s=0}^{t} \frac{\| [L\mu] - \| c_0(t, s, u, u') \| \mu_{s}(s, u)}{\mu_{u}(s, u)} \left\| \tilde{\Psi} \right\| (s, u, \vartheta) ds \]

The main challenge is to bound the (difficult) first product \(2(1 + C\sqrt{\varepsilon}) \cdots\) on the right-hand side of (17.42) by the right-hand side of (17.35): it is straightforward to see that the remaining products on the right-hand side of (17.42) are \( \leq \) the right-hand side of (17.35) as desired. To bound the difficult first product on the right-hand side of (17.42), we first use the estimate (12.143), the estimate \( \left\| [L\mu] - \| c_0(t, s, u, u') \| \mu_{s}(s, u) \right\| \ll \varepsilon (1 + s)^{-1} \) (which follows from (12.129b)) and the bootstrap assumption \( \left\| \tilde{\Psi} \right\| c_0(t, s, u, u') \ll \varepsilon (1 + t)^{-1} \) (that is, \( BA \Psi \)) to replace the integrand factor \( G_{LL}(s, u, \vartheta) \) with \( G_{LL}(t, u, \vartheta) \) up to error terms, which allows us to bound the first product by (17.43)

\[ \leq 2(1 + C\sqrt{\varepsilon}) \frac{1}{\mu s^3} \left\| \tilde{\Psi} \right\| G_{LL} \int_{s=0}^{t} \frac{\| [L_{\mu}] - \| c_0(t, s, u, u') \| \mu_{s}(s, u)}{\mu_{u}(s, u)} \left\| \tilde{\Psi} \right\| (s, u, \vartheta) ds \]

\[ + C\varepsilon \frac{1}{(1 + t)^3} \int_{s=0}^{t} \frac{\| [L\mu] - \| c_0(t, s, u, u') \| \mu_{s}(s, u)}{\mu_{u}(s, u)} \left\| \tilde{\Psi} \right\| (s, u, \vartheta) ds. \]

Clearly, the product on the second line of the right-hand side of (17.43) is \( \leq \) the right-hand side of (17.35) as desired. To bound the product on the first line of the right-hand side of (17.43), we use essentially the same reasoning that we used to deduce (17.38) in order to bound it by (17.44)

\[ \leq 4(1 + C\sqrt{\varepsilon}) \frac{1}{\mu s^3} \left\| \tilde{\Psi} \right\| G_{LL} \int_{s=0}^{t} \frac{\| [L_{\mu}] - \| c_0(t, s, u, u') \| \mu_{s}(s, u)}{\mu_{u}(s, u)} \left\| \tilde{\Psi} \right\| (s, u, \vartheta) ds \]

\[ + C\varepsilon \frac{1}{(1 + t)^3} \int_{s=0}^{t} \frac{\| [L\mu] - \| c_0(t, s, u, u') \| \mu_{s}(s, u)}{\mu_{u}(s, u)} \left\| \tilde{\Psi} \right\| (s, u, \vartheta) ds. \]
Finally, we observe that both terms on the right-hand side of (17.44) are \( \leq \) the right-hand side of (17.35) as desired.

**Bound for the term arising from the second time integral on the right-hand side of (17.28):** We now bound \( \frac{1}{\varrho^2} \frac{\hat{R} \Psi}{\mu} \) times the second time integral on the right-hand side of (17.28). We begin by using definition (4.1c) and the estimate (12.129a) to pointwise bound the integrand factor as follows:

\[
\mathrm{tr} \frac{g}{\chi}(s,u,\vartheta) = 2(1 + C\varepsilon) \left( \frac{\mathrm{tr} \frac{g}{\chi}(s,u)}{\varrho(s,u)} + \frac{\mathrm{tr} \frac{g}{\chi}(s,u)}{\varrho(s,u)} \right).
\]

Next, we substitute this bound and the bound (17.40) for the integrand factor into the second time integral. We give a separate argument for each term on the right-hand side of (17.40). First, using the above estimate for \( \mathrm{tr} \frac{g}{\chi} \), we bound \( \frac{1}{\varrho^2} \frac{\hat{R} \Psi}{\mu} \) times the part of the second time integral that arises from the first term on the right-hand side of (17.40) by

\[
(17.45) \quad \leq (1 + C\varepsilon) \left( 1 + z \right) \left( \frac{\mu(t,u,\vartheta)}{\mu(s,u,\vartheta)} \right)^2 \varrho(s,u) \left| G_{LL} \hat{R} \Psi \right| (s,u,\vartheta) ds.
\]

We now use arguments similar to the ones we used above in order to replace the integrand factor \( G_{LL}(s,u,\vartheta) \) with \( G_{LL}(t,u,\vartheta) \) in (17.45) up to error terms and to then bound the product \( \frac{1}{\mu} \left| G_{LL} \hat{R} \Psi \right| \) by \( \left( \frac{L + 1}{\mu} \right) \) up to error terms. This line of reasoning allows us to bound the right-hand side of (17.45) by the product \( 2 \left( 1 + C\varepsilon \right) \left( \frac{1}{\varrho^2} \frac{\hat{R} \Psi}{\mu} \right) \) on the right-hand side of (17.35) plus other non-boxed-constant-multiplied error terms on the right-hand side of (17.35).

Next, we use the estimate \( |\varrho \mathrm{tr} \frac{g}{\chi}| \lesssim 1 \) noted above and the bootstrap assumption \( \|\hat{R} \Psi\|_{C^0(\Sigma)} \leq \varepsilon(1 + t)^{-1} \) to bound \( \frac{1}{\varrho^2} \frac{\hat{R} \Psi}{\mu} \) times the part of the second time integral that arises from the second product on the right-hand side of (17.40) by

\[
(17.46) \quad \leq C\varepsilon \left( \frac{1}{1 + t} \right) \int_{s=0}^{t} \left| \frac{\mu(t,u,\vartheta)}{\mu(s,u,\vartheta)} \right| \frac{\varrho \left( L + \frac{1}{2} \mathrm{tr} \frac{g}{\chi} \right)}{\varrho \left( L + \frac{1}{2} \mathrm{tr} \frac{g}{\chi} \right) \leq N \Psi} \left| (s,u,\vartheta) \right| ds.
\]

Furthermore, from Def. 13.8 and the estimates (13.38b) and (13.42), it follows that the factor \( \frac{\mu(t,u,\vartheta)}{\mu(s,u,\vartheta)} \) in (17.46) is \( \lesssim \ln(\varepsilon + t) \). In total, we see that (17.46) is \( \leq \) the right-hand side of (17.35) as desired.

Using similar reasoning, we bound \( \frac{1}{\varrho^2} \frac{\hat{R} \Psi}{\mu} \) times the part of the second time integral that arises from the third, fourth, and fifth products on the right-hand side of (17.40) respectively by

\[
(17.47) \quad \leq C\varepsilon \left( \frac{1}{\mu_s} \right) \ln^3(\varepsilon + t) \int_{s=0}^{t} \left( \frac{\varrho \left( L + \frac{1}{2} \mathrm{tr} \frac{g}{\chi} \right)}{\varrho \left( L + \frac{1}{2} \mathrm{tr} \frac{g}{\chi} \right) \leq N - 1 \Psi} \right) (s,u,\vartheta) ds,
\]

\[
(17.48) \quad \leq C\varepsilon \left( \frac{1}{\mu_s} \right) \ln^2(\varepsilon + t) \int_{s=0}^{t} \varrho(s,u) \left| \hat{R} \Psi \leq N - 1 \Psi \right| (s,u,\vartheta) ds,
\]
and

\[(17.49) \quad \leq C\varepsilon \frac{1}{\mu_*} \ln^2(e + t) \int_{s=0}^{t} \frac{1}{1 + s} \left( \sum_{a=1}^{3} \theta \mathcal{F}^{\leq N} L^a_{\Psi} \right) |(s, u, \vartheta)| ds,
\]

which are easily seen to be \( \leq \) the right-hand side of (17.35) as desired.

**Bound for the term arising from the third time integral on the right-hand side of (17.28):** We now pointwise bound \( \frac{1}{\theta^2} \frac{\hat{R}\Psi}{\mu} \) times the third time integral on the right-hand side of (17.28). We first note that (12.129a) implies the pointwise bound (17.49) as desired. Also using the bootstrap assumption

\[\left\| \hat{R}\Psi \right\|_{C^0(\Sigma_t^\prime)} \leq \varepsilon(1 + t)^{-1} \] (that is, \((\mathbf{BA}\Psi)\)), we deduce that \( \frac{1}{\theta^2} \frac{\hat{R}\Psi}{\mu} \) times the third time integral on the right-hand side of (17.28) is bounded in magnitude by

\[(17.50) \quad \leq C\varepsilon \frac{\ln(e + t)}{(1 + t)^3} \frac{1}{\mu(s, u, \vartheta)} \int_{s=0}^{t} \frac{\mu^2(t, u, \vartheta)}{\mu^2(s, u, \vartheta)} |(s, u, \vartheta)| ds.
\]

We now notice that the analysis of the right-hand side of (17.50) easily reduces to the case of the top-order operators \( \mathcal{L}^N \); in the cases of the lower-order operators \( \mathcal{L}^{\leq N-1} \), we use inequality (12.68a) with \( \leq N - 1 \) in the role of \( N \) and the pointwise bound \( \left| \frac{\mu(t, u, \vartheta)}{s, u, \vartheta} \right| \leq -\ln(e + t) \), which holds for \( 0 \leq s \leq t \) and follows from the line of reasoning just below (17.40) to bound the below-top-order terms on the right-hand side of (17.50) by \( \leq \) the right-hand side of (17.35) as desired.

We now consider two cases depending on the structure of the top-order operators \( \mathcal{L}^N \) in (17.50): i) \( \mathcal{F}^N = \mathcal{R} \mathcal{F}^{N-1} \), and ii) \( \mathcal{F}^N = O \mathcal{F}^{N-1} \), where \( O \in \Theta \) is a geometric rotation vectorfield. If \( \mathcal{F}^N = \mathcal{R} \mathcal{F}^{N-1} \), then we use the second inequality in (15.1), the estimate \( |\text{tr}_{\mathcal{F}}\chi| \leq 1 \) noted above, and the pointwise bound \( \left| \frac{\mu(t, u, \vartheta)}{s, u, \vartheta} \right| \leq -\ln(e + t) \) (which holds for \( 0 \leq s \leq t \)) noted above to deduce that the right-hand side of (17.50) is

\[(17.51) \quad \leq C\varepsilon \frac{\ln^3(e + t)}{(1 + t)^3} \frac{1}{\mu^2((t, u, \vartheta))} \int_{s=0}^{t} \frac{\mu^2(t, u, \vartheta)}{\mu^2(s, u, \vartheta)} |(s, u, \vartheta)| ds
\]

\[+ C\varepsilon \frac{\ln^2(e + t)}{(1 + t)^3} \int_{s=0}^{t} \frac{1}{1 + s} \left( \sum_{a=1}^{3} \theta \mathcal{F}^{\leq N} L^a_{\Psi} \right) |(s, u, \vartheta)| ds
\]

\[+ C\varepsilon \frac{\ln^2(e + t)}{(1 + t)^3} \int_{s=0}^{t} \frac{1}{(1 + s)^2} \left( \sum_{a=1}^{3} \theta \mathcal{F}^{\leq N} L^a_{\Psi} \right) |(s, u, \vartheta)| ds.
\]

It is easy to see that the right-hand side of (17.51) is \( \leq \) the right-hand side of (17.35) as desired.

If \( \mathcal{F}^N = O \mathcal{F}^{N-1} \), then we first use inequality (12.50) to deduce that

\[(17.52) \quad |\mu \mathcal{L}^N_{\mathcal{F}} \chi^{(\text{Small})}| (s, u, \vartheta) \leq |\mu \nabla \mathcal{L}^{N-1}_{\mathcal{F}} \chi^{(\text{Small})}| (s, u, \vartheta) + |\mu \mathcal{L}^{N-1}_{\mathcal{F}} \chi^{(\text{Small})}| (s, u, \vartheta).
\]
Using inequality (17.52), reasoning as in the previous case $\mathcal{N} = \tilde{R}\mathcal{N}^{-1}$, and using inequality (12.68a) with $N - 1$ in the role of $N$ to pointwise bound the second (lower-order) term on the right-hand side of (17.52), we conclude that in the present case $\mathcal{N} = O\mathcal{N}^{-1}$, the right-hand side of (17.50) is $\leq$ the right-hand side of (17.35) as desired.

**Bound for the term arising from the final time integral on the right-hand side of (17.28):** We now pointwise bound $\frac{1}{\varrho^2} \frac{\tilde{R}\Psi}{\mu}$ times the final time integral on the right-hand side of (17.28). The integrand terms $|\mathcal{N}|(s, u, \vartheta)$ and $\tilde{\mathcal{N}}(s, u, \vartheta)$ have already been suitably bounded by virtue of the definition of $|\mathcal{N}|(s, u, \vartheta)$, which is defined just below (17.28), and the estimates (17.9) and (17.29) (with $s$ in the role of $t$ in these estimates). The bootstrap assumption $\|\tilde{R}\Psi\|_{C^0(S^2_u)} \leq \varepsilon(1 + t)^{-1}$ (that is, $(BA\Psi)$) yields the pointwise estimate $\frac{1}{\varrho^2} \frac{\tilde{R}\Psi}{\mu} \lesssim \varepsilon^3(1 + t)^{-3}$. Furthermore, earlier in the proof, we proved the integrand factor estimate $\frac{\mu(t, u, \vartheta)}{\mu(s, u, \vartheta)} \lesssim \ln(e + t)$. Also accounting for the integrand factor $\varrho^2(s, u)$, we see that these estimates imply that $\frac{1}{\varrho^2} \frac{\tilde{R}\Psi}{\mu}$ times the final time integral on the right-hand side of (17.28) is in magnitude $\leq$ the right-hand side of (17.35) as desired. □

In the next lemma, we provide a cruder version of Prop. 17.7 that is useful for bounding some of the top-order terms that we encounter in our analysis.

**Lemma 17.8 (Cruder pointwise estimates for $\mu O \mathcal{N}^{-1} \text{tr}_{\mathcal{Y}} \chi^{(\text{Small})}$, $\mu \tilde{R}\mathcal{N}^{-1} \text{tr}_{\mathcal{Y}} \chi^{(\text{Small})}$, and $\mu \Delta \mathcal{N}^{-1} \mu$).** Let $1 \leq N \leq 24$ be an integer, let $\mathcal{N}^{-1}$ be an $(N - 1)$th order pure spatial commutation vectorfield operator (see definition (7.2a)), and let $O \in \Theta$ be a geometric rotation vectorfield (see definition (7.2b)). Let $\chi^{(\text{Small})}$ be the symmetric type $(0,2)$ $S_{t,u}$ tensorfield defined in (3.70). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the
following pointwise estimates hold on $\mathcal{M}_{\chi(\text{Bootstrap})} U_\eta$:

$$(17.53)$$

$$
\begin{align*}
&\left| \mu_O \mathcal{S}^{N-1} \text{tr}_g X^{\text{Small}} \right|, \\
&\left| \mu \bar{R} \mathcal{S}^{N-1} \text{tr}_g X^{\text{Small}} \right|, \\
&\left| \mu \Delta \mathcal{S}^{N-1} \mu \right| \\
&\left( \frac{\mu L \mathcal{S}^{\leq N} \Psi}{\bar{R} \mathcal{S}^{\leq N} \Psi} \right) + \frac{\ln(1 + t)}{1 + t} \left( 1 \sum_{a=1}^{\beta} \mathcal{S}^{\leq N} L_{(\text{Small})}^{\beta_a} \right) \\
+ \frac{1}{\rho} \int_0^t \left| \left( \frac{L \mu}{\mu} \right) \left( t', u, \vartheta \right) \right| \left( \bar{R} \mathcal{S}^{\leq N} \Psi \right) \left( \mathcal{S}^{\leq N} \Psi \right) \left( t', u, \vartheta \right) dt' \\
+ \frac{1}{\rho^2} \int_0^t \left| \left( \frac{\mu(t, \cdot)}{\mu} \right)^2 \right| \left( \rho(t', u) \right) \left( \bar{R} \mathcal{S}^{\leq N} \Psi \right) \left( \mathcal{S}^{\leq N} \Psi \right) \left( t', u, \vartheta \right) dt' \\
+ \frac{\ln^2(1 + t)}{(1 + t)^2} \left| \mathcal{S}^{[N]} \right| (0, u, \vartheta) \\
+ \frac{\ln^3(1 + t)}{(1 + t)^2} \left| \mathcal{S}^{[N]} \right| (0, u, \vartheta) \\
+ \frac{\ln^3(1 + t)}{(1 + t)^2} \left| \mathcal{S}^{[N]} \right| (0, u, \vartheta) \\
+ \varepsilon \frac{\ln^3(1 + t)}{(1 + t)^2} \left| \mathcal{S}^{[N]} \right| (0, u, \vartheta) \\
+ \frac{\ln^3(1 + t)}{(1 + t)^2} \left| \mathcal{S}^{[N]} \right| (0, u, \vartheta)
\end{align*}
$$

The term $|\mathcal{S}^{[N]}|$ appearing on the right-hand side of (17.53) is defined just below (17.28).

PROOF. The estimate (17.53) for $|\mu O \mathcal{S}^{N-1} \text{tr}_g X^{\text{Small}}|$ and $|\mu \bar{R} \mathcal{S}^{N-1} \text{tr}_g X^{\text{Small}}|$ can be proved by using arguments similar to the ones we used in the proof of (17.35) together with inequality (12.57) with $\Psi$ in the role of $f$. We omit the details (note however that the present estimates contain an extra factor of $\mu$ compared to (17.35) and that the factor $\bar{R} \Psi$ from (17.35) is not present). The argument is in fact significantly simpler because we are no longer seeking to pair $\bar{R} \Psi$ with $G_{LL}$ in an effort to generate the factor $L \mu$. Hence, we do not bother to replace the integrand factor $G_{LL}(t', u, \vartheta)$ with $G_{LL}(t, u, \vartheta)$ up to error terms as we did in (17.43). Moreover, to derive (17.53), it suffices to use the following crude consequence of inequality
17.5. Pointwise estimates for the difficult error integrands requiring partial modification

In order to derive suitable a priori estimates for the top-order $L^2$ quantity $\tilde{Q}_{(c24)}$, we need to derive sharpened pointwise and $L^2$ estimates for the partially modified versions of $\mathcal{F}^{2}\text{tr}_Y\chi^{(\text{Small})}$ and $\mathcal{F}^{23}\mu$ defined in Sects. 11.3 and 11.4, the estimates that would follow from Prop. [12.40] are not sufficient to close the top-order assumptions of Sects. 12.1-12.4, if $\epsilon$ is sufficiently small, then the following estimates hold on $\mathcal{M}_{(\text{Bootstrap})}, U_0$:

\begin{equation}
\left| \frac{\chi^{(N)}}{t} \right| \lesssim \left( \begin{array}{c}
\tilde{R}^{\leq N} \Psi \\
\mathcal{F}^{\leq N} \Psi \\
\end{array} \right) + \frac{1}{1 + t} \mu \left( \begin{array}{c}
\rho L \mathcal{F}^{\leq N} \Psi \\
\rho^1 \mathcal{F}^{\leq N} \Psi \\
\end{array} \right) + \epsilon \left\| \frac{1}{1 + t^2} \left( \begin{array}{c}
\mathcal{F}^{\leq N} (\mu - 1) \\
\sum_{a=1}^{3} \theta \left| \mathcal{F}^{\leq N} L^a_{(\text{Small})} \right| \\
\end{array} \right) \right\|.
\end{equation}

Inequality (17.53) for $|\mu \Delta \mathcal{F}^{N-1} \mu|$ then follows from the bound (17.53) for $|\mu \tilde{R}^{N-1} \text{tr}_Y\chi^{(\text{Small})}|$, the final inequality in (15.1), and the bound $\mu \lesssim \ln(e + t)$ (that is, (12.129a)).

\begin{proof}
Proof of the second inequality in (17.54): We begin by proving the inequality

\begin{equation}
(17.40) \quad \chi^{[N]} \lesssim \left( \begin{array}{c}
\tilde{R}^{\leq N} \Psi \\
\mathcal{F}^{\leq N} \Psi \\
\end{array} \right) + \frac{1}{1 + t} \mu \left( \begin{array}{c}
\rho L \mathcal{F}^{\leq N} \Psi \\
\rho^1 \mathcal{F}^{\leq N} \Psi \\
\end{array} \right) + \epsilon \left\| \frac{1}{1 + t^2} \left( \begin{array}{c}
\mathcal{F}^{\leq N} (\mu - 1) \\
\sum_{a=1}^{3} \theta \left| \mathcal{F}^{\leq N} L^a_{(\text{Small})} \right| \\
\end{array} \right) \right\|.
\end{equation}

\end{proof}
for the second term on the left-hand side. From equation (11.52) and the identity \( L_{\psi} \cdot (tr_{g} X) \cdot g^{-1} = -2X^{(\text{Small})} \cdot \| \), which follows from (3.72), (4.1e), (7.4a)-(7.4b), and the fact that \( L_{\psi} = 1 \), we see that the desired inequality (17.55) will follow once we show that \( \varrho \left| X^{(\text{Small})} \right| \left( \mathcal{F}^{N-1} \right) \) and \( \varrho \left( \mathfrak{B}^{N-1} \right) \) are each bounded in magnitude by \( \lesssim \) the right-hand side of (17.55), where \( \mathfrak{B}^{N-1} \) is the inhomogeneous term defined in (11.47). We have already proved the desired bound for \( \varrho \left( \mathfrak{B}^{N-1} \right) \) in Lemma 17.5. To bound the remaining product, we first use (12.47a), (12.47b), and the bound \( \mu \lesssim \ln(e + t) \) (that is, (12.129a)) to deduce that \( \left| \left( \mathfrak{B}^{N-1} \right) \right| \lesssim (1 + t)^{-1} \left| \mathcal{F}^{N-1} \right| + \ln(e + t) \left| \mathfrak{B}^{N-1} \right| \). Also using the bound \( \varrho \left| X^{(\text{Small})} \right| \lesssim \varepsilon \ln(e + t)(1 + t)^{-1} \), which follows from (12.129a), we conclude that \( \varrho \left| X^{(\text{Small})} \right| \left( \mathfrak{B}^{N-1} \right) \) is \( \lesssim \) the right-hand side of (17.55) as desired.

**Proof of the first inequality in (17.55)**: We first note the following simple inequality, which holds for any \( S_{L,u} \) one-term \( \xi \):

\[
|L(|\varrho\xi|)| \leq \left| X^{(\text{Small})} \right| |\varrho\xi| + \frac{1}{2} \left| tr_{g} X^{(\text{Small})} \right| |\varrho\xi| + \varrho \left| (L_{L} + tr_{g} X)\xi^{\#} \right| \\
\leq 2 \left| X^{(\text{Small})} \right| |\varrho\xi| + \varrho \left| (L_{L} + tr_{g} X)\xi^{\#} \right| .
\]

Inequality (17.56) follows in a straightforward fashion from the identities \( L_{L} \cdot g = 2X \), and \( L_{L} \cdot g^{-1} = -2X^{\#} \) (see (3.72) and (7.4a)–(7.4b)), the decomposition \( \chi = \varrho^{-1} \cdot g + X^{(\text{Small})} \) (see (4.1e)), and the fact that \( L_{\psi} = 1 \). We now set \( \xi = \left( \mathfrak{B}^{N-1} \right) \). A suitable estimate for the term \( \varrho \left| (L_{L} + tr_{g} X)\xi^{\#} \right| \) is provided by the already proven second inequality in (17.55). Furthermore, the same reasoning that we used in our proof of the second inequality in (17.55) also implies that \( 2 \left| X^{(\text{Small})} \right| |\varrho\xi| = 2 \left| X^{(\text{Small})} \right| |\varrho\xi| \) is \( \lesssim \) the right-hand side of (17.55). We have thus proved the desired bound for the first term on the left-hand side of (17.55).

**Proof of the third inequality in (17.55)**: We now prove inequality (17.55) for the third term on the left-hand side. To derive the desired bound, by equation (11.46), we only have to show that \( \left( \mathfrak{B}^{N-1} \right) \) is \( \lesssim \) the right-hand side of (17.55), where \( \mathfrak{B}^{N-1} \) is the inhomogeneous term defined in (11.47). The desired bound follows from Lemma 17.4 and the estimate \( \varrho \left| X^{(\text{Small})} \right| \lesssim 1 \) (that is, (12.61b)).

**Proof of the fourth inequality in (17.55)**: We begin by noting that if \( f \) is a function, then

\[
\varrho^{2} \left\{ L + tr_{g} X \right\} f - L(\varrho^{2} f) = \varrho^{2} tr_{g} X^{(\text{Small})} f .
\]

The identity (17.57) follows easily from the decomposition \( tr_{g} X = 2\varrho^{-1} + tr_{g} X^{(\text{Small})} \) (see (4.1e)) and the fact that \( L_{\psi} = 1 \). We now set \( f = \left( \mathfrak{B}^{N-1} \right) \), that is, \( f = \left( \mathfrak{B}^{N-1} \right) \), that is, \( f = \left( \mathfrak{B}^{N-1} \right) \). A suitable estimate for the term \( L(\varrho^{2} f) \) is provided by the already proven third inequality in (17.55). By inequality (12.129a), the magnitude of the remaining term \( \varrho^{2} tr_{g} X^{(\text{Small})} f \) is \( \lesssim \varepsilon \ln(e + t)|f| \). From (12.59b), Cor. 12.27 the estimate \( \varrho \left| tr_{g} X \right| \lesssim 1 \) (that is, (12.61b)), and inequality (12.68a) with \( N = 1 \) in the role of \( N \), we deduce that \( \varepsilon \ln(e + t)|f| \) is \( \lesssim \) the right-hand side of (17.55) as desired.
In the next lemma, we provide time-integrated versions of the estimates of Lemma 17.9

**Lemma 17.10 (Sharp pointwise estimates for partially modified versions of $\mathcal{F}^{N-1} \mu$, $\mathcal{F}^{N-1} \chi^{(Normal)}$).** Let $1 \leq N \leq 24$ be an integer. Let $\mathcal{F}^{N-1}$ be an $(N-1)^{st}$ order pure spatial commutation vectorfield operator (see definition (7.2a)), let $(\mathcal{F}^{N-1})^\ast$ be the corresponding partially modified quantity defined in (11.45a), and let $(\mathcal{F}^{N-1})_\ast$ be the corresponding partially modified $S_{t,w}$ one-form defined in (11.51a). Let $\chi$ be the symmetric type $(\mu) S_{t,w}$ tensorfield defined in (3.70) and recall that $\varrho(t,u) = 1 - u + t$. Under the small-data and bootstrap assumptions of Sects. [12.1] and [12.4] if $\varepsilon$ is sufficiently small, then the following estimates hold on $\mathcal{M}(\ast_{(\text{bootstrap})} U_0)$:

\begin{equation}
\| \varrho(\mathcal{F}^{N-1})_\ast \| \leq \| \varrho(\mathcal{F}^{N-1})_\ast \| (0, u, \vartheta)
+ \frac{1}{2} \left| G_{LL} \right| (t, u, \vartheta) \int_{t'=0}^t \| \varrho \mathcal{F}^{N} \chi \| (t', u, \vartheta) \, dt'
+ C \varepsilon \int_{t'=0}^t \| \mathcal{F}^{N} \chi \| (t', u, \vartheta) \, dt'
+ C \int_{t'=0}^t \left( \begin{array}{c}
\varrho \{ L_{\mu} + \frac{1}{2} \mathfrak{tr} \chi \} \mathcal{F}^{N-1} \chi \\
\mathcal{F}^{N-1} \chi \\
\mathcal{F}^{N-1} \chi
\end{array} \right) (t', u, \vartheta) \, dt'
+ C \int_{t'=0}^t \ln(\varepsilon + t') \left( \begin{array}{c}
\mathcal{F}^{N} (\mu - 1) \\
\sum_{a=1}^{3} \varrho \mathcal{F}^{N} L_a^{(Normal)}
\end{array} \right) (t', u, \vartheta) \, dt',
\end{equation}

\begin{equation}
\| \varphi^2(\mathcal{F}^{N-1})^\ast \| \leq \| \varphi^2(\mathcal{F}^{N-1})^\ast \| (0, u, \vartheta)
+ \frac{1}{2} \left| G_{LL} \right| (t, u, \vartheta) \int_{t'=0}^t \| \varphi^2 \mathcal{F}^{N} \chi \| (t', u, \vartheta) \, dt'
+ C \varepsilon \int_{t'=0}^t \| \mathcal{F}^{N} \chi \| (t', u, \vartheta) \, dt'
+ C \int_{t'=0}^t \left( \begin{array}{c}
\varrho \{ L_{\mu} + \frac{1}{2} \mathfrak{tr} \chi \} \mathcal{F}^{N-1} \chi \\
\mathcal{F}^{N-1} \chi \\
\mathcal{F}^{N-1} \chi
\end{array} \right) (t', u, \vartheta) \, dt'
+ C \int_{t'=0}^t \ln(\varepsilon + t') \left( \begin{array}{c}
\mathcal{F}^{N} (\mu - 1) \\
\sum_{a=1}^{3} \varrho \mathcal{F}^{N} L_a^{(Normal)}
\end{array} \right) (t', u, \vartheta) \, dt'.
\end{equation}

**Proof.** To deduce (17.58), we integrate the first inequality of (17.35) along the integral curves of $L$. We use the estimate (12.143) to replace the integrand...
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factor $G_{LL}(t', u, \vartheta)$ with $G_{LL}(t, u, \vartheta)$ up to an error term that is bounded by the second time integral on the right-hand side of (17.58). The estimate (17.58) thus follows.

The estimate (17.59) follows from the third inequality of (17.55), inequality (12.47c) with $f = SN^{-1}\Psi$, and the same argument. □

In the next lemma, we derive pointwise estimates for some negligible error terms that arise when we a priori derive estimates for the top-order quantity $\tilde{Q}(\leq 24)$. Specifically, these terms arise in Sect. 20.7 when, to avoid error integrals with unfavorable time-growth, we substitute the partially modified quantities $O(SN^{-1})\tilde{X}$ and $\text{div}(SN^{-1})\tilde{M}$ in place of $O(SN^{-1})\text{trg}/\chi(\text{Small})$ and $\Delta SN^{-1}\mu$.

**Lemma 17.11 (Pointwise estimates for some harmless error terms that arise from the top-order Morawetz multiplier estimates).** Let $1 \leq N \leq 24$ be an integer. Let $SN^{-1}$ be an $(N-1)^{st}$ order pure spatial commutation vectorfield operator (see definition (7.2a)), let $(SN^{-1})\tilde{X}$ be the corresponding function defined in (11.45b), and let $(SN^{-1})\tilde{M}$ be the corresponding $S\text{t,u}$-tangent vectorfield that is $\mathcal{G}$-dual to the one-form defined in (11.51b). Let $O \in \mathcal{O}$ be a geometric rotation vectorfield (see definition (7.2b)). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following estimates hold on $\mathcal{M}_T(\text{Bootstrap})$:

\[(\tilde{R}\Psi)O(SN^{-1})\tilde{X} = \text{Harmless} \leq N,\]
\[(\tilde{R}\Psi)\text{div}(SN^{-1})\tilde{M} = \text{Harmless} \leq N,\]

where Harmless $\leq N$ terms are defined in Def. 16.2.

**Proof.** We first prove (17.60). From definition (11.45b), the Leibniz rule, the fact that $\varrho L \in \mathcal{E}$, the estimate $|Of| \leq \varrho |df|$ for functions $f$ (see (12.35a)), Lemma 8.6, and the bootstrap assumptions (BA$\Psi$), we deduce that

\[(17.62) \quad \left| (\tilde{R}\Psi)O(SN^{-1})\tilde{X} \right| \lesssim \varepsilon \frac{1}{(1+t)^2} \left| G_{\text{Frame}} \right| \left| \varrho \varphi \mathcal{L} \leq N \Psi \right|.\]

In view of Def. 16.2, we see that the desired result (17.60) follows from (17.62), Cor. 12.27, and the estimate (12.59b).

We now prove (17.61). From definition (11.51b), the Leibniz rule, inequalities (12.47a) and (12.47c), the estimate (12.59b), the estimate (12.129a), and the bootstrap assumptions (BA$\Psi$), we deduce that

\[(17.63) \quad \left| (\tilde{R}\Psi)\text{div}(SN^{-1})\tilde{M} \right| \lesssim \varepsilon \frac{\ln(e+t)}{(1+t)^2} \left| \varrho \varphi \mathcal{L} \leq N \Psi \right|.\]

In view of Def. 16.2, we see that the desired result (17.61) follows from (17.63). □
Elliptic Estimates and Sobolev Embedding on the Spheres

In this chapter, we provide elliptic estimates corresponding to various elliptic operators on the Riemannian manifolds \((S_{t,u}, \hat{g})\), where \(\hat{g}\) is the metric induced by \(g\) on \(S_{t,u}\) (see Def. 3.8). We use these estimates in Chapter 20 in order to close our top-order a priori \(L^2\) estimates. Specifically, we must use the elliptic estimates when we bound the top-order derivatives of \(\nabla^2 \mu\) and \(\nabla^2 \chi\) (Small). We also prove a Sobolev embedding-type proposition, which we eventually use to improve the fundamental \(C^0\) bootstrap assumptions (BAΨ). To obtain these estimates, we must first derive some simple estimates for the Gaussian curvature of \(\hat{g}\).

18.1. Elliptic estimates

Our elliptic estimates are based on pointwise estimates for the Gaussian curvature \(K\) of \(\hat{g}\), which we now define.

**Definition 18.1 (Gaussian curvature of \(\hat{g}\)).** Let \(\{e_i\}_{i=1,2}\) be a basis for the tangent space of \(S_{t,u}\) at \(p\) and let \(\hat{\mathcal{R}}\) be the Riemann curvature tensor of \(\hat{g}\) (see definition (11.2)). At the point \(p\), we define \(\hat{\mathcal{R}}\), the Gaussian curvature \(\hat{\mathcal{R}}\) of \(\hat{g}\), as follows:

\[
\hat{\mathcal{R}} = \hat{\mathcal{R}}(\hat{g}) := \frac{\mathcal{R}_{e_1,e_2,e_1,e_2}}{\det(\hat{g}(e_1,e_1) \hat{g}(e_1,e_2) \hat{g}(e_2,e_1) \hat{g}(e_2,e_2))}.
\]

(18.1)

**Remark 18.2 (Frame independence of the Gaussian curvature of \(\hat{g}\)).** It is a standard result (see, for example, [67], Section 3.3), based on the symmetry properties (11.3), that \(\hat{\mathcal{R}}\) is independent of the basis \(\{e_i\}_{i=1,2}\).

The first lemma of this section is standard and provides a connection between \(\hat{\mathcal{R}}\) and the Riemann curvature tensor \(\mathcal{R}_{ABCD}\) of \(\hat{g}\).

**Lemma 18.3 (Connection between the Gaussian and Riemann curvatures of \(\hat{g}\)).** Let \(\hat{\mathcal{R}}\) and \(\mathcal{R}_{ABCD}\) respectively denote the Gaussian curvature and Riemann curvature tensor of the Riemannian metric \(\hat{g}\) on the two-dimensional manifold \(S_{t,u}\) (see (11.2) for the definition of \(\mathcal{R}_{ABCD}\)). Then

\[
\mathcal{R}_{ABCD} = \hat{\mathcal{R}} \{\hat{g}_{AC}\hat{g}_{BD} - \hat{g}_{AD}\hat{g}_{BC}\}.
\]

(18.2)

**Proof.** See, for example, [42], Section 3.3] for a proof. \(\square\)

We now state a second basic lemma that provides the well-known formula for the first variation of the scalar curvature \(\mathcal{R}\) of \(\hat{g}\).
Lemma 18.4 (Formula for the first variation of \( R \)). Let \( R_{AB} := (\dot{g}^{-1})^{CD} R_{ACBD} \) and \( \dot{R} := (\dot{g}^{-1})^{AB} \dot{R}_{AB} \) respectively denote the Ricci curvature tensor and scalar curvature of \( \dot{g} \). Let \( (\lambda) \dot{g} \) be a one-parameter family of Riemannian metrics on \( S_{t,u} \) verifying \( (\lambda) \dot{g} = \dot{g} \) and let \( \dot{g} := \frac{d}{d\lambda} |_{\lambda=0}^{(\lambda)} \dot{g} \). Similarly, let \( (\lambda) R \) denote the scalar curvature of \( (\lambda) \dot{g} \) and let \( \dot{R} := \frac{d}{d\lambda} |_{\lambda=0}^{(\lambda)} \dot{R} \). Then we have the following identity for the first variation of the scalar curvature:

\[
(18.3) \quad \dot{R} = -R^{AB} \dot{g}_{AB} - \Delta \dot{g} + (\dot{g}^{-1})^{AB} (\dot{g}^{-1})^{CD} \nabla_{AC} \dot{g}_{BD}.
\]

Proof. This is another standard result. See, for example, [14] Chapter 2. \( \square \)

Next, we use Lemma 18.4 to derive an expression for \( \dot{R} \).

Corollary 18.5 (An expression \( \dot{R} \)). Let \( R_{AB} := (\dot{g}^{-1})^{CD} R_{ACBD} \) and \( \dot{R} := (\dot{g}^{-1})^{AB} \dot{R}_{AB} \) respectively denote the Ricci curvature tensor and scalar curvature of \( \dot{g} \). Then \( \dot{R} \) verifies the following evolution equation:

\[
(18.4) \quad \dot{R} = -R^{AB} \dot{g}_{AB} - \Delta \dot{g} + (\dot{g}^{-1})^{AB} (\dot{g}^{-1})^{CD} \nabla_{AC} \dot{g}_{BD}.
\]

Proof. We use Lemma 18.4 in the case that \( (\lambda) \dot{g} \) is the pullback (see (3.65)) of \( \dot{g} \) by the flow map \( \varphi_{(\lambda)} \) of \( R \) (cf. the proof of Lemma 8.9 in the case \( Z = O(1) \)). Then using Lemma 7.5 and the fact (see Remark 3.55) that the Lie derivative of a tensorfield with respect to a vectorfield is the derivative (with respect to the flow parameter) of the pullback of the tensorfield by the flow map of the vectorfield, we obtain the identities \( \dot{g} = \dot{g}_{R} \dot{g} = (\dot{R}) \dot{g} \) (see Lemma 7.5) and \( \dot{R} = \dot{R} \). Substituting for \( \dot{g} \) and \( \dot{R} \) in (18.3), we arrive at the desired identity (18.4).

The following corollary provides an evolution equation for \( \dot{R} \) along the integral curves of \( \dot{R} \).

Corollary 18.6 (Transport equation for the Gaussian curvature \( \dot{g} \)). Let \( \dot{R} \) denote the Gaussian curvature of the Riemannian metric \( \dot{g} \) on \( S_{t,u} \) and let \( \varphi(t,u) = 1 - u + t \) be the geometric radial variable. Then \( \varphi^{2} \dot{R} \) verifies the following transport equation:

\[
(18.5) \quad \dot{R}(\varphi^{2} R) = (\varphi^{2} \dot{R}) \left\{ \frac{2(\mu - 1)}{\varphi} + \mu \varphi \chi^{(Small)} - \Delta \chi^{(Trans-\Psi)} - \mu \chi^{(Tan-\Psi)} \right\} \\
+ \varphi \Delta \mu + \varphi^{2} \Delta (\mu \chi^{(Small)}) - \varphi^{2} \Delta \chi^{(Trans-\Psi)} - \varphi^{2} \Delta (\mu \chi^{(Tan-\Psi)}) \\
- \varphi^{2} (\nabla^{2})_{AB} (\mu \chi^{(Small)}) + \varphi^{2} (\nabla^{2})_{AB} \chi^{(Trans-\Psi)} + \varphi^{2} (\nabla^{2})_{AB} (\mu \chi^{(Tan-\Psi)}) \\
\text{In (18.5), the } S_{t,u} \text{ tensors } \chi^{(Small)}, \chi^{(Trans-\Psi)}, \text{ and } \chi^{(Tan-\Psi)} \text{ are defined by (4.1c), (5.4b), and (5.5b).}
\]

Proof. Contracting the identity (18.2) against \( (\dot{g}^{-1})^{AC} \) and \( (\dot{g}^{-1})^{AC} (\dot{g}^{-1})^{BD} \), we see that \( R_{AB} = \dot{R}_{AB} \) and \( \dot{R} = 2 \dot{R} \), where \( \dot{R}_{AB} \) and \( \dot{R} \) respectively denote the Ricci curvature and the scalar curvature of \( \dot{g} \). The desired identity (18.5) now follows from these identities, (18.4), the identity \( \dot{R} = -1 \), and the identity \( (\dot{R}) \dot{g}_{AB} = -2 \dot{g}^{-1} \mu \varphi_{AB} - 2 \mu \chi^{(Small)} \varphi_{AB} + 2 \mu \chi^{(Trans-\Psi)} + 2 \mu \chi^{(Tan-\Psi)} \) (see (5.5) and (5.5)). \( \square \)
We proceed to the next lemma, which, based on the bootstrap assumptions and some previously proven \( C^0 \) estimates, provides pointwise estimates for the Gaussian curvature \( \hat{\rho} \) of \( g \). This lemma is important because in order to derive our desired elliptic estimates, we use the following consequence of the lemma: \( \hat{\rho} \) is uniformly positive. Actually, we prove a much stronger estimate in the lemma.

**Lemma 18.7 (Pointwise estimate for the Gaussian curvature \( \hat{\rho} \) of \( g \)).** Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following pointwise estimate holds for the Gaussian curvature \( \hat{\rho} \) of \( g \) on \( \mathcal{M}_{(\text{Bootstrap}), U_0} \):

\[
|\hat{\rho}^2 \hat{\rho} - 1| (t, u, \vartheta) \lesssim \varepsilon \frac{\ln(e + t)}{1 + t}.
\]

**Proof.** We fix the time \( t \). We will apply a Gronwall argument to the quantity

\[
q := \hat{\rho}^2 \hat{\rho} - 1
\]

along the integral curves of \( \tilde{\rho} \), which are contained in \( \Sigma^L_0 \). Recall that \( \tilde{\rho} u = 1 \) and hence we can view \( \tilde{\rho} = \frac{d}{du} \) along the integral curves. We first derive suitable pointwise estimates for the non-\( \hat{\rho} \) terms on the right-hand side of (18.5) at time \( t \). To begin, we use (5.4b) and (5.5b) to deduce the following schematic identities:

\[
\kappa_{(\text{Trans} - \Psi)} = G_{(\text{Frame})} \tilde{\rho} \Psi, \ k_{(\text{Tan} - \Psi)} = G_{(\text{Frame})} \left( \frac{L \Psi}{\rho \Psi} \right).
\]

Furthermore, the same identities hold for \( \text{tr} \kappa_{(\text{Trans} - \Psi)} \) and \( \text{tr} \kappa_{(\text{Tan} - \Psi)} \) but with \( G_{(\text{Frame})} \rho^{-1} \) in place of \( G_{(\text{Frame})} \). We then use these schematic identities, inequalities (12.47a), (12.47c), and (12.65), the \( C^0 \) estimates (12.59b), (12.61b), and (12.129a), and the bootstrap assumptions (BA\( \Psi \)) to deduce that at time \( t \), all terms on the second and third lines of the right-hand side of (18.5) have magnitudes bounded by \( \lesssim \varepsilon \ln(e + t)(1 + t)^{-1} \). Similarly, we deduce that the terms in braces multiplying \( \rho^2 \hat{\rho} \) in the first line on the right-hand side of (18.5) are in magnitude bounded by \( \lesssim \varepsilon \ln(e + t)(1 + t)^{-1} \). Inserting these estimates into (18.5), we deduce that

\[
\left| \frac{d}{du} q \right| \lesssim \varepsilon \frac{\ln(e + t)}{1 + t} |q| + \varepsilon \frac{\ln(e + t)}{1 + t}.
\]

Integrating (18.8) (along the integral curves of \( \tilde{\rho} \)) from 0 to \( u \) and using the fact that \( q(u = 0) \equiv 0 \) (that is, in view of our assumptions that the data are supported in \( \Sigma^L_0 \), it follows that \( (S_t, g(t, 0, \cdot)) \) is a round Euclidean sphere of radius \( g(t, 0) = 1 + t \) and Gaussian curvature \( (1 + t)^{-2} \)), we deduce that

\[
|q(u)| \leq C\varepsilon \frac{\ln(e + t)}{1 + t} + C\varepsilon \frac{\ln(e + t)}{1 + t} \int_{u' = 0}^{u} |q(u')| \, du'.
\]

Finally, applying Gronwall’s inequality to (18.9) and using the fact that \( 0 \leq u \leq U_0 < 1 \), we conclude that \( |q(u)| \lesssim \varepsilon \ln(e + t)(1 + t)^{-1} \), which is precisely the desired inequality (18.6). \( \square \)

We now use Lemma 18.7 to derive the desired elliptic estimates. We split the estimates into two lemmas. The first lemma is for scalar-valued functions \( f \), and we later apply it with \( f \) equal to various derivatives of \( \mu \). The second is for symmetric, trace-free type \((\nu^\text{\text{2}})\) \( S_{t, u} \) tensorfields \( \xi \), and we later apply it with \( \xi \) equal to various trace-free Lie derivatives of \( \hat{\chi}^{(\text{Small})} \).
Lemma 18.8 (Elliptic estimates for solutions to Poisson’s equation on $S_{t,u}$). Let $f$ be a scalar-valued function. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following integral inequality holds for $(t,u) \in [0,T_{(Bootstrap)}) \times [0,U_0)$:

\[
\int_{S_{t,u}} \mu^2 |\nabla^2 f|^2 \, dv_g \leq 4 \int_{S_{t,u}} \mu^2 (\Delta f)^2 \, dv_g + C\varepsilon^2 \frac{\ln^2(e + t)}{(1 + t)^2} \int_{S_{t,u}} |f|^2 \, dv_g.
\]

Proof. First, using definition \((11.2)\) and \((18.2)\), we derive the commutator identity $\nabla_A \Delta f = \nabla^B \nabla^2_{BA} f - \nabla_B A f$. From this identity, the fact that $\nabla^2_{AB} f = \nabla^2_{BA} f$, direct computation, we deduce that

\[
\mu^2 |\nabla^2 f|^2 + \mu^2 \nabla \cdot |f|^2 = \mu^2 (\Delta f)^2 + 2\mu(\Delta f)(\xi^A \mu) \xi_A f - 2(\nabla^2_{AB} f)(\xi^A \mu) \xi^B f + \nabla^A \left\{ \mu^2 (\nabla^2_{AB} f)(\xi^A \mu) \xi^B f - \mu^2 (\Delta f) \xi_A f \right\}.
\]

Integrating both sides of \((18.11)\) over the Riemannian manifold $(S_{t,u}, g)$ and using the fact that the integral over $S_{t,u}$ of a perfect divergence vanishes, we deduce that

\[
\int_{S_{t,u}} \mu^2 \left\{ |\nabla^2 f|^2 + \nabla \cdot |f|^2 \right\} \, dv_g = 2 \int_{S_{t,u}} \mu(\Delta f)(\xi^A \mu) \xi_A f \, dv_g - 2 \int_{S_{t,u}} \mu(\nabla^2_{AB} f)(\xi^A \mu) \xi^B f \, dv_g + \int_{S_{t,u}} \mu^2 (\Delta f)^2 \, dv_g.
\]

From \((18.12)\) and the elementary inequalities

\[
2 \left| \mu(\Delta f)(\xi^A \mu) \xi_A f \right| \leq \mu^2 (\Delta f)^2 + |\xi^A \mu|^2 |f|^2,
\]

\[
2 \left| \mu(\nabla^2_{AB} f)(\xi^A \mu) \xi^B f \right| \leq \frac{1}{2} \mu^2 |\nabla^2 f|^2 + 2 |\xi^A \mu|^2 |f|^2,
\]

we deduce that

\[
\int_{S_{t,u}} \mu^2 \left\{ \frac{1}{2} |\nabla^2 f|^2 + \nabla \cdot |f|^2 \right\} \, dv_g \leq 2 \int_{S_{t,u}} \mu^2 (\Delta f)^2 \, dv_g + 3 \int_{S_{t,u}} |\xi^A \mu|^2 |f|^2 \, dv_g.
\]

By \((18.8)\), we have $\nabla > 0$. Also using the inequality $|\xi\mu| \leq \varepsilon \ln(e + t)(1 + t)^{-1}$ (which follows from \((12.47a)\) and \((12.129a)\)) to estimate the last integral on the right-hand side of \((18.15)\), we arrive at the desired inequality \((18.10)\). □

Lemma 18.9 (Elliptic estimates for symmetric, trace-free type $(0,2)$ tensorfields on $S_{t,u}$). Let $\xi$ be a symmetric, trace-free type $(0,2)$ $S_{t,u}$ tensorfield. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following integral inequality holds for $(t,u) \in [0,T_{(Bootstrap)}) \times [0,U_0)$:

\[
\int_{S_{t,u}} \mu^2 |\nabla \xi|^2 \, dv_g \leq 6 \int_{S_{t,u}} \mu^2 |\xi|^2 \, dv_g + C\varepsilon^2 \frac{\ln^2(e + t)}{(1 + t)^2} \int_{S_{t,u}} |\xi|^2 \, dv_g.
\]
PROOF. Our proof relies on the following identities, which are valid for \( \xi \) verifying the hypotheses of the lemma and which we now prove:

\begin{align}
\nabla^2_{CA} \xi_B - \nabla^2_{AC} \xi_B &= 2 g_{AB}, \\
(\text{div}_g \xi)_B &= (g^{-1})^{AC} (\nabla_A \xi_{BC} - \nabla_B \xi_{AC}), \\
|\nabla \xi|^2 &= |\text{div}_g \xi|^2 + (\nabla_A \xi_{BC}) \nabla^B \xi^{AC}. 
\end{align}

The identity (18.17) is a straightforward consequence of definition (11.2), the identity (18.2), the symmetry of \( \xi \), and the assumption that \( \text{tr}_g \xi = 0 \). The identity (18.18) is an immediate consequence of the assumption that \( \text{tr}_g \xi = 0 \). To prove (18.19), we first bring the last term on the right-hand side over to the left-hand side to deduce that (18.19) is equivalent to

\begin{equation}
\frac{1}{2} (\nabla_A \xi_{BC} - \nabla_B \xi_{AC}) \left( \nabla^A \xi^{BC} - \nabla^B \xi^{AC} \right) = |\text{div}_g \xi|^2.
\end{equation}

The identity (18.20) is easy to verify relative to a local \( g \)-orthonormal frame \( \{\tilde{X}_A\}_{A=1}^d \) on \( S_{t,u} \), as we now explain. Relative to such a frame, we have, with \( \xi_{\tilde{A}} := \xi \cdot \tilde{X}_{\tilde{A}}, \text{tr}_g \xi = \xi_{11} + \xi_{22} = 0 \) and hence the left-hand side of (18.20) can be expressed as \( \left( \nabla_{\tilde{Y}} \xi_{11} - \nabla_{\tilde{Y}} \xi_{22} \right)^2 + \left( \nabla_{\tilde{Y}} \xi_{22} - \nabla_{\tilde{Y}} \xi_{11} \right)^2 = (\nabla_{\tilde{Y}} \xi_{11} + \nabla_{\tilde{Y}} \xi_{22})^2 + (\nabla_{\tilde{Y}} \xi_{11} + \nabla_{\tilde{Y}} \xi_{22})^2 \).

We now observe that, in view of the frame under consideration, the right-hand side of the previous expression is equal to \( |\text{div}_g \xi|^2 \). We have therefore proved (18.19).

Next, with the help of (18.17)-(18.19), we compute that

\begin{equation}
\mu^2 |\nabla \xi|^2 + 2 \mu^2 |\text{div}_g \xi|^2 = 2 \mu^2 |\text{div}_g \xi|^2 + 2 \mu \xi^{AB} (\delta_A \mu) (\text{div}_g \xi)_B - 2 \mu \xi_{BC} (\delta_A \mu) \nabla^B \xi^{AC} \text{div}_g Y,
\end{equation}

\begin{equation}
Y^A := \mu^2 \xi_{BC} \nabla^B \xi^{AC} - \mu^2 \xi^{AB} (\delta_A \mu) (\text{div}_g \xi)_B.
\end{equation}

Integrating (18.21) over the Riemannian manifold \( (S_{t,u}, \tilde{g}) \) and using the fact that the integral over \( S_{t,u} \) of a perfect divergence vanishes, we deduce that

\begin{equation}
\int_{S_{t,u}} \mu^2 \left\{ |\nabla \xi|^2 + 2 |\text{div}_g \xi|^2 \right\} dv_y = 2 \int_{S_{t,u}} \mu^2 |\text{div}_g \xi|^2 dv_y + 2 \int_{S_{t,u}} \mu \xi^{AB} (\delta_A \mu) (\text{div}_g \xi)_B dv_y + 2 \int_{S_{t,u}} \mu \xi_{BC} (\delta_A \mu) \nabla^B \xi^{AC} dv_y.
\end{equation}

From (18.23) and the elementary inequalities

\begin{align}
2 |\mu \xi^{AB} (\delta_A \mu) (\text{div}_g \xi)_B| &\leq \mu^2 |\text{div}_g \xi|^2 + |\delta \mu|^2 |\xi|^2, \\
2 |\mu \xi_{BC} (\delta_A \mu) \nabla^B \xi^{AC}| &\leq \frac{1}{2} \mu^2 |\nabla \xi|^2 + 2 |\delta \mu|^2 |\xi|^2,
\end{align}

we deduce that

\begin{equation}
\int_{S_{t,u}} \mu^2 \left\{ \frac{1}{2} |\nabla \xi|^2 + 2 |\text{div}_g \xi|^2 \right\} dv_y \leq 3 \int_{S_{t,u}} \mu^2 |\text{div}_g \xi|^2 dv_y + 3 \int_{S_{t,u}} |\delta \mu|^2 |\xi|^2 dv_y.
\end{equation}

The desired estimate (18.16) now follows from (18.26), (18.6), and the estimate

\( |\delta \mu| \lesssim \epsilon \ln(e + t)(1 + t)^{\frac{1}{2}} \) noted at the end of our proof of Lemma 18.8. \( \square \)
18.2. Sobolev embedding

After we have derived suitable a priori $L^2$ estimates, we will use the following Sobolev embedding-type proposition and the subsequent corollary to improve the fundamental $C^0$ bootstrap assumptions (BAΨ) and (BAΨ) for Ψ. For an alternate proof based on the isoperimetric Sobolev inequality, see [17, Lemma 13.1].

**Proposition 18.10** (C⁰ bounds for $f$ in terms of $\|\nabla^2 f\|_{L^2(S_{t,u})}$). Let $f$ be a scalar-valued function and let $\mathcal{O} := \{O_{(1)}, O_{(2)}, O_{(3)}\}$ denote the set of geometric rotation vector fields, which are $S_{t,u}$-tangent. Under the small-data and bootstrap assumptions of Sects. [12.1][12.4] if $\varepsilon$ is sufficiently small, then the following Sobolev embedding estimate holds for $(t,u) \in [0,T_{(Bootstrap)}) \times [0, U_0)$:

\[
(18.27) \quad \|f\|_{C^0(S_{t,u})} \lesssim \frac{1}{1 + t} \|\nabla^2 f\|_{L^2(S_{t,u})}.
\]

**Proof.** We will prove the following Sobolev embedding result:

\[
(18.28) \quad \varrho^2(t,u)\|f\|_{C^0(S_{t,u})}^2 \leq C \int_{S_{t,u}} |f|^2 + \varrho^2|\nabla f|^2 + \varrho^4|\nabla^2 f|^2 \, d\nu_{\gamma}.
\]

Inequality (18.27) then follows from (12.47a), (12.47b), and (18.28).

To prove (18.28), we fix $t, u$ and define the rescaled metric $\tilde{\mathbf{h}} := \varrho^{-2} \gamma$ on $S_{t,u}$, where $\varrho = 1 - u + t$. From scaling considerations, we deduce that (18.28) is equivalent to

\[
(18.29) \quad \|f\|_{C^0(S_{t,u})}^2 \leq C \int_{S_{t,u}} |f|^2 + |\nabla f|^2 + |\nabla^2 f|^2 \, d\nu_{\gamma(t,u,\varrho)}
\]

where $|\cdot|_{\tilde{\mathbf{h}}}$ denotes the pointwise norm of a tensor as measured by $\tilde{\mathbf{h}}$, and there is no ambiguity in the meaning of $\nabla^2 f$ since this expression is invariant under rescaling $\gamma$ by a scalar factor that is independent of $\varrho$. Also, $d\nu_{\gamma(t,u,\varrho)} = \sqrt{\det(\mathbf{h}(t,u,\varrho))}$, where the determinant is taken relative to the geometric coordinates $(\varrho^1, \varrho^2)$ induced on $S_{t,u}$.

To prove (18.29), we let $i_{inject}(\mathbf{h})(t,u)$ denote the injectivity radius of $(S^2, \mathbf{h}(t,u,\cdot))$. By [9, Theorem 2.20], an estimate of the form (18.29) holds, and furthermore, the constant $C$ can be bounded from above by a continuous function that depends only on a lower bound for $i_{inject}(\mathbf{h})(t,u)$ and the absolute value of the Gaussian curvature $\mathcal{R}(\mathbf{h})(t,u,\varrho)$ of $\mathbf{h}(t,u,\varrho)$ (this follows from the proof of [9, Theorem 2.20]). To complete the proof of the proposition, it remains only for us to derive these bounds.

To proceed, we first use scaling considerations and the estimate (18.6) for $\mathcal{R}(\gamma)$ to deduce

\[
(18.30) \quad |\mathcal{R}(\mathbf{h}) - 1|(t,u,\varrho) \lesssim \frac{\ln(\varepsilon + t)}{1 + t}.
\]

The desired bounds for $|\mathcal{R}(\mathbf{h})|$ clearly follow from (18.30). Furthermore, since (18.30) implies in particular that $\mathcal{R}(\mathbf{h})$ is positive, an argument of Klingenberg
(see Theorem 5.9] or the proof given on pg. 34]) implies that

\[ i_{\text{inject}}(\mathcal{H})(t,u) \geq \frac{\pi}{\sqrt{\sup_{\vartheta \in S^2} \mathcal{R}(\mathcal{H})(t,u,\vartheta)}} \geq \pi - C\varepsilon \frac{\ln(e + t)}{1 + t}. \]  

(18.31)

The desired lower bound for \( i_{\text{inject}}(\mathcal{H})(t,u) \) clearly follows from (18.31). We have thus proved the proposition.

\[ \square \]

**Corollary 18.11 (C^0 bounds for \( \mathcal{Z}^N \Psi \) in terms of the energies).** Let \( f \) be a scalar-valued function, let \( \mathcal{E}[-](t,u) \) be the energy functional defined in (10.21a), and let \( \mathcal{O} := \{ O_1(1), O_2(2), O_3(3) \} \) denote the set of geometric rotation vectorfields. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following estimates hold for \( (t,u) \in [0,T_{(Bootstrap)}] \times [0,U_0] \):

\[ \| f \|_{C^0(S,\omega)} \leq C \frac{1}{1 + t} \sup_{(t',u') \in [0,t] \times [0,u]} \mathcal{E}^{1/2}[\mathcal{O}^{\leq 2} f](t',u'). \]  

(18.32)

**Proof.** Inequality (18.32) follows from (14.1a) and (18.27). \( \square \)
CHAPTER 19

Square Integral Estimates for the Eikonal Function Quantities That Do Not Rely on Modified Quantities

In this chapter, we use the pointwise estimates of Prop. 12.46 to derive corresponding $L^2$ estimates for the below-top-order derivatives of $\mu$, $L^i_{(\text{Small})}$, and $\chi^{(\text{Small})}$ in terms of the fundamental $L^2$—controlling quantities. These estimates are easy to derive because we allow them to lose one derivative relative to $\Psi$ and hence we do not need to invoke the modified quantities of Chapter 11. We also estimate the top-order derivatives of $\mu$, $L^i_{(\text{Small})}$, and $\chi^{(\text{Small})}$ that involve at least one $L$ differentiation. These estimates are easy to derive without losing derivatives and without the help of the modified quantities.

19.1. Square integral estimates for the eikonal function quantities that do not rely on modified quantities

We provide the desired $L^2$ estimates in the next lemma.

**Lemma 19.1** (Preliminary $L^2$ estimates for the below-top-order derivatives and the top-order $L$ derivatives of $\mu$, $L^i_{(\text{Small})}$, and $\chi^{(\text{Small})}$). Let $0 \leq N \leq 23$ be an integer. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following estimates hold for $(t,u) \in [0,T_{(\text{Bootstrap})}) \times [0,U_0]$:

\[
\begin{align*}
\sum_{a=1}^3 \varrho \left| \mathcal{F}^{\leq N}(\mu - 1) \right| &\lesssim (1 + t)\varepsilon + (1 + t) \int_{s=0}^t Q^{1/2}_{(\leq N+1)}(s,u) \frac{1}{1 + s} ds, \\
\varrho^2 \mathcal{L}^{\leq N-1}_{x,y} \chi^{(\text{Small})} &\lesssim (1 + t)\varepsilon + (1 + t) \int_{s=0}^t Q^{1/2}_{(\leq N+1)}(s,u) \frac{1}{1 + s} ds, \\
\varrho^2 \mathcal{L}^{\leq N-1}_{x,y} \chi^{(\text{Small})} &\lesssim (1 + t)\varepsilon + (1 + t) \int_{s=0}^t Q^{1/2}_{(\leq N+1)}(s,u) \frac{1}{1 + s} ds,
\end{align*}
\]

\[L^2(S^u_{\Psi})\]
Furthermore, if \( 0 \leq N \leq 24 \) is an integer, then we have the following estimates:

\[
(19.2a) \quad \| \begin{pmatrix}
L^\omega \mathcal{D}^\leq N \mu \\
\sum_{a=1}^{3} L(q \mathcal{D}^\leq N L^a_{(\text{Small})}) \\
\varrho^2 \ell_L \mathcal{D}^\leq N-1 \chi^{(\text{Small})} \\
\ell_L (\varrho^2 \mathcal{D}^\leq N-1 \chi^{(\text{Small})}) \\
L(\varrho^2 \mathcal{D}^\leq N-1 \chi^{(\text{Small})}) \\
\ell_L (\varrho^2 \mathcal{D}^\leq N-1 \chi^{(\text{Small})})
\end{pmatrix} \|_{L^2(\Sigma^T)} \lesssim (1 + t) \varepsilon
\]

\[
+ (1 + t) \int_{s=0}^{t} \frac{Q_{(\leq N)}(s, u)}{1 + s} \, ds
\]

\[
+ (1 + t) \int_{s=0}^{t} \frac{\overline{Q}_{(\leq N)}(s, u)}{(1 + s)\mu^{1/2}(s, u)} \, ds,
\]

\[
(19.2b) \quad \| \begin{pmatrix}
L^\omega \mathcal{D}^\leq N \mu \\
\sum_{a=1}^{3} L(q \mathcal{D}^\leq N L^a_{(\text{Small})}) \\
\varrho^2 \ell_L \mathcal{D}^\leq N-1 \chi^{(\text{Small})} \\
\ell_L (\varrho^2 \mathcal{D}^\leq N-1 \chi^{(\text{Small})}) \\
L(\varrho^2 \mathcal{D}^\leq N-1 \chi^{(\text{Small})}) \\
\ell_L (\varrho^2 \mathcal{D}^\leq N-1 \chi^{(\text{Small})})
\end{pmatrix} \|_{L^2(\Sigma^T)} \lesssim \frac{\ln(e + t)}{1 + t}
\]

\[
+ Q_{(\leq N)}(t, u) + \mu^{1/2}(t, u)\overline{Q}_{(\leq N)}(t, u).
\]

**Proof.** To simplify the notation, we set

\[
q_N(t, u, \vartheta) := \left( \begin{pmatrix}
\mathcal{D}^\leq N (\mu - 1) \\
\sum_{a=1}^{3} L(q \mathcal{D}^\leq N L^a_{(\text{Small})}) \\
\varrho^2 \ell_L \mathcal{D}^\leq N-1 \chi^{(\text{Small})} \\
\ell_L (\varrho^2 \mathcal{D}^\leq N-1 \chi^{(\text{Small})}) \\
L(\varrho^2 \mathcal{D}^\leq N-1 \chi^{(\text{Small})}) \\
\ell_L (\varrho^2 \mathcal{D}^\leq N-1 \chi^{(\text{Small})})
\end{pmatrix} \right)(t, u, \vartheta), \quad \vartheta_N(u, \vartheta) := q_N(0, u, \vartheta).
\]

Integrating inequality (12.128b) along the integral curves of \( L \) to derive a point-wise bound for \( q_N \), using Lemma 12.57 to obtain an \( L^2 \) bound for \( q_N \), and then
multiplying both sides by \((1 + t)^{-1}\), we deduce that

\[
\frac{1}{1 + t} \|q_N\|_{L^2(S^2_t)} \leq \frac{1}{1 + t} \|\tilde{q}_N\|_{L^2(S^2_t)} + C \int_{s=0}^{t} \frac{1}{1 + s} \left\| \begin{pmatrix} \phi L_x \xi^{\leq N} \Psi \\ \phi_{,x} \xi^{\leq N} \Psi \\ R_x \xi^{\leq N} \Psi \\ \xi^{\leq N} \Psi \end{pmatrix} \right\| ds
\]

+ \frac{C}{1 + s} \|\xi\|_{L^2(S^2_t)} ds.

To bound the first term on the right-hand side of \(19.4\) by \(\leq \varepsilon\), we use Lemma \([12.53]\) and the definition \((3.85b)\) of the norm \(\|\cdot\|_{L^2(S^2_t)}\) to deduce that \((1 + t)^{-1} \|q_N\|_{L^2(S^2_t)} \lesssim \|q_N\|_{L^2(S^2_t)}\), and then Lemma \([12.17]\), Lemma \([12.30]\), and \((12.3)\) to deduce that \(\|q_N\|_{L^2(S^2_t)} \lesssim \tilde{c} \leq \varepsilon\).

To bound the second term on the right-hand side of \(19.4\), we first use Prop. \([14.7]\) to deduce that the array under the time integral is bounded in the norm \(\| \cdot \|_{L^2(S^2_t)}\) by \(\lesssim Q^{1/2}_{(s,u)}(s,u) + \mu^{-1/2}(s,u) \tilde{c}^{1/2}_{(s,u)}\). Hence, the second term is

\[
\frac{1}{1 + s} \left[ Q^{1/2}_{(s,u)}(s,u) ds + \frac{1}{1 + s} \left( \tilde{c}^{1/2}_{(s,u)}(s,u) ds \right) \right].
\]

We now insert these two bounds into the right-hand side of \(19.4\) and apply Gronwall’s inequality to the quantity \((1 + t)^{-1} \|q_N\|_{L^2(S^2_t)}\), which thus leads to the desired bound \((19.2a)\) for the first two terms and the fifth term in the array on the left-hand side.

To obtain the desired bounds \((19.2a)\) for \(\phi^2 \xi^{\leq N-1, \text{Small}}\) and \(\phi^2 \xi^{\leq N-1, \text{Small}}\), we first note the following inequality, which holds for any symmetric type \((\frac{1}{2})\) \(S_{t,u}\) tensorfield \(\xi\):

\[
|L(\phi^2 \xi)| \leq |\phi^2 L_s \xi| + 2 \left| \xi^{\text{Small}} \right| |\phi^2 \xi|
\]

\[
\leq |\phi^2 L_s \xi| + C \varepsilon \frac{\ln(e + t)}{(1 + t)^2} |\phi^2 \xi|.
\]

The inequality \((19.6)\) follows in a straightforward fashion from the identity \(L_s \phi^{-1} = -2\chi^{\#} \) (see \((3.72)\) and \((3.4a) - (3.4b)\)), the decomposition \(\chi = \phi^{-1} \phi + \chi^{\text{Small}}\) (see \((4.1c)\)), the fact that \(L_{0,0} = 1\), and the estimate \((12.129a)\). We now apply \((19.6)\) with \(\xi^{\leq N-1, \text{Small}}\) and \(\xi^{\leq N-1, \text{Small}}\) in the role of \(\xi\) and also use inequality \((12.128b)\) to bound the term \(|\phi^2 L_s \xi|\). A Gronwall argument similar to the one used in the previous paragraph now yields the desired estimates. We remark that the smallness of the data of \(\phi^2 \xi^{\leq N-1, \text{Small}}\) and \(\phi^2 \xi^{\leq N-1, \text{Small}}\) follows from the same argument we used above to deduce the smallness of \(\tilde{q}_N\).

To obtain the desired bounds \((19.2a)\) for \(\phi^2 \xi^{\leq N-1, \text{Small}}\) and \(\phi^2 \xi^{\leq N-1, \text{Small}}\), we first note the following inequality, which holds for any type \((\frac{1}{2})\) \(S_{t,u}\) tensorfield:

\[
|L| \xi| \leq |\mathcal{E}_L \xi| + 2 \left| \xi^{\text{Small}} \right| |\xi|
\]

\[
\leq |\mathcal{E}_L \xi| + C \varepsilon \frac{\ln(e + t)}{(1 + t)^2} |\xi|.
\]
The inequality (19.7) follows in a straightforward fashion from the identities \( L \frac{g}{L g} = 2 \chi \) and \( L \frac{g^{-1}}{L g} = -2 \chi^{\#} \) (see (3.72) and (7.4a)-(7.4b)), the decomposition \( \chi = g^{-1} \varrho + \chi^{(\text{Small})} \) mentioned above, the fact that \( L g = 1 \), and the estimate (12.129a). We now apply (19.7) with \( \varrho \leq N - 1 \) in the role of \( \xi \) and also use inequality (12.128b) to bound the term \( |L^{-1} L^{\xi} \varrho| \). A Gronwall argument similar to the one used above now yields the desired estimates. We remark that the smallness of the data of \( \varrho \leq N - 1 \) follows from the same argument we used above to deduce the smallness of \( \tilde{q}_N \). We have therefore proved (19.2a).

The proof of (19.1a) is very similar. The only difference is that we use Prop. 14.7 to bound the array under the time integral in the second term on the right-hand side of (19.1) in the norm \( \| \cdot \|_{L^2(S^1)} \) by \( \lesssim Q_{(\leq N+1)}^{1/2} (s, u) \).

Inequality (19.2b) follows from the estimates (12.128b) and (19.2a), inequality (13.152), the fact that the array of \( \Psi \)-dependent terms on the right-hand side of (12.128b) is bounded in the norm \( \| \cdot \|_{L^2(S^1)} \) by \( \lesssim Q_{(\leq N)}^{1/2} (t, u) + \mu^{1/2} (t, u) \tilde{Q}_{(\leq N)}^{1/2} (t, u) \) (this fact follows from Prop. 14.7), and the fact that \( Q_{(\leq N)} \) and \( \tilde{Q}_{(\leq N)} \) are increasing in their arguments.

Inequality (19.1b) similarly follows from the estimates (12.128b) and (19.1a) and the fact that the array of \( \Psi \)-dependent terms on the right-hand side of (12.128b) is bounded in the norm \( \| \cdot \|_{L^2(S^1)} \) by \( \lesssim Q_{(\leq N+1)}^{1/2} (t, u) \) (this fact follows from Prop. 14.7).
A Priori Estimates for the Fundamental Square-Integral-Controlling Quantities

In this chapter, we derive the most important estimates of the monograph: a priori “energy” estimates for the fundamental $L^2$-controlling quantities $Q_{(N)}(t,u)$, $\tilde{Q}_{(N)}(t,u)$, and $\tilde{K}_{(N)}(t,u)$, ($N \leq 24$), defined in Sect. 14.2. To this end, we first carry out the main precursor step: we use the pointwise estimates from Chapters 16 and 17 to bound the error integrals that arise in the energy-cone flux identities for the commuted wave equation. By “energy-cone flux identities,” we mean the identities of Prop. 10.13 for solutions to $\mu \Box g(\Psi)(\mathcal{Z}_N \Psi) = (\mathcal{Z}_N g \Psi \mathcal{Z}_N \Psi)$. To make the analysis more tractable, we devote different sections to bounding the different kinds of error integrals. We carry out this analysis in Sects. 20.3-20.7, and in particular, we bound the most difficult error integrals in Sects. 20.6-20.7. We then combine the large number of error integral estimates into our two main propositions of this chapter, which are stated in Sect. 20.2: Propositions 20.8 and 20.9. The first proposition provides inequalities verified by the up-to-top-order ($N \leq 24$) fundamental $L^2$-controlling quantities, while the second provides less degenerate inequalities for the lower-order ($N \leq 23$) fundamental $L^2$-controlling quantities. The main point is that the estimates of the propositions imply that the hypotheses of the Gronwall-type Lemma 20.10 are verified by $Q_{(N)}(t,u)$, $\tilde{Q}_{(N)}(t,u)$, and $\tilde{K}_{(N)}(t,u)$. Hence, the lemma yields the desired a priori estimates. We provide the proofs of Propositions 20.8 and 20.9 in Sects. 20.8 and 20.9. In Sect. 20.10 we provide the proof of the Gronwall-type lemma.

20.1. Bootstrap assumptions for the fundamental square-integral-controlling quantities

In deriving our a priori estimates, we find it convenient to make bootstrap assumptions for the $L^2$-controlling quantities $Q_{(N)}(t,u)$, $\tilde{Q}_{(N)}(t,u)$, and $\tilde{K}_{(N)}(t,u)$ from Definitions 14.2 and 14.3. To state the bootstrap assumptions, we first recall that $\mu_*(t,u) := \min \{1, \inf_{\Sigma} \mu \}$ and that $\varepsilon > 0$ is the small bootstrap parameter from Chapter 12. Our $L^2$ bootstrap assumptions are that the following inequalities hold for $(t,u) \in [0,T_{(Bootstrap)}] \times [0,U_0]$:

$L^2$-type Bootstrap Assumptions
20. ESTIMATES FOR THE SQUARE-INTEGRAL-CONTROLLING QUANTITIES

\[(20.1a)\] \(\bar{Q}_{(N)}^{1/2}(t, u) \leq \varepsilon, \quad (0 \leq N \leq 15),\)

\[(20.1b)\] \(\tilde{Q}_{(N)}^{1/2}(t, u) + \bar{K}_{(N)}^{1/2}(t, u) \leq \varepsilon \ln^2(e + t), \quad (0 \leq N \leq 15),\)

\[(20.1c)\] \(Q_{(16+M)}^{1/2}(t, u) \leq \varepsilon \mu_{\ast}^{-75-M}(t, u), \quad (0 \leq M \leq 7),\)

\[(20.1d)\] \(\bar{Q}_{(16+M)}^{1/2}(t, u) + \bar{K}_{(16+M)}^{1/2}(t, u) \leq \varepsilon \ln^2(e + t)\mu_{\ast}^{-75-M}(t, u), \quad (0 \leq M \leq 7),\)

\[(20.1e)\] \(Q_{(24)}^{1/2}(t, u) \leq \varepsilon \ln^4(e + t)\mu_{\ast}^{-8.75}(t, u),\)

\[(20.1f)\] \(\tilde{Q}_{(24)}^{1/2}(t, u) + \bar{K}_{(24)}^{1/2}(t, u) \leq \varepsilon \ln^4(e + t)\mu_{\ast}^{-8.75}(t, u),\)

where \(A_{\ast} > 4\) is a large constant that we choose in the proof of Lemma \(20.10.\) Our goal in Chapter \(20.\) is to use the results from the previous chapters to prove that for sufficiently small data, the above bootstrap assumptions in fact hold with \(C\hat{\varepsilon}\) in place of \(\varepsilon,\) where \(\hat{\varepsilon}\) is the size of the data as defined in Def. \(12.3.\)

**Remark 20.1 (We do not use the top-order bootstrap assumptions).**

In our proof of the fundamental Gronwall lemma, Lemma \(20.10,\) we do not rely on the top-order bootstrap assumptions \(20.1e, 20.1f.\) However, we make them anyway for the sake illustrating the expected behavior of \(Q_{(24)}(t, u), \tilde{Q}_{(24)}(t, u),\) and \(\bar{K}_{(24)}(t, u).\)

**Remark 20.2 (The initial smallness of \(Q_{(\leq 24)}^{1/2} \) and \(\tilde{Q}_{(\leq 24)}^{1/2}.\)** We recall that the conclusion of Lemma \(14.8\) is that \(Q_{(\leq 24)}^{1/2}(0, u), \tilde{Q}_{(\leq 24)}^{1/2}(0, u) \leq C\hat{\varepsilon}.\) Moreover, Def. \(14.3\) implies that \(\bar{K}_{(\leq 24)}^{1/2}(0, u) = 0.\) Thus, in view of inequality \(12.3,\) we see that the bootstrap assumptions \(20.1a, 20.1f\) are initially satisfied whenever \(\hat{\varepsilon}\) is sufficiently small compared to \(\varepsilon.\)

### 20.2. Statement of the two main propositions and the fundamental Gronwall lemma

We begin by defining four classes of quantities that appear in the statements of the two main propositions. These quantities collectively provide suitable upper bounds for the various error integrals that arise in our analysis.

**Remark 20.3 (The importance of the boxed constants).** The “boxed” constants that appear in Defs. \(20.4\) and \(20.6\) (and on the right-hand sides of the top-order estimates of Prop. \(20.8\)) are the ones that force us to prove estimates for the top-order quantities \(Q_{(24)}, \tilde{Q}_{(24)},\) and \(\bar{K}_{(24)}\) that are allowed to blow up like a large power of \(\mu_{\ast}^{-1}.\) More precisely, the size of the boxed constants is directly responsible for the size of the “blow-up exponent” 8.75 on the right-hand sides of \(20.1e, 20.1f.\) A critically important feature of our analysis is that under our small-data assumption, the boxed constants can be chosen to be independent of the number of times the equations are commuted with vectorfields \(Z \in \mathcal{Z}.\) This prevents the blow-up exponents from growing with the number of commutations and allows us to derive non-degenerate estimates for \(Q_{(\leq 15)}^{1/2}(t, u), \tilde{Q}_{(\leq 15)}^{1/2}(t, u),\) and \(\bar{K}_{(\leq 15)}^{1/2}(t, u),\) which are essential for deriving improvements of our bootstrap assumptions \([\text{BA}^\Psi], [\text{BA}^\Psi].\)
DEFINITION 20.4 (Quantities that bound difficult top-order error integrals generated by the multiplier $T$). We define the classes of terms $I_{\leq N}(t,u)$, $II_{\leq N}(t,u)$, and $VIII_{\leq N}(t,u)$ to be any functions of $(t,u)$ such that there exist a constant $0 < \alpha < 1/2$ and a constant $C > 0$ such that under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following estimates hold for $(t,u) \in [0,T_{\text{Bootstrap}}] \times [0,U_0]$:

\begin{align}
I_{\leq N} & \leq 9 \int_{t'=0}^{t} \frac{||L\mu||_{C^0(S)}}{\mu_+(t',u)} Q_{\leq N}^{1/2}(t',u) \\
& \times \int_{s=0}^{t'} \frac{||L\mu||_{C^0(S)}}{\mu_+(s,u)} Q_{\leq N}^{1/2}(s,u) \, ds \, dt', \\
II_{\leq N} & \leq C\varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{1+\alpha}} \mu_+(t',u) Q_{\leq N}^{1/2}(t',u) \\
& \times \int_{s=0}^{t'} \frac{1}{(1 + s)} \mu_+(s,u) Q_{\leq N}^{1/2}(s,u) \, ds \, dt', \\
III_{\leq N} & \leq C\varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{1+\alpha}} \mu_+(t',u) Q_{\leq N}^{1/2}(t',u) \\
& \times \int_{s=0}^{t'} \frac{1}{(1 + s)} \mu_+(s,u) Q_{\leq N}^{1/2}(s,u) \, ds \, dt', \\
IV_{\leq N} & \leq 9 \int_{t'=0}^{t} \frac{1}{\varrho(t',u) \left( 1 + \ln \left( \frac{\varrho(t',u)}{\varrho(0,u)} \right) \right)} Q_{\leq N}^{1/2}(t',u) \\
& \times \int_{s=0}^{t'} \frac{||L\mu||_{C^0(S)}}{\mu_+(s,u)} Q_{\leq N}^{1/2}(s,u) \, ds \, dt', \\
V_{\leq N} & \leq 9 \int_{t'=0}^{t} \frac{||L\mu||_{C^0(S)}}{\mu_+(t',u)} Q_{\leq N}(t',u) \, dt', \\
VI_{\leq N} & \leq 9 \int_{t'=0}^{t} \frac{1}{\varrho(t',u) \left( 1 + \ln \left( \frac{\varrho(t',u)}{\varrho(0,u)} \right) \right)} Q_{\leq N}(t',u) \, dt', \\
VII_{\leq N} & \leq C\varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{1+\alpha}} \mu_+(t',u) Q_{\leq N}(t',u) \, dt', \\
VIII_{\leq N} & \leq C\varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{1+\alpha}} \mu_+(t',u) Q_{\leq N}(t',u) \, dt'.
\end{align}

DEFINITION 20.5 (Quantities that bound easy top-order and below–top-order error integrals generated by the multiplier $T$). We define the classes of terms $0_{\leq N+1}(t,u)$, $i_{\leq N}(t,u)$, $ii_{\leq N}(t,u)$, $iii_{\leq N}(t,u)$, $\cdots$, $vi_{\leq N}(t,u)$, to be any functions of $(t,u)$ such that there exists a constant $C > 0$ such that under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small,
then the following estimates hold for \((t, u) \in [0, T_{\text{Bootstrap}}) \times [0, U_0]:\)

\[
\begin{align*}
\text{(20.3a)} & \quad \Phi_{\leq N+1} \leq C \varepsilon \int_0^t \int_0^{t'} \frac{1}{(1 + t')^{3/2} \mu_1^{1/2}(t', u)} \bar{Q}^{1/2}_{\leq N}(t', u) \\
& \quad \times \int_{s=0}^{t'} \frac{1}{1 + s} \bar{Q}^{1/2}_{\leq N+1}(s, u) ds dt' \\
& \quad \text{depends on an order } N + 1 \text{ quantity} \\
& \quad + C \varepsilon \int_0^t \int_0^{t'} \frac{1}{(1 + t')^{3/2} \mu_1^{1/2}(t', u)} \bar{Q}^{1/2}_{\leq N}(t', u) \\
& \quad \times \int_{s=0}^{t'} \frac{1}{(1 + s) \mu_1^{1/2}(s, u)} \bar{Q}^{1/2}_{\leq N+1}(s, u) ds dt', \\
& \quad \text{depends on an order } N + 1 \text{ quantity}.
\end{align*}
\]

\[
\begin{align*}
\text{(20.3b)} & \quad \Phi_{\leq N} \leq C \int_0^t \int_0^{t'} \frac{1}{(1 + t')^{3/2}} \bar{Q}(t', u) dt', \\
\text{(20.3c)} & \quad \Phi_{\leq N} \leq C \varepsilon^{1/2} \int_0^t \int_0^{t'} \frac{\ln(e + t')}{(1 + t')^2} \bar{Q}(t', u) dt', \\
\text{(20.3d)} & \quad \Phi_{\leq N} \leq C \int_0^t \int_0^{t'} \frac{1}{(1 + t')^{3/2}} \bar{Q}(t', u) dt', \\
\text{(20.3e)} & \quad \Phi_{\leq N} \leq C \int_0^t \int_0^{t'} \bar{Q}(t', u) dt', \\
\text{(20.3f)} & \quad \Phi_{\leq N} \leq C \sup_{t' \in [0, t]} \frac{\bar{Q}(t', u)}{(1 + t')^{1/2}}.
\end{align*}
\]

**Definition 20.6 (Quantities that bound difficult top-order error integrals generated by the multiplier \(\bar{K}\)).** We define the classes of terms \(\Phi_{\leq N}(t, u), \Phi_{\leq N}(t, u), \ldots, \Phi_{\leq N}(t, u)\) to be any functions of \((t, u)\) such that there exists a constant \(C > 0\) such that under the small-data and bootstrap assumptions of Sects. 12.1-12.4 if \(\varepsilon\) is sufficiently small, then the following estimates hold for
\[(t, u) \in [0, T_{\text{Bootstrap}}) \times [0, U_0]: \]

\[
(20.4a) \quad \tilde{I}_{(\leq N)} \leq 5 \int_{t'=0}^{t} \frac{\|L\mu\|_{C^0(\Sigma_{t',u})} \tilde{Q}_{(\leq N)}(t', u)}{\mu_*(t', u)} dt',
\]

\[
(20.4b) \quad \tilde{II}_{(\leq N)} \leq 5 \int_{t'=0}^{t} \frac{1}{\varrho(t', u)} \left\{ 1 + \ln \left( \frac{\varrho(t', u)}{\varrho(0, u)} \right) \right\} \tilde{Q}_{(\leq N)}(t', u) dt',
\]

\[
(20.4c) \quad \tilde{III}_{(\leq N)} \leq C \varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \mu_*^{1/2}(t', u)} \tilde{Q}_{(\leq N)}(t', u) dt',
\]

\[
(20.4d) \quad \tilde{IV}_{(\leq N)} \leq C \varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \mu_*^{1/2}(t', u)} \tilde{Q}_{(\leq N)}(t', u) dt',
\]

\[
(20.4e) \quad \tilde{V}_{(\leq N)} \leq 5 \frac{\|L\mu\|_{C^0(\Sigma_{t',u})}}{\mu_*^{1/2}(t, u)} \tilde{Q}_{(\leq N)}^{1/2}(t, u)
\]

\[
\times \int_{t'=0}^{t} \frac{1}{\varrho(t', u) \mu_*^{1/2}(t', u)} \tilde{Q}_{(\leq N)}^{1/2}(t', u) dt',
\]

\[
(20.4f) \quad \tilde{VI}_{(\leq N)} \leq 5 \frac{\|L\mu\|_{C^0(\Sigma_{t',u})}}{\mu_*^{1/2}(t, u)} \tilde{Q}_{(\leq N)}^{1/2}(t, u)
\]

\[
\times \int_{t'=0}^{t} \left\{ \frac{\mu(t, \cdot)}{\mu} \right\}_{C^0(\Sigma_{t',t})} \tilde{Q}_{(\leq N)}^{1/2}(t', u) dt',
\]

\[
(20.4g) \quad \tilde{VII}_{(\leq N)} \leq C \varepsilon \frac{1}{\mu_*^{1/2}(t, u)} \tilde{Q}_{(\leq N)}^{1/2}(t, u) \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \tilde{Q}_{(\leq N)}^{1/2}(t', u)} dt',
\]

\[
(20.4h) \quad \tilde{VIII}_{(\leq N)} \leq C \varepsilon \frac{1}{\mu_*^{1/2}(t, u)} \tilde{Q}_{(\leq N)}^{1/2}(t, u) \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \mu_*^{1/2}(t', u) \tilde{Q}_{(\leq N)}^{1/2}(t', u)} dt'.
\]

**Definition 20.7** (Quantities that bound easy top-order and below–top-order error integrals generated by the multiplier $\tilde{K}$). We define the classes of terms $\tilde{0}_{(\leq N+1)}(t, u)$, $\tilde{1}_{(\leq N)}(t, u)$, $\tilde{1}_{(\leq N)}(t, u)$, $\tilde{1}_{(\leq N)}(t, u)$, $\tilde{1}_{(\leq N)}(t, u)$, $\tilde{1}_{(\leq N)}(t, u)$, $\tilde{1}_{(\leq N)}(t, u)$, to be any functions of $(t, u)$ such that there exists a constant $C > 0$ such that under the small-data and bootstrap assumptions of Sects. 12.1–12.4 if $\varepsilon$ is sufficiently small,
then the following estimates hold for \((t, u) \in [0, T_{\text{Bootstrap}}) \times [0, U_0]::

\begin{align}
(20.5a) \quad \bar{Q}_{(\leq N+1)}(t, u) & \leq C\varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^2} \left( \int_{s=0}^{t'} \frac{Q_{(\leq N+1)}^{1/2}(s, u)}{1 + s} ds \right)^2 dt' \\
& \text{depends on an order } N + 1 \text{ quantity} \\
& + C\varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^2} \left( \int_{s=0}^{t'} \bar{Q}_{(\leq N+1)}^{1/2}(s, u) ds \right)^2 dt',
\end{align}

\begin{align}
(20.5b) \quad \tilde{i}_{(\leq N)} & \leq C \ln^4(e + t) Q_{(\leq N)}(t, u), \\
(20.5c) \quad \tilde{ii}_{(\leq N)} & \leq 2 \int_{t'=0}^{t} \frac{1}{\varrho(t', u)} \left\{ 1 + \ln \left( \frac{\varrho(t', u)}{\varrho(0, u)} \right) \right\} \bar{Q}_{(\leq N)}(t', u) dt', \\
(20.5d) \quad \tilde{iii}_{(\leq N)} & \leq C \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2}} \bar{Q}_{(\leq N)}(t', u) dt', \\
(20.5e) \quad \tilde{iv}_{(\leq N)} & \leq C \int_{u'=0}^{u} \bar{Q}_{(\leq N)}(t, u') du', \\
(20.5f) \quad \tilde{v}_{(\leq N)} & \leq C\bar{K}_{(\leq N)}(t, u).
\end{align}

We now state the two propositions. We provide their proofs in Sects. 20.8 and 20.9.

**Proposition 20.8 (The main top-order energy-cone flux integral inequalities).** Assume that \(\Box_g \psi = 0\) and consider the quantities [1], \(i_{(\leq N)},\) \(\tilde{i}_{(\leq N)},\) \(\tilde{ii}_{(\leq N)},\) \(\tilde{iii}_{(\leq N)},\) \(\tilde{iv}_{(\leq N)},\) \(\tilde{v}_{(\leq N)}\) defined in Def. 20.4, Def. 20.7. Let 0 ≤ \(N\) ≤ 24 be an integer. There exists a constant \(C > 0\) such that under the small-data and bootstrap assumptions of Sects. 12.1, 12.4, if \(\varepsilon\) is sufficiently small and \(\varsigma > 0, \bar{\varsigma} > 0\) are any real numbers, then the following inequalities hold for \((t, u) \in [0, T_{\text{Bootstrap}}) \times [0, U_0]:

\begin{align}
(20.6a) \quad Q_{(\leq N)}(t, u) & \leq Q_{(\leq N)}(0, u) + C\varepsilon^3 \mu_*^{-1}(t, u) + C\varepsilon Q_{(\leq N)}(t, u) \\
& + C\varepsilon \mu_*^{-1}(t, u) \ln^8(e + t) Q_{(\leq N - 1)}(t, u) + C\varepsilon \mu_*^{-1}(t, u) \bar{Q}_{(\leq N - 1)}(t, u) \\
& + \left\{ I_{(\leq N)}(t, u) + II_{(\leq N)}(t, u) + \ldots + VIII_{(\leq N)}(t, u) \right\} \tilde{i}_{(\leq N)}(t, u) \\
& + \left\{ 1 + \varsigma^{-1} \right\} \tilde{ii}_{(\leq N)}(t, u) + \tilde{iii}_{(\leq N)}(t, u) + \left\{ 1 + \varsigma^{-1} \right\} \tilde{iv}_{(\leq N)}(t, u) \\
& + \left\{ 1 + \varsigma^{-1} \right\} \tilde{v}_{(\leq N)}(t, u) + \left\{ 1 + \varsigma \right\} \tilde{vi}_{(\leq N)}(t, u),
\end{align}

\footnote{It is understood that the same the constant \(C\) also appears on the right-hand sides of the quantities in Def. 20.4, Def. 20.7.}
Lemma. The lemma allows us to derive suitable a priori estimates for sufficiently small and $\varsigma > 0$ we already established the difficult estimates in Prop. 13.12. However, the proof is not difficult; based on the inequalities provided by Props. 20.8 and 20.9 we prove the proof of the lemma in Sect. 20.10 Its proof is lengthy because of the large variety of terms that are involved. However, the proof is not difficult; we already established the difficult estimates in Prop. 13.12

PROPOSITION 20.9 (The main below-top-order energy-cone flux integral inequalities). Assume that $\Box_{g(\Psi)} \Psi = 0$ and let $0 \leq N \leq 23$ be an integer. Consider the quantities $0 \leq N+1, 1, \cdots$ defined in Defs. 20.5 and 20.7. There exists a constant $C > 0$ (where Footnote 7 on pg. 368 applies here as well) such that under the small-data and bootstrap assumptions of Sects. 12.1, 12.2 if $\epsilon$ is sufficiently small and $\varsigma > 0$, $\varsigma > 0$ are any real numbers, then the following inequalities hold for $(t, u) \in [0, T_{\text{(Bootstrap)}}) \times [0, U_0]$: 

\begin{align}
(20.7a) & \quad Q_{(\leq N)}(t, u) \\
& \leq Q_{(\leq N)}(0, u) + C\epsilon^3 \\
& + 0_{\leq N+1}(t, u) \\
& + \{1 + \varsigma^{-1}\} Q_{(\leq N)}(t, u) + \{1 + \varsigma^{-1}\} \mathbb{Q}_{(\leq N)}(t, u) \\
& + \mathbb{Q}_{(\leq N)}(t, u) + \{1 + \varsigma^{-1}\} \mathbb{Q}_{(\leq N)}(t, u) + \{1 + \varsigma^{-1}\} \mathbb{Q}_{(\leq N)}(t, u).
\end{align}

(20.7b) $\quad \tilde{Q}_{(\leq N)}(t, u) + \tilde{K}_{(\leq N)}(t, u)$ 

\begin{align}
& \leq \tilde{Q}_{(\leq N)}(0, u) + C\epsilon^3 \\
& + \tilde{0}_{\leq N+1}(t, u) \\
& + \{1 + \varsigma^{-1}\} \tilde{Q}_{(\leq N)}(t, u) + \tilde{Q}_{(\leq N)}(t, u) \\
& + \{1 + \varsigma^{-1}\} \mathbb{Q}_{(\leq N)}(t, u) + \{1 + \varsigma^{-1}\} \mathbb{Q}_{(\leq N)}(t, u) \\
& + \{1 + \varsigma^{-1}\} \mathbb{Q}_{(\leq N)}(t, u).
\end{align}

Before proving Prop. 20.8 and Prop. 20.9, we first state our main Gronwall-type lemma. The lemma allows us to derive suitable a priori estimates for $Q_{(\leq N)}(t, u)$, $\tilde{Q}_{(\leq N)}(t, u)$, and $\tilde{K}_{(\leq N)}(t, u)$ based on the inequalities provided by Props. 20.8 and 20.9. We provide the proof of the lemma in Sect. 20.10. Its proof is lengthy because of the large variety of terms that are involved. However, the proof is not difficult; we already established the difficult estimates in Prop. 13.12

LEMMMA 20.10 (The fundamental Gronwall lemma). Let $\tilde{\epsilon}$ be the size of the data as defined in Def. 12.3. Assume that on the domain $(t, u) \in [0, T_{\text{(Bootstrap)}}) \times [0, U_0]$, the quantities $Q_{(\leq N)}(t, u), \tilde{Q}_{(\leq N)}(t, u), \tilde{K}_{(\leq N)}(t, u)$ verify the estimates of Prop. 20.8 for $0 \leq N \leq 24$ and the estimates of Prop. 20.9 for $0 \leq N \leq 23$. Assume in addition that the bootstrap assumptions (20.1a)-(20.11) hold on the same domain. Then if $A_* > 4$ is sufficiently large, there exists a large constant $C > 0$ (depending on $A_*$) such that if $\epsilon$ is sufficiently small, then the following estimates hold for
(t, u) ∈ [0, T_{Bootstrap}) × [0, U_0]:

(20.8a) \( Q^{1/2}_{(N)}(t, u) \leq C \left\{ \hat{e} + \varepsilon^{3/2} \right\}, \quad (0 \leq N \leq 15), \)

(20.8b) \( \bar{Q}^{1/2}_{(N)}(t, u) \leq C \left\{ \hat{e} + \varepsilon^{3/2} \right\} \ln^{2}(e + t), \quad (0 \leq N \leq 15), \)

(20.8c) \( Q^{1/2}_{(16+M)}(t, u) \leq C \left\{ \hat{e} + \varepsilon^{3/2} \right\} \mu_{+}^{-0.75-M}(t, u), \quad (0 \leq M \leq 7), \)

(20.8d) \( \bar{Q}^{1/2}_{(16+M)}(t, u) \leq C \left\{ \hat{e} + \varepsilon^{3/2} \right\} \ln^{2}(e + t) \mu_{+}^{-0.75-M}(t, u), \quad (0 \leq M \leq 7), \)

(20.8e) \( Q^{1/2}_{(24)}(t, u) \leq C \left\{ \hat{e} + \varepsilon^{3/2} \right\} \ln^{2}A_{+}(e + t) \mu_{+}^{-8.75}(t, u), \)

(20.8f) \( \bar{Q}^{1/2}_{(24)}(t, u) \leq C \left\{ \hat{e} + \varepsilon^{3/2} \right\} \ln^{2}A_{+}^{2}(e + t) \mu_{+}^{-8.75}(t, u). \)

**Remark 20.11** (Improvements of the \( L^2 \)-type bootstrap assumptions). Note that if \( \hat{e} \) and \( \varepsilon \) are sufficiently small, then the estimates (20.8a)-(20.8f) yield improvements of the bootstrap assumptions (20.1a)-(20.1f).

**20.3. Estimates for all but the most difficult error integrals**

In our proofs of Prop. 20.8 and Prop. 20.9, we encounter many quadratic spacetime error integrals that we must bound in terms of the \( L^2 \)-type quantities \( Q_{(\leq N)} \), \( \bar{Q}_{(\leq N)} \), and \( \bar{R}_{(\leq N)}. \) In this section, we derive estimates for all such error integrals except the most difficult top-order ones.

We begin with the next three lemmas, in which we derive estimates for most of the error integrals appearing our analysis, including the ones corresponding to the \( Harmless_{\leq N} \) inhomogeneous terms (see Def. 16.2) appearing in the commuted wave equation.

**Lemma 20.12** (Bounds for standard spacetime integrals in terms of the fundamental \( L^2 \)-controlling quantities). Let \( 0 \leq N \leq 24 \) be an integer. Let \( A \) be a constant and recall that \( \rho(t, u) = 1 - u + t. \) Under the small-data and bootstrap assumptions of Sects. [12.1][12.4], if \( \varepsilon \) is sufficiently small, then the
following inequalities hold for \((t, u) \in [0, T_{\text{Bootstrap}}) \times [0, U_0]\):

\[
\int_{\mathcal{M}_{t,u}} \ln^A(e + t') \left| \begin{pmatrix} (1 + \mu)L \mathcal{Z} \leq N \Psi \\ \tilde{R} \mathcal{Z} \leq N \Psi \end{pmatrix} \right| \left| \begin{pmatrix} g(1 + \mu)L \mathcal{Z} \leq N \Psi \\ R \mathcal{Z} \leq N \Psi \\ \rho(\sqrt{\mu} + \mu)\mathcal{Z} \leq N \Psi \end{pmatrix} \right| d\varpi \]

\[
\lesssim \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2}} Q_{\leq N}(t', u) dt'
+ \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2}} \tilde{Q}_{\leq N}(t', u) dt'
+ \frac{1}{(1 + t)^{3/2}} \int_{u'=0}^{u} Q_{\leq N}(t, u') du',
\]

\[
\int_{\mathcal{M}_{t,u}} \ln^A(e + t) \left| \begin{pmatrix} (1 + \mu)L \mathcal{Z} \leq N \Psi \\ \tilde{R} \mathcal{Z} \leq N \Psi \end{pmatrix} \right| \left| \begin{pmatrix} \mathcal{Z} \leq N \left( \mu - 1 \right) \\ \sum_{a=1}^{3} g \mathcal{Z} \leq N L_a^{(S\text{mall})} \end{pmatrix} \right| d\varpi \]

\[
\lesssim \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2}} Q_{\leq N}(t', u) dt'
+ \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2}} \tilde{Q}_{\leq N}(t', u) dt'
+ \frac{1}{(1 + t)^{3/2}} \int_{u'=0}^{u} Q_{\leq N}(t, u') du' + \varepsilon^2.
\]

**Remark 20.13** (**We need the Morawetz integral to control non-\(\mu\)-weighted angular derivatives of \(\Psi\)**). Note that Lemma 20.12 does not provide control of integrals involving the non-\(\mu\)-weighted quantity \(|\tilde{R} \mathcal{Z} \leq N \Psi|\). We obtain control of this term in Lemma 20.15 with the help of the Morawetz spacetime integral of Def. 14.3.

**Proof of Lemma 20.12** The proof is essentially a tedious exercise in Cauchy-Schwarz and integration by parts based on the estimates of Prop. 14.7. Since the estimates are all very similar, we bound only one representative product from (20.9a). Specifically, we refer to Defs. 3.67 and 3.68 and use spacetime Cauchy-Schwarz and
Prop. 14.7 to deduce that

\[ \int_{\mathcal{M}_{t,u}} \frac{\ln^A(e + t')}{(1 + t')^2} |L \mathcal{F}^{\leq N} \Psi| \left| g \sqrt{\mu} \mathcal{F}^{\leq N} \Psi \right| d\omega \]

\[ \lesssim \int_{t'=0}^t \int_{\Sigma_{t',u}} \ln^A(e + t') \left( \frac{\partial \mathcal{F}^{\leq N} \Psi}{\partial \omega} \right)^2 d\omega dt' \]

\[ + \int_{t'=0}^t \int_{t'=0}^u \int_{S_{t',u'}} |L \mathcal{F}^{\leq N} \Psi|^2 dv y du' dt' \]

\[ \lesssim \int_{t'=0}^t \ln^A(e + t') \frac{Q}{(1 + t')^2} Q_{(\leq N)}(t', u) dt' \]

\[ + \ln^A(e + t) \left( 1 + t' \right)^2 \int_{u'=0}^u \int_{t'=0}^t \int_{S_{t',u'}} |L \mathcal{F}^{\leq N} \Psi|^2 dv y du' dt' \]

\[ \lesssim \int_{t'=0}^t \ln^A(e + t') \frac{Q}{(1 + t')^2} Q_{(\leq N)}(t', u) dt' + \frac{\ln^A(e + t)}{2} \int_{t'=0}^u Q_{(\leq N)}(t, u') du' \]

\[ + \int_{t'=0}^t \ln^A(e + t') \frac{Q_{(\leq N)}(t', u)}{(1 + t')^2} dt' \]

where to conclude the next-to-last inequality, we integrated by parts in \( t' \), and to conclude the last inequality, we used the fact that \( Q_{(\leq N)} \) and \( \tilde{Q}_{(\leq N)} \) are increasing in their arguments and the fact that \( u \leq U_0 < 1 \). Clearly, the right-hand side of (20.10) is bounded by the right-hand side of (20.9a) as desired.

The proof of (20.9b) is similar, but after using Cauchy-Schwarz and suitably distributing the \( t' \) weights, we have to estimate integrals such as

\[ \int_{\mathcal{M}_{t,u}} \frac{1}{(1 + t')^4} |\mathcal{F}^{\leq N}(\mu - 1)|^2 d\omega = \int_{t'=0}^t \frac{1}{(1 + t')^4} \int_{\Sigma_{t'}} |\mathcal{F}^{\leq N}(\mu - 1)|^2 d\omega dt'. \]

We use (19.2a) to deduce the desired bound for the right-hand side of (20.11) as follows:

\[ \int_{t'=0}^t \frac{1}{(1 + t')^2} \varepsilon^2 dt' + \int_{t'=0}^t \frac{1}{(1 + t')^2} \left( \int_{s=0}^{t'} \frac{Q_{(\leq N)}^{1/2}(s, u)}{1 + s} ds \right)^2 dt' \]

\[ + \int_{t'=0}^t \frac{1}{(1 + t')^2} \left( \int_{s=0}^{t'} \frac{\tilde{Q}_{(\leq N)}^{1/2}(s, u)}{(1 + s)\mu_{s}^{1/2}(s, u)} ds \right)^2 dt' \]

\[ \lesssim \varepsilon^2 + \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} Q_{(\leq N)}(t', u) dt' + \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} \tilde{Q}_{(\leq N)}(t', u) dt' \]

where in the last step, we used the estimate (13.152) to destroy the factor \( \mu_{s}^{1/2}(s, u) \) in the denominator.
Lemma 20.14 (Bounds for spacetime integrals involving \( \left\{ L + \frac{1}{2} \text{tr}_X \right\} \mathcal{Z} \leq N \Psi \) in terms of the fundamental \( L^2 \)-controlling quantities). Let \( 0 \leq N \leq 24 \) be an integer. Let \( A \) be a constant and recall that \( \varrho(t,u) = 1 - u + t \). Let \( \chi \) be the symmetric type \( (0,2) \) tensorfield defined in (3.70). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following inequalities hold for \( (t,u) \in [0,T_{\text{Bootstrap}}] \times [0,U_0] \):

\[
\begin{align*}
(20.13a) & \quad \int_{M_{t,u}} \ln^A(e + t') \left| \left\{ L + \frac{1}{2} \text{tr}_X \right\} \mathcal{Z} \leq N \Psi \right| \left| \begin{pmatrix} \varrho(1 + \mu)L \mathcal{Z} \leq N \Psi \\ R \mathcal{Z} \leq N \Psi \\ \varrho(\sqrt{\mu + 1})d \mathcal{Z} \leq N \Psi \end{pmatrix} \right| d\varpi \\
& \quad \lesssim \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} \bar{Q}_{(\leq N)}(t', u) dt' \\
& \quad + \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} \bar{Q}_{(\leq N)}(t', u) dt' \\
& \quad + \frac{1}{(1 + t)^{1/2}} \int_{u'=0}^u \bar{Q}_{(\leq N)}(t, u') du',
\end{align*}
\]

\[
(20.13b) \quad \int_{M_{t,u}} \varrho^2 \left| \left\{ L + \frac{1}{2} \text{tr}_X \right\} \mathcal{Z} \leq N \Psi \right|^2 d\varpi \\
\quad \lesssim \int_{u'=0}^u \bar{Q}_{(\leq N)}(t, u') du',
\]

\[
(20.13c) \quad \int_{M_{t,u}} \frac{\ln^A(e + t')}{1 + t'} \left| \left\{ L + \frac{1}{2} \text{tr}_X \right\} \mathcal{Z} \leq N \Psi \right| \left| \frac{\mathcal{Z} \leq N (\mu - 1)}{\sum_{a=1}^3 \varrho | \mathcal{Z} \leq N L_a^{\text{Small}}|} \right| d\varpi \\
\quad \lesssim \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} \bar{Q}_{(\leq N)}(t', u) dt' \\
\quad + \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} \bar{Q}_{(\leq N)}(t', u) dt' \\
\quad + \int_{u'=0}^u \bar{Q}_{(\leq N)}(t, u') du' + \varepsilon^2.
\]

Proof. The proof is very similar to that of Lemma 20.12. Since the estimates are all very similar, we estimate only one representative product from (20.13a). For example, decomposing \( L \Psi = \left\{ L \Psi + \frac{1}{2} \text{tr}_X \Psi \right\} - \frac{1}{2} \text{tr}_X \Psi \), using the bound \( |\text{tr}_X| \lesssim (1 + t)^{-1} \) (that is, (12.61a)), referring to Defs. 3.67 and 3.68 using Prop. 14.7 and
arguing as in our proof of (20.10), we deduce that

\[
\begin{align*}
&\int_{M_{t,u}} \ln^A (e+t') \left\{ L + \frac{1}{2} \text{tr} \mathcal{X} \right\} \mathcal{F}\leq N \Psi \left| \partial L \mathcal{F}\leq N \Psi \right| d\omega \\
&\lesssim \int_{t'=0}^{t'} \frac{1}{1+t'} \int_u^u \int_{S_{t',u'}} \left| \partial \left\{ L + \frac{1}{2} \text{tr} \mathcal{X} \right\} \mathcal{F}\leq N \Psi \right|^2 d\nu d\nu' dt'
\end{align*}
\]

where to deduce the last inequality, we integrated by parts in \( t' \) and used the facts that \( Q \leq N \) and \( \bar{Q} \leq N \) are increasing in their arguments and that \( u \leq U_0 < 1 \) (as in our proof of (20.10)). Clearly, the right-hand side of (20.14) is bounded by the right-hand side of (20.13a) as desired.

The bound (20.13b) follows easily from (14.16). The bounds in (20.13c) can be proved by using arguments similar to the ones we used to prove (20.9b).
constants implicit in \( A \approx \zeta \) are independent of \( \zeta \):

\[
\int_{M_{t,u}} 1_{(\mu \leq 1/4)} \frac{\ln^4(e + t')}{1 + t'} |d\mathcal{A}^{\leq N}| \left| \left( \frac{(1 + \mu) L \mathcal{A}^{\leq N}}{\mathcal{A}^{\leq N}} \right) \right| d\varpi
\]

\[
\approx \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} Q_{(\leq N)}(t', u) dt' + \zeta^{-1} \int_{u'=0}^u Q_{(\leq N)}(t, u') du'
\]

\[
+ \zeta \sup_{t' \in [0, t]} \frac{\mathcal{K}_{(\leq N)}(t', u)}{(1 + t')^{1/2}},
\]

\[
\int_{M_{t,u}} 1_{(\mu \leq 1/4)} \frac{\ln^4(e + t')}{1 + t'} |d\mathcal{A}^{\leq N}|^2 d\varpi
\]

\[
\approx \sup_{t' \in [0, t]} \frac{\mathcal{K}_{(\leq N)}(t', u)}{(1 + t')^{1/2}},
\]

\[
\int_{M_{t,u}} 1_{(\mu \leq 1/4)} \ln^4(e + t') |d\mathcal{A}^{\leq N}| \left| \left( L + \frac{1}{2} \text{tr} X \right) \right| \mathcal{A}^{\leq N} d\varpi
\]

\[
\approx \zeta^{-1} \int_{u'=0}^u \mathcal{Q}_{(\leq N)}(t, u') du' + \zeta \mathcal{K}_{(\leq N)}(t, u).
\]

**Proof of Lemma 20.15.** We prove only the estimate for the term \( \ln^4(e + t')(1 + t')^{-1} |d\mathcal{A}^{\leq N}| \left| (1 + \mu) L \mathcal{A}^{\leq N} \right| d\varpi \); the proofs of the remaining estimates in (20.15a) and the estimate (20.15b) are similar and we omit those details. The proof essentially involves Cauchy-Schwarz and a suitable partitioning of \([0, t]\). To proceed, we partition \([0, t) = [t_1 := 0, t_2) \cup [t_2, t_3) \cup \cdots \cup [t_{M-2}, t_{M-1}) \cup [t_{M-1}, t_M := t]\), where \( \{t_m\}_{m=1,2,\ldots,M} \) is the sequence of times defined, for \( 1 \leq m \leq M - 1 \), by \( t_m := m^4 - 1 \), where \( M - 1 := \max\{m \in \mathbb{N} \mid m^4 - 1 < t\} \). In particular, we have that \( m = (1 + t_m)^{1/4} \) (except perhaps for \( m = M \)) and, for \( 1 \leq m \leq M - 1 \), \( (1 + t_m)^{1/4} \leq 2 \). Referring toDefs. 3.67 and 3.68 and using the previous
inequality, Cauchy-Schwarz, Prop. 14.7 and Lemma 14.5, we deduce that (20.16)

\[
\int_{\mathcal{M}_t,u} \frac{\ln^4(e + t')}{1 + t'} \mathbf{1}_{\{\mu \leq 1/4\}} |L \mathcal{X} \leq N \Psi| |d\mathcal{X} \leq N \Psi| d\omega
\]

\[
\leq \sum_{m=1}^{M-1} \left( \int_{t'=t_m}^{t_{m+1}} \int_{\Sigma_{t'}} \ln(e + t') \mathbf{1}_{\{\mu \leq 1/4\}} |d\mathcal{X} \leq N \Psi|^2 d\mathcal{X} dt' \right)^{1/2}
\]

\[
\times \left( \int_{t'=t_m}^{t_{m+1}} \int_{\Sigma_{t'}} \frac{\ln^2\Lambda(e + t')}{(1 + t')^3} |L \mathcal{X} \leq N \Psi|^2 d\mathcal{X} dt' \right)^{1/2}
\]

\[
\leq C \sum_{m=1}^{M-1} \frac{\mathcal{K}^{1/2}(\mathcal{X}_{\leq N})(s, u)}{(1 + s)^{1/4}} \sum_{m=1}^{M-1} \left( \int_{t'=t_m}^{t_{m+1}} \int_{\Sigma_{t'}} \frac{\ln^2\Lambda(e + t')}{(1 + t')^{5/2}} |L \mathcal{X} \leq N \Psi|^2 d\mathcal{X} dt' \right)^{1/2}
\]

\[
\leq C \left( \sup_{s \in [0, t]} \mathcal{K}^{1/2}(\mathcal{X}_{\leq N})(s, u) \right) \left( \sum_{m=1}^{M-1} m^{-2} \right)^{1/2}
\]

\[
\times \left( \int_{t'=t_m}^{t_{m+1}} \int_{\Sigma_{t'}} \frac{\ln^2\Lambda(e + t')}{(1 + t')^{5/2}} |L \mathcal{X} \leq N \Psi|^2 d\mathcal{X} dt' \right)^{1/2}
\]

\[
\leq C \left( \int_{u'=0}^u \mathcal{C}_{t'}^{1/2}(\mathcal{X}_{\leq N})(s, u) \right) \left( \int_{u'=0}^u \mathcal{Q}_{t'}^{1/2}(\mathcal{X}_{\leq N})(s, u') \right)^{1/2}
\]

\[
\leq C \left( \sup_{s \in [0, t]} \mathcal{K}^{1/2}(\mathcal{X}_{\leq N})(s, u) \right) \left( \int_{u'=0}^u \mathcal{Q}_{t'}^{1/2}(\mathcal{X}_{\leq N})(s, u') \right)^{1/2}
\]

which in turn is bounded by the right-hand side of (20.15a) as desired.

The estimate (20.15c) can be proved using similar arguments. Actually, the estimate is much simpler because there is no need to partition \([0, t]\) during the proof.

\[\square\]

In the next two corollaries, we extract the most important content of the previous three lemmas and present it in a manner that is relevant for our proofs of Props. 20.8 and 20.9.

**Corollary 20.16** (Integral estimates for the Harmless spacetime error integrals corresponding to the multiplier \(T\)). Let \(0 \leq N \leq 24\) be an integer and let \(\zeta > 0\) be a number. Under the small-data and bootstrap assumptions of
the implicit constants are independent of \( S \)

Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following inequalities hold for the Harmless\( \leq N \) terms from Def. 16.2 for \( (t, u) \in [0, T_{\text{Bootstrap}}) \times [0, U_0] \) (and the implicit constants are independent of \( \varepsilon \)):

\[
\int_{M_{t,u}} \left\{ \left| (1 + 2\mu) L \mathcal{Z} \leq N \Psi \right| + \left| 2 \tilde{R} \mathcal{Z} \leq N \Psi \right| \right\} \left| \text{Harmless} \leq N \right| d\varpi
\]

\[
\lesssim (1 + \varepsilon^{-1}) \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2}} Q(\leq N)(t', u) \, dt'
\]

\[
+ (1 + \varepsilon^{-1}) \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2}} \tilde{Q}(\leq N)(t', u) \, dt'
\]

\[
+ (1 + \varepsilon^{-1}) \int_{u'=0}^{u} Q(\leq N)(t, u') \, du'
\]

\[
+ (1 + \varepsilon^{-1}) \int_{u'=0}^{u} \tilde{Q}(\leq N)(t, u') \, du'
\]

\[
+ \varepsilon \sup_{t' \in [0, t]} \frac{\tilde{K}(\leq N)(t', u)}{(1 + t')^{1/2}} + \varepsilon^3.
\]

**Proof.** Referring to Def. 16.2 and using the trivial bound \( \mathcal{Z} \leq N \Psi \leq 1_{\mu \leq 1/4} \mathcal{Z} \leq N \Psi + \sqrt{\mu} \mathcal{Z} \leq N \Psi \), we see that all of the terms on the left-hand side of (20.17) can be bounded by the right-hand side of (20.17) with the help of the estimates of Lemma 20.12, Lemma 20.14 and Lemma 20.15. \( \square \)

**Corollary 20.17 (Estimates for the Harmless error integrals corresponding to the multiplier \( \tilde{K} \)).** Let \( 0 \leq N \leq 24 \) be an integer and let \( \varepsilon > 0 \) be a number. Recall that \( \varrho(t, u) = 1 - u + t \) and let \( \chi \) be the symmetric type \( \frac{1}{2} \) \( S_{t,u} \) tensorfield defined in (3.70). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \( \varepsilon \) is sufficiently small, then the following inequalities hold for the Harmless\( \leq N \) terms from Def. 16.2 for \( (t, u) \in [0, T_{\text{Bootstrap}}) \times [0, U_0] \) (and the implicit constants are independent of \( \varepsilon \)):

\[
\int_{M_{t,u}} \varrho^2 \left\{ \left| L + \frac{1}{2} \text{tr} X \right| \mathcal{Z} \leq N \Psi \right\} \left| \text{Harmless} \leq N \right| d\varpi
\]

\[
\lesssim (1 + \tilde{\varepsilon}^{-1}) \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2}} Q(\leq N)(t', u) \, dt'
\]

\[
+ (1 + \tilde{\varepsilon}^{-1}) \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2}} \tilde{Q}(\leq N)(t', u) \, dt'
\]

\[
+ (1 + \tilde{\varepsilon}^{-1}) \int_{u'=0}^{u} \tilde{Q}(\leq N)(t, u') \, du'
\]

\[
+ (1 + \tilde{\varepsilon}^{-1}) \int_{u'=0}^{u} \tilde{K}(\leq N)(t, u') \, du' + \tilde{\varepsilon}\tilde{K}(\leq N)(t, u) + \varepsilon^3.
\]

**Proof.** The proof is essentially the same as that of Cor. 20.16 and is based on Lemmas 20.14 and 20.15. \( \square \)

As we will see, when deriving some of our \( L^2 \) estimates for the below-top-order derivatives of \( \Psi \), we must allow some of the error integrals to lose one derivative. This is essential, for if we instead chose to avoid losing derivatives, then we would have to use the modified quantities of Chapter 11 and the resulting \( L^2 \) estimates would be as degenerate with respect to powers of \( \mu^{-1} \) as they are at the top order; such degeneracy would prevent us from deriving improvements of the lower-order
bootstrap assumptions of Sect. [20.1]. In the next two lemmas, we derive estimates that are sufficient for controlling the derivative-losing error integrals.

**Lemma 20.18 (Estimates for the error integrals corresponding to the multiplier T involving a loss of one derivative).** Let \( 1 \leq N \leq 23 \) be an integer. Let \( \chi^{(\text{Small})} \) be the symmetric type \( \left( \frac{2}{3} \right) \) tensorfield defined in \([1.1c]\) and let \( O \in \mathcal{O} \) be a geometric rotation vectorfield (see definition \([7.2a]\)). Under the small-data and bootstrap assumptions of Sects. \([12.1, 12.4]\), if \( \varepsilon \) is sufficiently small, then the following inequalities hold for \( (t, u) \in [0, T_{(\text{Bootstrap})}] \times [0, U_0] \):

\[
\int_{\mathcal{M}_{t,u}} \frac{1}{1 + t'} \left| (1 + 2\mu) L \Psi + \tilde{R} \Psi \right| \left| (\Delta \dot{\Psi}^{N-1} - \mu \frac{\partial}{\partial t} \chi^{(\text{Small})}) \right| \, d\omega
\]

\[
\lesssim \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \mu^{1/2} t''} Q_{[\leq N]}^{1/2}(t', u)
\times \int_{s=0}^{t'} \frac{1}{1 + s} Q_{[\leq N+1]}^{1/2}(s, u) \, ds \, dt'
\]

\[
+ \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \mu^{1/2} t''} Q_{[\leq N]}^{1/2}(t', u)
\times \int_{s=0}^{t'} \frac{1}{1 + s} Q_{[\leq N+1]}(s, u) \, ds \, dt'
\]

\[
+ \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \mu^{1/2} t''} Q_{[\leq N]}(t', u) \, dt' + \varepsilon^2.
\]

**Proof.** Since the proofs of both of the estimates are similar, we provide only the proof of one of them. Specifically, using \([12.4a]\) and \([12.4c]\), we see that

\[
|\Delta \dot{\Psi}^{N-1} - \mu \frac{\partial}{\partial t} \chi^{(\text{Small})}| \lesssim (1 + t)^{-2} |\dot{\Psi}^{\geq N+1}|.\]

Hence, using this bound, referring to Defs. \([3.67]\) and \([3.68]\) using Cauchy-Schwarz on the \( \Sigma' t, \) Prop. \([14.7]\) and \([19.2a]\) with \( N + 1 \) in the role of \( N \), we deduce

\[
\int_{\mathcal{M}_{t,u}} \frac{1}{1 + t'} |L \dot{\Psi}| \left| (\Delta \dot{\Psi}^{N-1} - \mu \frac{\partial}{\partial t} \chi^{(\text{Small})}) \right| \, d\omega
\]

\[
\lesssim \int_{t'=0}^{t} \frac{1}{(1 + t')^3} \int_{\Sigma'_t} |L \dot{\Psi}| \left| \dot{\Psi}^{\leq N+1} \right| \, d\omega \, dt'
\]

\[
\lesssim \varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^2 \mu^{1/2} t''} Q_{[\leq N]}^{1/2}(t', u) \, dt'
\]

\[
+ \int_{t'=0}^{t} \frac{1}{(1 + t')^2 \mu^{1/2} t''} Q_{[\leq N]}^{1/2}(t', u)
\times \int_{s=0}^{t'} \frac{1}{1 + s} Q_{[\leq N+1]}(s, u) \, ds \, dt'
\]

\[
+ \int_{t'=0}^{t} \frac{1}{(1 + t')^2 \mu^{1/2} t''} Q_{[\leq N]}^{1/2}(t', u)
\times \int_{s=0}^{t'} \frac{1}{1 + s} Q_{[\leq N+1]}(s, u) \, ds \, dt',
\]
To complete the proof of inequality (20.19), it remains only for us to bound the first integral on the right-hand side of (20.20) by the last two terms on the right-hand side of (20.19). To derive this bound, we use the simple inequality
\[ \varepsilon \frac{\mathcal{Q}^{1/2}}{2} (t',u) \lesssim \varepsilon^2 + \mathcal{Q}(t',u) \] and inequality (13.151).

\[ \square \]

**Lemma 20.19 (Estimates for the error integrals corresponding to the multiplier $\tilde{K}$ involving a loss of one derivative).** Let \(1 \leq N \leq 23\) be an integer. Recall that \(\varrho(t,u) = 1 - u + t\), let \(\chi\) be the symmetric type \(\left(0,2\right)_{S_{t,u}}\) tensorfield defined in (3.70), and let \(\chi^{\text{Small}}\) be the symmetric type \(\left(0,2\right)_{S_{t,u}}\) tensorfield defined in (4.1c). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if \(\varepsilon\) is sufficiently small, then the following inequalities hold for \((t,u) \in [0,T(\text{Bootstrap})] \times [0,U_0]::

\begin{align*}
\int_{\mathcal{M}_{t,u}} \varrho \left| L \mathcal{Z}^N \Psi + \frac{1}{2} \text{tr}_g \chi \mathcal{Z}^N \Psi \right| \left( \Delta \mathcal{Z}^N \mu - \text{tr}_g \chi^{\text{Small}} \right) d\varpi &= \int_{\mathcal{M}_{t,u}} \varrho \left| L \mathcal{Z}^N \Psi + \frac{1}{2} \text{tr}_g \chi \mathcal{Z}^N \Psi \right| d\varpi + \int_{t'=0}^{t} \left( \int_{s=0}^{t'} \mathcal{Q}^{1/2} (s,u) \frac{1}{1+s} \right)^2 dt' + \int_{u'=0}^{u} \mathcal{Q}^{(\leq N)} (t,u') du' + \varepsilon^2.
\end{align*}

**Proof.** Since the proofs of both of the estimates are similar, we provide only the proof of one of them. Specifically, referring to Defs. 3.67 and 3.68, using the bound \(|\Delta \mathcal{Z}^{N-1} \mu| \lesssim (1 + t)^{-2} \mathcal{Z}^{N+1} \mu|\) noted in the proof of Lemma 20.18, Cauchy-Schwarz, and Prop. 14.7, we deduce that

\begin{align*}
\int_{\mathcal{M}_{t,u}} \varrho \left| L \mathcal{Z}^N \Psi + \frac{1}{2} \text{tr}_g \chi \mathcal{Z}^N \Psi \right| d\varpi &\lesssim \int_{\mathcal{M}_{t,u}} \varrho \left| L \mathcal{Z}^N \Psi + \frac{1}{2} \text{tr}_g \chi \mathcal{Z}^N \Psi \right|^2 d\varpi \\
&\quad + \int_{t'=0}^{t} \frac{1}{(1+t')^4} \int_{\Sigma_{t'}} \left| \mathcal{Z}^{N+1} (\mu - 1) \right|^2 d\varpi dt' \\
&\lesssim \int_{u'=0}^{u} \mathcal{Q}^{(\leq N)} (t,u') du' + \int_{t'=0}^{t} \frac{1}{(1+t')^4} \int_{\Sigma_{t'}} \left| \mathcal{Z}^{N+1} (\mu - 1) \right|^2 d\varpi dt'.
\end{align*}
To bound the second spacetime integral on the right-hand side of (20.22), we use the estimate (19.2a) with $N + 1$ in the role of $N$ to deduce that

\[
\int_{t'=0}^{t} \frac{1}{(1 + t')^2} \int_{\Sigma_{t'}} \left| \mathcal{F}^{\leq N+1}(\mu - 1) \right|^2 d\varpi \, dt'
\]

\[
\lesssim \varepsilon^2 \int_{t'=0}^{t} \frac{1}{(1 + t')^2} dt' 
+ \int_{t'=0}^{t} \frac{1}{(1 + t')^2} \left( \int_{s=0}^{t'} \frac{Q_{(\leq N+1)}^{1/2}(s,u)}{1 + s} \, ds \right)^2 \, dt' 
+ \int_{t'=0}^{t} \frac{1}{(1 + t')^2} \left( \int_{s=0}^{t'} \frac{\tilde{Q}_{(\leq N+1)}^{1/2}(s,u)}{(1 + s)\mu^{1/2}(s,u)} \, ds \right)^2 \, dt'.
\]

Combining (20.22) and (20.23), we deduce the desired estimate (20.21).

The next lemma, which is based on a combination of transport equation estimates and elliptic estimates, will allow us to derive non-sharp (but suitable for proving our sharp classical lifespan theorem) top-order Sobolev estimates for $\mu \nabla^2 \mathcal{F}^{N-1} \mu$ and $\mu \nabla \mathcal{F}^{N-1} \chi^{(Small)}$. The main point is that the tensorfields $\mu \nabla^2 \mathcal{F}^{N-1} \mu$ and $\mu \nabla \mathcal{F}^{N-1} \chi^{(Small)}$ cannot be estimated via pure energy estimates. The obstacle is that we have not been able to derive a transport equation for a modified version of them with a consistent number of derivatives on the right-hand side. To overcome this difficulty, we combine the elliptic estimates of Chapter 18 with a Gronwall argument, which will allow us to bound these tensorfields in terms of other quantities that do not lose derivatives.

**Lemma 20.20 (Non-sharp top-order $L^2$ estimates for $\nabla^2 \mathcal{F}^{N-1} \mu$, $\nabla^2 \mathcal{F}^{N-1} L^i_{(Small)}$, and $\nabla \mathcal{F}^{N-1} \chi^{(Small)}$ in terms of $Q_{(N)}$ and $\tilde{Q}_{(N)}$).** Let $1 \leq N \leq 24$ be an integer. Recall that $\phi(t,u) = 1 - u + t$ and let $\chi^{(Small)}$ be the symmetric type $(0,2)$ $S_{t,u}$ tensorfield defined in (1.1c). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then for $(t,u) \in [0,T_{(Bootstrap)}) \times [0,U_0]$, 

we have the following estimates:

\[
\begin{align*}
\left( \left\| \mu \nabla^2 \varphi \right\|_{L^2(\Sigma_T^1)}^2 \right) \\
\left\| \sum_{a=1}^3 \left( \mu \nabla^2 \varphi \right) \left\| \right\|_{L^2(\Sigma_T^1)} \right) \\
\left\| \mu \nabla \varphi \right\|_{L^2(\Sigma_T^1)} \right) \\
\left\| \mu \nabla \varphi \right\|_{L^2(\Sigma_T^1)} \right)
\end{align*}
\]  

(20.24a)

\[
\lesssim \int_{t'=0}^t \frac{[L\mu]_{c_1(\Sigma^*_T)}}{\mu_s(t', u)} Q_{(\leq N)}^{1/2}(t', u) dt' 
+ \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu_s(t', u)} Q_{(\leq N)}^{1/2}(t', u) dt' 
+ \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu_s(t', u)} Q_{(\leq N)}^{1/2}(t', u) dt' 
+ Q_{(\leq N)}^{1/2}(t, u) + \varepsilon \left\{ \ln \mu_s^{-1}(t, u) + 1 \right\},
\]

(20.24b)

\[
\left\| \int_{t'=0}^t \left( \mu \nabla^2 \varphi \right) \left\| \right\|_{L^2(\Sigma_T^1)} \right) \\
\left\| \sum_{a=1}^3 \left( \mu \nabla^2 \varphi \right) \left\| \right\|_{L^2(\Sigma_T^1)} \right) \\
\left\| \mu \nabla \varphi \right\|_{L^2(\Sigma_T^1)} \right) \\
\left\| \mu \nabla \varphi \right\|_{L^2(\Sigma_T^1)} \right)
\end{align*}
\]

We provide the proof of Lemma 20.20 in Sect. 20.5.

In the next two lemmas, we estimate some top-order error integrals. The integrals are nontrivial to bound in the sense that in order to avoid losing derivatives, we need to use the transport-elliptic estimates of Lemma 20.20. However, because of the favorable time decay factors present in the integrands, the integrals are not too difficult to estimate.

**Lemma 20.21 (Estimates for the easy top-order eikonal quantity error integrals corresponding to the multiplier T).** Let $1 \leq N \leq 24$ be an integer. Recall that $g(t, u) = 1 - u + t$ and let $\chi^{(\text{Small})}$ be the symmetric type expression $\left( \begin{array}{c} 2 \\ 2 \end{array} \right) S_{\nu, u}$ tensorfield defined in (14.1e). Let $p_{(l)}$, ($l = 1, 2, 3$), be the scalar-valued functions from Def. 6.2. Under the small-data and bootstrap assumptions of Sects. 12.1, 12.4, if $\varepsilon$ is sufficiently small, then the following inequalities hold for
(20.25)
\[
\int_{M_{t,u}} \left| (1 + 2\mu) L \mathcal{X} \leq N \Psi + 2 \bar{R} \mathcal{X} \leq N \Psi \right| \left. \left| \begin{pmatrix} (\mu \partial^\Psi) \cdot (\mu \mathcal{X}^{N-1} \text{tr} \chi^{(\text{Small})}) \\ \phi(\tilde{\partial} \Psi) \cdot (\mu \mathcal{X}^{N-1} \text{tr} \chi^{(\text{Small})}) \\ \rho(l)(\tilde{\partial} \Psi) \cdot (\mu \mathcal{X}^{N-1} \text{tr} \chi^{(\text{Small})}) \end{pmatrix} \right. \right| \, d\omega
\]
\[
\lesssim \varepsilon Q(\leq N)(t,u) + \varepsilon \int_{t'=0}^t \frac{1}{(1 + t')^2} \bar{Q}(\leq N)(t',u) \, dt' + \varepsilon^3.
\]

**Proof.** Since the proofs of all of the estimates involving \( L \mathcal{X} \leq N \Psi, \mu L \mathcal{X} \leq N \Psi, \) and \( \bar{R} \mathcal{X} \leq N \Psi \) are similar, we provide only the proof for one representative product. First, using the pointwise estimates \( \mu \lesssim \ln(e + t) \) (that is, (12.129a)), \( |\rho(l)| \lesssim \varepsilon \ln(e + t) \) (that is, (12.29b) and Cor. 12.48), and \( |\partial \Psi| \lesssim \varepsilon (1 + t)^{-2} \) (that is, the bootstrap assumptions (BA)), we deduce that

(20.26)
\[
\left. \left| \begin{pmatrix} (\mu \partial^\Psi) \cdot (\mu \mathcal{X}^{N-1} \text{tr} \chi^{(\text{Small})}) \\ \phi(\tilde{\partial} \Psi) \cdot (\mu \mathcal{X}^{N-1} \text{tr} \chi^{(\text{Small})}) \\ \rho(l)(\tilde{\partial} \Psi) \cdot (\mu \mathcal{X}^{N-1} \text{tr} \chi^{(\text{Small})}) \end{pmatrix} \right. \right| \lesssim \varepsilon \frac{1}{(1 + t)^2} \left| \mu \mathcal{X}^{N-1} \text{tr} \chi^{(\text{Small})} \right|.
\]
form \(ab \lesssim a^2 + b^2\), we deduce the desired estimate as follows:

\[
\int_{\mathcal{M}_{t,u}} \left| L \mathcal{F} \leq N \Psi \right| \left| \left( \mu \mathcal{F}^N \Psi \cdot \mu \mathcal{F}^{N-1} \operatorname{tr} g \chi^{(Small)} \right) \phi(\Psi^N) \cdot \mu \mathcal{F}^{N-1} \operatorname{tr} g \chi^{(Small)} \right| \, d\varpi
\]\[
\lesssim \varepsilon \int_{u'=0}^{u} \int_{C_{u'}} \frac{1}{(1 + t')^2} \left| L \mathcal{F} \leq N \Psi \right|^2 \, d\varpi \, du'
\]

\[
+ \varepsilon \int_{u'=0}^{u} \frac{1}{(1 + t')^2} \int_{\Sigma_{u'}} \left| \phi(\mathcal{F}^{N-1} \operatorname{tr} g \chi) \right|^2 \, d\varpi \, dt'
\]

\[
\lesssim \varepsilon \int_{u'=0}^{u} Q_{(\leq N)}(t, u') \, du'
\]

\[
+ \varepsilon \int_{u'=0}^{u} \frac{1}{(1 + t')^2} \left( \int_{s=0}^{t'} \left\| [L \mu]_0 - [c^{n}(\Sigma_{s})] \right\|_{\Psi_{(\leq N)}(s, u)} ds \right)^2 \, dt'
\]

\[
+ \varepsilon \int_{u'=0}^{u} \frac{1}{(1 + t')^2} Q_{(\leq N)}(t', u) \, dt' + \varepsilon \int_{u'=0}^{t} \frac{1}{(1 + t')^2} Q_{(\leq N)}(t', u) \, dt'
\]

\[
\lesssim \varepsilon Q_{(\leq N)}(t, u) + \varepsilon \int_{u'=0}^{t} \frac{1}{(1 + t')^2} Q_{(\leq N)}(t', u) \left\{ \ln \mu_0^{-1} + 1 \right\}^2 \, dt'
\]

\[
+ \varepsilon \int_{u'=0}^{t} \frac{1}{(1 + t')^2} Q_{(\leq N)}(t', u) \, dt' + \varepsilon^3
\]

\[
\lesssim \varepsilon Q_{(\leq N)}(t, u) + \varepsilon \int_{u'=0}^{t} \frac{1}{(1 + t')^2} Q_{(\leq N)}(t', u) \, dt' + \varepsilon^3
\]

\[\square\]

**Lemma 20.22 (Estimates for the easy top-order eikonal function quantity error integrals corresponding to the multiplier \(\widetilde{K}\)).** Let \(1 \leq N \leq 24\) be an integer. Recall that \(\varrho(t, u) = 1 - u + t\) and let \(\chi\) and \(\chi^{(Small)}\) be the symmetric tensor fields defined in (3.70) and (4.1c). Let \(\varrho_{(l)}\), \((l = 1, 2, 3)\), be the scalar-valued functions from Def. 6.3. Under the small-data and bootstrap assumptions of Sects. 22.1-22.4, if \(\varepsilon\) is sufficiently small, then the following inequalities hold for \((t, u) \in [0, T_{(\text{Bootstrap})}] \times [0, U_0]::

\[
\int_{\mathcal{M}_{t,u}} \varrho^2 \left| \left( L + \frac{1}{2} \operatorname{tr} g \chi \right) \mathcal{F}^{N} \Psi \right| \left| \left( \mu \mathcal{F}^{N} \Psi \cdot \mu \mathcal{F}^{N-1} \operatorname{tr} g \chi^{(Small)} \right) \phi(\Psi^N) \cdot \mu \mathcal{F}^{N-1} \operatorname{tr} g \chi^{(Small)} \right| \, d\varpi
\]\[
\lesssim \varepsilon Q_{(\leq N)}(t, u) + \varepsilon \widetilde{Q}_{(\leq N)}(t, u) + \varepsilon^3.
\]
PROOF. Referring to Defs. 3.67 and 3.68 and using spacetime Cauchy-Schwarz, inequality (20.26), and Prop. 14.7, we have

\[
\int_{\mathcal{M}_{t,u}} \phi^2 \left\{ L + \frac{1}{2} \text{tr}_g \chi \right\} \mathcal{Z}^{\leq N} \Psi \left| \left( \mu \phi^\# \Psi \right) \cdot (\mu \phi \mathcal{Z}^{N-1} \text{tr}_g \chi^{(\text{Small})}) \right| \quad d\omega 
\]

\[
\lesssim \varepsilon \int_u^t \int_{\mathcal{C}_{t,u}} (1 + t')^2 \left\{ L + \frac{1}{2} \text{tr}_g \chi \right\} \mathcal{Z}^{\leq N} \Psi \left| \mu \phi^\# \mathcal{Z}^{N-1} \text{tr}_g \chi^{(\text{Small})} \right|^2 \quad d\omega \quad d\mu' 
\]

\[
+ \varepsilon \int_{t'=0}^t \int_{\Sigma_{t'}} \frac{1}{(1 + t')^2} \left| \mu \phi^\# \mathcal{Z}^{N-1} \text{tr}_g \chi^{(\text{Small})} \right|^2 \quad d\omega \quad dt' 
\]

\[
\lesssim \varepsilon \tilde{Q}_{(\leq N)}(t, u) + \varepsilon \int_{\mathcal{M}_{t,u}} \frac{1}{(1 + t')^2} \left| \mu \phi^\# \mathcal{Z}^{N-1} \text{tr}_g \chi^{(\text{Small})} \right|^2 \quad d\omega. 
\]

The remainder of the proof now proceeds as in (20.27) but with a simple additional final step: the bound \( \varepsilon \int_{t'=0}^t \frac{1}{(1 + t')^2} \tilde{Q}_{(\leq N)}(t', u) \quad dt' \lesssim \varepsilon \tilde{Q}_{(\leq N)}(t, u) \) for the integral on the right-hand side of (20.27).

\[ \square \]

In the next lemma, we derive estimates for the error integrals corresponding to the deformation tensors of the multiplier vectorfields \( T \) and \( \tilde{K} \). Thanks to the pointwise estimates we have previously derived, the lemma is not difficult to prove.

**Lemma 20.23 (The main estimates for the error integrals corresponding to the deformation tensors of \( T \) and \( \tilde{K} \) in terms of \( \tilde{Q}_{(N)} \), \( \tilde{Q}_{(N)} \), and \( \tilde{K}_{(N)} \)).** Let \( 0 \leq N \leq 24 \) be an integer. Assume that the small-data and bootstrap assumptions of Sects. 12.1-12.4 hold for \( (t, u) \in [0, T_{\text{(Bootstrap)})] \times [0, U_0] \). There exists a constant \( C \geq 0 \) such that if \( \varepsilon \) is sufficiently small, then for \( (t, u) \in [0, T_{\text{(Bootstrap)})] \times [0, U_0] \), we have the following bounds for the non-fg-containing integrals appearing on the right-hand sides of the inequalities of Prop. 10.13 (where the terms \( (T) \tilde{Q}_{(\Psi)} \) and \( (\tilde{K}) \tilde{Q}_{(\Psi)} \) are the energy error integrands from Def. 10.19 and Lemma 20.21, and the Morawetz spacetime integral with a good sign has been subtracted from the term \( (\tilde{K}) \tilde{Q}_{(\Psi)} \) on the left-hand side of (20.30b)):

\[
\int_{\mathcal{M}_{t,u}} (T) \tilde{Q} \mathcal{Z}^{N} \Psi \quad d\omega \leq C \int_{t'=0}^t \frac{\ln(e + t')}{(1 + t')^2} \tilde{Q}^{(N)}(t', u) \quad dt' 
\]

\[
+ C \int_{t'=0}^t \frac{\ln^2(e + t')}{(1 + t')^2} \tilde{Q}^{(N)}(t', u) \quad dt' 
\]

\[
+ C \varepsilon^{1/2} \int_{t'=0}^t \frac{\ln(e + t')}{(1 + t')^2} \sqrt{\ln(e + t') - \ln(e + t') \tilde{Q}^{(N)}(t', u)} \quad dt' 
\]

\[
+ C \frac{\ln(e + t)}{(1 + t)^2} \int_{u'=0}^u \tilde{Q}^{(N)}(t, u') \quad du' + C \varepsilon \sup_{t' \in [0, t]} \tilde{K}^{(N)}(t', u) 
\]
\[(20.30b)\]
\[
\int_{\mathcal{M}_{t,u}} \left| \langle \tilde{K} \rangle u \left[ \mathcal{F}^N \Psi \right] + \frac{1}{2} \theta^2 [L \mu]_- |d \mathcal{F}^N \Psi|^2 \right| \\
\leq C \int_{t' = 0}^{t} \frac{\ln^3(e + t')}{(1 + t')} Q_{(N)}(t', u) \, dt' \\
+ (1 + C \varepsilon) \int_{t' = 0}^{t} \frac{1}{\theta(t', u) \ln \left( \frac{\theta(t', u)}{\theta(0, u)} \right)} \tilde{Q}_{(N)}(t', u) \, dt' \\
+ \int_{u' = 0}^{u} \tilde{Q}_{(N)}(t, u') \, du' \\
+ C \varepsilon \tilde{K}_{(N)}(t, u),
\]

\[(20.30c)\]
\[
\int_{\Sigma_t^+} \left| \int_{\Sigma_t^+} L \left[ \theta^2 \nabla g \right] \left( \mathcal{F}^N \Psi \right)^2 d\mathcal{W} + \int_{\Sigma_t^+} \theta^2 \mu (\nabla g)^2 \left( \mathcal{F}^N \Psi \right)^2 d\mathcal{W} \\
+ \int_{\Sigma_t^+} \theta^2 \nabla g \left( \mathcal{T}^{\text{trans} - \Psi} \right) \left( \mathcal{F}^N \Psi \right)^2 d\mathcal{W} + \int_{\Sigma_t^+} \theta^2 \mu \nabla g \left( \mathcal{T}^{\text{trans} - \Psi} \right) \left( \mathcal{F}^N \Psi \right)^2 d\mathcal{W} \right| \\
\leq C \ln^2(e + t) Q_{(N)}(t, u),
\]

\[(20.30d)\]
\[
\int_{\mathcal{M}_{t,u}} \mu \left[ \mathcal{D}_\Psi \right] \theta^2 \nabla g \left( \mathcal{F}^N \Psi \right)^2 d\mathcal{W} \\
\leq C \ln^2(e + t) Q_{(N)}(t, u).
\]

**Remark 20.24 (Isolating the coercive Morawetz term)** \[\frac{1}{2} \theta^2 |d \mathcal{F}^N \Psi|^2 [L \mu]_- \].

Recall that we have isolated the spacetime integral of \[\frac{1}{2} \theta^2 |d \mathcal{F}^N \Psi|^2 [L \mu]_- \] by “removing” it from the left-hand side of \(20.30b\); this isolated term generates the coercive Morawetz spacetime integral \(14.9a\).

**Proof.** To prove \(20.30a\) and \(20.30b\), we integrate inequalities \(16.68a\) and \(16.68b\) (with \(\mathcal{F}^N \Psi\) in the role of \(\Psi\)) over the spacetime region \(\mathcal{M}_{t,u}\). The vast majority of the terms can be suitably bounded by using Prop. \(14.7\) and the fact that \(Q_{(\leq N)}\) and \(\tilde{Q}_{(\leq N)}\) are increasing in their arguments. We also integrate by parts in \(t'\) to bound the integral of the term \(C \ln(e + t') \left\{ L \Psi + \frac{1}{2} \theta \nabla g \Psi \right\}^2\) from the right-hand side of \(16.68a\) by \(\leq\) the sum of the second and fourth terms on the right-hand side of \(20.30a\), much as in the proof of \(20.10\). There are only two terms that cannot be bounded in this fashion. The first one is the term \(\varepsilon \ln^2(e + t') \mathbf{1}_{\{t < 1/4\}} |d \mathcal{F}^N \Psi|^2\) from the right-hand side of \(16.68a\). To derive the desired bound for the corresponding spacetime integral, we simply use the estimate \(20.15b\). The second integral requiring special treatment is \(\varepsilon \int_{\mathcal{M}_{t,u}} \left( 1 + t' \right) \ln(e + t') \mathbf{1}_{\{t < 1/4\}} |d \mathcal{F}^N \Psi|^2 d\mathcal{W}\), which is generated by the last term on the right-hand side of \(16.68b\). To bound the integral by \(\varepsilon \tilde{K}_{(N)}(t, u)\), we simply use Lemma \(14.5\).
The **hypersurface integral** inequalities (20.30c) and the spacetime integral inequality (20.30d) follow easily from the pointwise estimates (16.69a) and (16.69b), Prop. 14.7, and the fact that $Q_{(\leq N)}$ is increasing in its arguments.

20.4. Difficult top-order error integral estimates

We now derive suitable estimates for the difficult top-order error integrals, which are generated when we commute the wave equation $\mu \Box g(\Psi) \Psi = 0$ with a top-order pure spatial commutator vectorfield operator $S_N$ (see Def. 7.2). These are the most important estimates in the monograph. We state them in the next two “primary” lemmas. In order to break up the proofs into manageable pieces, we devote the remainder of the present section to proving a series auxiliary lemmas. We then give the proof of the two lemmas of primary interest, along with Lemma 20.20 above, in Sects. 20.5–20.7.

20.4.1. Statement of the two primary lemmas. We now state the two lemmas of primary interest.

**Lemma 20.25 (The main estimates for the difficult top-order error spacetime integrals corresponding to the multiplier $T$).** Let $1 \leq N \leq 24$ be an integer, let $S^{N-1}$ be an $(N - 1)^{st}$ order pure spatial commutation vectorfield operator (see definition (7.2a)), let $O \in \mathcal{O}$ be a geometric rotation vectorfield (see definition (7.2b)), and let $\varsigma > 0$ be a number. Let $\chi^{(Small)}$ be the symmetric type $(0,2)$ $S_{t,u}$ tensorfield defined in (4.1c). Under the small-data and bootstrap assumptions of Sects. 12.1–12.4, there exist a small constant $a > 0$ and a large constant $C > 0$ such that if $\varepsilon$ is sufficiently small, then the following estimates hold for $(t, u) \in$...
\[0, T(Bootstrap)] \times [0, U_0] \text{ (and the constants are independent of } \varsigma)\):}

\[
\begin{align*}
&\int_{\mathcal{M}_{t,u}} \left\{ (1 + 2\mu) L \mathcal{S}^{N-1} \tilde{R} \Psi + 2 \tilde{R} \mathcal{S}^{N-1} \tilde{R} \Psi \right\} (\tilde{R} \Psi) \Delta \mathcal{S}^{N-1} \mu \, d\varpi, \\
&\int_{\mathcal{M}_{t,u}} \left\{ (1 + 2\mu) L \mathcal{S}^{N-1} O \Psi + 2 \tilde{R} \mathcal{S}^{N-1} O \Psi \right\} (\tilde{R} \Psi) O \mathcal{S}^{N-1} \text{tr}_g \chi^{(Small)} \, d\varpi \\
\leqq C\varepsilon Q_{(\leq N)} (t, u) + C\varepsilon^3 \frac{1}{\mu_+(t, u)} \\
+ C\varepsilon \ln^g (e + t) \frac{1}{\mu_+(t, u)} Q_{(\leq N-1)} (t, u) + C\varepsilon \frac{1}{\mu_+(t, u)} \tilde{Q}_{(\leq N-1)} (t, u) \\
+ 9 \int_{t'=0}^{t} \frac{\| [L\mu] - \| C\mathcal{S}^{q} \| }{\mu_+(t', u)} Q_{(\leq N)} (t', u) \\
\times \int_{s=0}^{t'} \frac{1}{\mu_+(s, u)} Q_{(\leq N)} (s, u) \, ds \, dt' \\
+ C\varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{1+\alpha}} \mu_+(t', u) Q_{(\leq N)} (t', u) \\
\times \int_{s=0}^{t'} \frac{1}{(1 + s)} \mu_+(s, u) Q_{(\leq N)} (s, u) \, ds \, dt' \\
+ C\varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{1+\alpha}} \mu_+(t', u) Q_{(\leq N)} (t', u) \\
\times \int_{s=0}^{t'} \frac{1}{(1 + s)} \mu_+(s, u) \tilde{Q}_{(\leq N)} (s, u) \, ds \, dt' \\
+ 9 \int_{t'=0}^{t} \frac{\| [L\mu] - \| C\mathcal{S}^{q} \| }{\mu_+(t', u)} Q_{(\leq N)} (t', u) \, dt' \\
+ 9 \int_{t'=0}^{t} \frac{1}{g(t', u)} \left\{ 1 + \ln \left( \frac{g(t', u)}{g(0, u)} \right) \right\} Q_{(\leq N)} (t', u) \\
\times \int_{s=0}^{t'} \frac{\| [L\mu] - \| C\mathcal{S}^{q} \| }{\mu_+(s, u)} Q_{(\leq N)} (s, u) \, ds \, dt' \\
+ 9 \int_{t'=0}^{t} \frac{1}{g(t', u)} \left\{ 1 + \ln \left( \frac{g(t', u)}{g(0, u)} \right) \right\} Q_{(\leq N)} (t', u) \, dt' \\
+ C\varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{1+\alpha}} \mu_+(t', u) Q_{(\leq N)} (t', u) \, dt' \\
+ C\varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{1+\alpha}} \mu_+(t', u) \tilde{Q}_{(\leq N)} (t', u) \, dt' \\
+ C(1 + \varsigma^{-1}) \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2}} Q_{(\leq N)} (t', u) \, dt' \\
+ C(1 + \varsigma^{-1}) \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2}} \tilde{Q}_{(\leq N)} (t', u) \, dt' \\
+ C(1 + \varsigma^{-1}) \int_{u'=0}^{u} \tilde{Q}_{(\leq N)} (t, u') \, du' \\
+ C(1 + \varsigma^{-1}) \frac{1}{(1 + t)^{1/2}} \int_{u'=0}^{u} \tilde{Q}_{(\leq N)} (t, u') \, du' + C_\varsigma \sup_{t' \in [0,t]} \tilde{K}_{(\leq N)} (t', u) \, dt'.
\end{align*}
\]
We provide the proof of Lemma 20.25 in Sect. 20.6.

**Lemma 20.26** (The main estimates for the difficult top-order error spacetime integrals corresponding to the multiplier $\tilde{K}$). Let $1 \leq N \leq 24$ be an integer, let $\mathcal{L}^{N-1}$ be an $(N - 1)^{st}$ order pure spatial commutation vectorfield operator (see definition (7.2a)), let $O \in \mathcal{O}$ be a geometric rotation vectorfield (see definition (7.2b)), and let $\varsigma > 0$ be a number. Recall that $\varrho(t, u) = 1 - u + t$ and let $\chi$ and $\chi^{(\text{Small})}$ be the symmetric type $(0,2)$ $S_{t,u}$ tensorfields defined in (3.70) and (4.1c). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, there exist a small constant $a > 0$ and a large constant $C > 0$ such that if $\varepsilon$ is sufficiently small, then the following estimates hold for $(t, u) \in [0, T_{(\text{Bootstrap})}] \times [0, U_0]$ (and
the constants are \textit{independent of $\bar{\gamma}$}:

\begin{equation}
\left| \int_{M_{t,u}} \psi^2 \left\{ L_{\mathcal{J}^{N-1}} \tilde{R} \Psi + \frac{1}{2} \text{tr}_{\mathcal{H}} \mathcal{J}^{N-1} \tilde{R} \Psi \right\} (\tilde{R} \Psi) \Delta \mathcal{J}^{N-1} \mu \, d\bar{w} \right|,
\end{equation}

\begin{equation}
\left| \int_{M_{t,u}} \psi^2 \left\{ L_{\mathcal{J}^{N-1}} O \Psi + \frac{1}{2} \text{tr}_{\mathcal{H}} \mathcal{J}^{N-1} O \Psi \right\} (\tilde{R} \Psi) O \mathcal{J}^{N-1} \text{tr}_{\mathcal{H}} \chi^{(\text{Small})} \, d\bar{w} \right|
\end{equation}

\leq C \varepsilon \tilde{Q}(\leq N)(t, u) + C \varepsilon \tilde{Q}(\leq N)(t, u) + C \varepsilon \frac{1}{\mu_+(t, u)}

+ C \varepsilon \int_{t' = 0}^t \frac{1}{(1 + t')^{3/2} \mu_+(t', u)} \tilde{Q}(\leq N)(t', u) \, dt'

+ 5 \int_{t' = 0}^t \frac{1}{g(t', u)} \left\{ 1 + \ln \left( \frac{g(t', u)}{g(0, u)} \right) \right\} \tilde{Q}(\leq N)(t', u) \, dt'

+ C \varepsilon \int_{t' = 0}^t \frac{1}{(1 + t')^{3/2} \mu_+(t', u)} \tilde{Q}(\leq N)(t', u) \, dt'

+ C(1 + \bar{\gamma}^{-1}) \int_{t' = 0}^t \frac{1}{(1 + t')^{3/2}} \tilde{Q}(\leq N)(t', u) \, dt'

+ C(1 + \bar{\gamma}^{-1}) \int_{t' = 0}^t \frac{1}{(1 + t')^{3/2}} \tilde{Q}(\leq N)(t', u) \, dt'

+ C \ln^4(e + t) \tilde{Q}(N)(t, u)

+ 5 \frac{1}{\mu_+^{1/2}(t, u)} \tilde{Q}^{1/2}_{\leq N}(t, u) \int_{t' = 0}^t \frac{1}{\mu_+^{1/2}(t', u)} \tilde{Q}^{1/2}_{\leq N}(t', u) \, dt'

+ 5 \left\| \frac{L \mu}{\mu} \right\|_{C^0(+) \Sigma_{\mu}, u} \tilde{Q}^{1/2}_{\leq N}(t, u) \int_{t' = 0}^t \left\| \frac{\mu(t', \cdot)}{\mu} \right\|_{C^0(+) \Sigma_{\mu}, t'} \tilde{Q}^{1/2}_{\leq N}(t', u) \, dt'

+ C \varepsilon \frac{1}{\mu_+^{1/2}(t, u)} \tilde{Q}^{1/2}_{\leq N}(t, u) \int_{t' = 0}^t \frac{1}{(1 + t')^{3/2} \mu_+^{1/2}(t', u)} \tilde{Q}^{1/2}_{\leq N}(t', u) \, dt'

+ C \varepsilon \frac{1}{\mu_+^{1/2}(t, u)} \tilde{Q}^{1/2}_{\leq N}(t, u) \int_{t' = 0}^t \frac{1}{(1 + t')^{3/2} \mu_+^{1/2}(t', u)} \tilde{Q}^{1/2}_{\leq N}(t', u) \, dt'

+ C \varepsilon \frac{1}{\mu_+^{1/2}(t, u)} \tilde{Q}^{1/2}_{\leq N}(t, u) \int_{t' = 0}^t \frac{1}{(1 + t')^{3/2} \mu_+^{1/2}(t', u)} \tilde{Q}^{1/2}_{\leq N}(t', u) \, dt'

+ C \varepsilon \frac{1}{\mu_+^{1/2}(t, u)} \tilde{Q}^{1/2}_{\leq N}(t, u) \int_{t' = 0}^t \frac{1}{(1 + t')^{3/2} \mu_+^{1/2}(t', u)} \tilde{Q}^{1/2}_{\leq N}(t', u) \, dt'

+ C(1 + \bar{\gamma}^{-1}) \int_{t' = 0}^t \tilde{Q}(\leq N)(t', u') \, dt' + C \tilde{Q}(\leq N)(t, u).

We provide the proof of Lemma \[20.20\] in Sect. \[20.7\].

\textbf{20.4.2. Auxiliary lemmas.} We now state and prove a series of auxiliary lemmas in order to help us prove the previous two lemmas as well as Lemma \[20.20\] above.
Lemma 20.27 (Preliminary $L^2$ bounds for some top-order derivatives of $\chi^{(Small)}$ and $L^1_{(Small)}$). Let $1 \leq N \leq 24$ be an integer. Recall that $g(t, u) = 1 - u + t$. Let $\chi^{(Small)}$ be the symmetric type $(\frac{\partial}{\partial z}) S_{t,u}$ tensorfield defined in (4.1e) and let $O \in \mathcal{O}$ be a geometric rotation vectorfield (see definition (7.2b)). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following estimates hold for $(t, u) \in [0, T_{(Bootstrap)}) \times [0, U_0]$:

\begin{align}
\|g\mu \nabla_\chi^{N-1} \chi^{(Small)}\|_{L^2(\Sigma^T)} &\leq \left\{ \begin{array}{ll}
3 \sum_{l=1}^3 \|\mu O(t) \mathcal{F}^{N-1} \text{tr}_g \chi^{(Small)}\|_{L^2(\Sigma^T)} & \\
+ \|g\mu \nabla_\chi^{N-1} \chi^{(Small)}\|_{L^2(\Sigma^T)} & \\
+ \mathcal{Q}^{1/2}_{(\leq N)}(t, u) & \\
+ \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu_{t'}^{1/2}(t', u)} \mathcal{Q}^{1/2}_{(\leq N)}(t', u) \, dt' & \\
+ \varepsilon, &
\end{array} \right.
\end{align}

\begin{align}
\left(\frac{\|g\mu \nabla_\chi^{N-1} \chi^{(Small)}\|_{L^2(\Sigma^T)}}{\|\mu O \mathcal{F}^{N-1} \text{tr}_g \chi^{(Small)}\|_{L^2(\Sigma^T)}}\right) &\leq \left\{ \begin{array}{ll}
\|g\mu \nabla_\chi^{N-1} \chi^{(Small)}\|_{L^2(\Sigma^T)} & \\
+ \mathcal{Q}^{1/2}_{(\leq N)}(t, u) & \\
+ \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu_{t'}^{1/2}(t', u)} \mathcal{Q}^{1/2}_{(\leq N)}(t', u) \, dt' & \\
+ \varepsilon, &
\end{array} \right.
\end{align}

\begin{align}
\|g\mu \nabla_\chi^{N-1} \chi^{(Small)}\|_{L^2(\Sigma^T)} &\leq \left\{ \begin{array}{ll}
3 \sum_{l=1}^3 \|\mu O(t) \mathcal{F}^{N-1} \text{tr}_g \chi^{(Small)}\|_{L^2(\Sigma^T)} & \\
+ \mathcal{Q}^{1/2}_{(\leq N)}(t, u) & \\
+ \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu_{t'}^{1/2}(t', u)} \mathcal{Q}^{1/2}_{(\leq N)}(t', u) \, dt' & \\
+ \varepsilon, &
\end{array} \right.
\end{align}

\begin{align}
\|g \text{d} \mu \nabla_\chi^{N-1} \chi^{(Small)}\|_{L^2(\Sigma^T)} &\leq \left\{ \begin{array}{ll}
3 \sum_{l=1}^3 \|\mu O(t) \mathcal{F}^{N-1} \text{tr}_g \chi^{(Small)}\|_{L^2(\Sigma^T)} & \\
+ \mathcal{Q}^{1/2}_{(\leq N)}(t, u) & \\
+ \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu_{t'}^{1/2}(t', u)} \mathcal{Q}^{1/2}_{(\leq N)}(t', u) \, dt' & \\
+ \varepsilon, &
\end{array} \right.
\end{align}
\begin{equation}
\left\| \mathcal{L}^{N-1}_X X^{(Small)} \right\|_{L^2(\Sigma_T^\mu)} \lesssim \ln(e + t)Q_{(\leq N)}^{1/2}(t, u) + \int_{t'=0}^t \frac{1}{(1 + t')^{1/2} \mu_{1/2}(t', u)} Q_{(\leq N)}^{1/2}(t', u) \, dt' + \varepsilon .
\end{equation}

Furthermore, the following estimate holds for\((t, u) \in [0, T_{(Bootstrap)}) \times [0, U_0]::
\begin{equation}
\left\| \theta \mu \mathcal{L}_R \mathcal{L}^{N-1}_X X^{(Small)} \right\|_{L^2(\Sigma_T^\mu)} \lesssim \left\| \mu \mathcal{V}^2 \mathcal{L}^{N-1}_X X \right\|_{L^2(\Sigma_T^\mu)} + Q_{(\leq N)}^{1/2}(t, u) + \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu_{1/2}(t', u)} Q_{(\leq N)}^{1/2}(t', u) \, dt' + \varepsilon .
\end{equation}

Finally, the following estimate holds for\((t, u) \in [0, T_{(Bootstrap)}) \times [0, U_0], (i = 1, 2, 3)::
\begin{equation}
\left\| \theta \mu \mathcal{D}^{N-1}_X L_i^{(Small)} \right\|_{L^2(\Sigma_T^\mu)} \lesssim \sum_{i=1}^3 \left\| \mu O_{(t)} \mathcal{L}^{N-1}_X \mu \right\|_{L^2(\Sigma_T^\mu)} + Q_{(\leq N)}^{1/2}(t, u) + \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu_{1/2}(t', u)} Q_{(\leq N)}^{1/2}(t', u) \, dt' + \varepsilon .
\end{equation}

**Proof.** We first prove (20.33). To this end, we multiply both sides of inequalities (16.71) and (16.72) by \(\mu t\) and then take the norm \(\| \cdot \|_{L^2(\Sigma_T^\mu)}\) of both sides. Using Prop. 14.7 inequality (19.2a), the estimate \(\mu t \lesssim (1 + t) \ln(e + t)\) (that is, (12.129a)), and the fact that \(Q_{(\leq N)}\) is increasing in its arguments, we deduce that the products of \(\mu t\) and the right-hand sides of (16.71) and (16.72) are bounded in the norm \(\| \cdot \|_{L^2(\Sigma_T^\mu)}\) by
\begin{equation}
\lesssim Q_{(\leq N)}^{1/2}(t, u) + \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu_{1/2}(t', u)} Q_{(\leq N)}^{1/2}(t', u) \, dt' + \varepsilon .
\end{equation}
We note that the right-hand side of (20.40) is manifestly \(\lesssim\) the right-hand side of (20.33). The desired estimate (20.33) now follows from inequalities (16.71) and (16.72), the triangle inequality, and the estimate (12.47a), which implies that
\(\| \mu O_{(t)} \mathcal{L}^{N-1}_X \mu \|_{L^2(\Sigma_T^\mu)} \lesssim \sum_{i=1}^3 \left\| \mu O_{(t)} \mathcal{L}^{N-1}_X \mu \right\|_{L^2(\Sigma_T^\mu)}\).

The estimate (20.34) for \(\| \mu O \mathcal{L}^{N-1}_X \mu \|_{L^2(\Sigma_T^\mu)}\) can be proved in a similar fashion with the help of the pointwise inequality (16.73). The estimate (20.35) for \(\| \mu O \mathcal{L}^{N-1}_X \mu \|_{L^2(\Sigma_T^\mu)}\) then follows from the estimate for \(\| \mu O \mathcal{L}^{N-1}_X \mu \|_{L^2(\Sigma_T^\mu)}\) and the inequality \(\| \mu O \mathcal{L}^{N-1}_X \mu \|_{L^2(\Sigma_T^\mu)} \lesssim \sum_{i=1}^3 \left\| \mu O_{(t)} \mathcal{L}^{N-1}_X \mu \right\|_{L^2(\Sigma_T^\mu)}\) noted above.

To prove the estimate (20.36), we again base our argument on the pointwise inequality (16.71), but this time we use the triangle inequality to bound
\[ \left\| \partial_t \mathcal{F}_\mathcal{X}^{N-1} \chi^{(\text{Small})} \right\|_{L^2(\Sigma_t^\gamma)} \] in terms of the remaining quantities in \((16.71)\), which we have already shown to be bounded in the norm \( \| \cdot \|_{L^2(\Sigma_t^\gamma)} \) by the right-hand side of \((20.35)\).

To prove \((20.36)\), we apply similar reasoning to the fourth pointwise inequality in \((15.28)\).

To prove \((20.37)\), we apply similar reasoning to the second pointwise inequality in \((15.1)\).

To prove \((20.38)\), we apply similar reasoning to the pointwise inequality \((15.28)\). As a preliminary step, we use the third pointwise inequality in \((15.28)\) to bound the error terms on the right-hand side of \((15.28)\). To prove \((20.39)\), we apply similar reasoning to the pointwise inequality \((12.147)\). If \(\varepsilon\) is sufficiently small, then the following estimates hold for \((t, u) \in [0, T_{\text{Bootstrap}}) \times [0, U_0]_t^u\):

\[
(20.41) \begin{align*}
\left\| \partial_t \mathcal{F}_\mathcal{X}^{N-1} \chi^{(\text{Small})} \right\|_{L^2(\Sigma_t^\gamma)} \\
\left\| \partial_t \mathcal{F}^{N-1} \right\|_{L^2(\Sigma_t^\gamma)} \\
\lesssim \int_{t'=0}^{t} \frac{\| [\mu] \|_{C^0(\Sigma_t^\gamma)}}{\mu_\ast(t', u)} Q^{1/2}_{(\leq N)}(t', u) \, dt' + \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \mu_\ast(t', u)} Q^{1/2}_{(\leq N)}(t', u) \, dt' + Q^{1/2}_{(\leq N)}(t, u) + \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \mu_\ast(t', u)} \tilde{Q}^{1/2}_{(\leq N)}(t', u) \, dt' \\
+ \varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \mu_\ast(t', u)} \left( \left\| \partial_t \mathcal{F}_\mathcal{X}^{N-1} \chi^{(\text{Small})} \right\|_{L^2(\Sigma_t^\gamma)} \right) \, dt' + \varepsilon \{ \ln \mu_\ast^{-1}(t, u) + 1 \}.
\end{align*}
\]

**Proof.** We first assume that \(\mathcal{F}_\mathcal{X}^{N-1} = \mathcal{F}_\mathcal{X}^{N-1} \) is an \((N-1)^{\text{st}}\) order pure spatial commutation vectorfield operator. Then to prove \((20.41)\), it suffices to bound the norm \( \| \cdot \|_{L^2(\Sigma_t^\gamma)} \) of the right-hand side of \((17.53)\) by the right-hand side of \((20.41)\). To bound the norm \( \| \cdot \|_{L^2(\Sigma_t^\gamma)} \) of the first term on the right-hand side of \((17.53)\) by \( \lesssim Q^{1/2}_{(\leq N)}(t, u) \), we use Prop. \(14.7\).

To bound the norm \( \| \cdot \|_{L^2(\Sigma_t^\gamma)} \) of the second term on the right-hand side of \((17.53)\) by \( \lesssim Q^{1/2}_{(\leq N)}(t, u) + \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \mu_\ast(t', u)} \tilde{Q}^{1/2}_{(\leq N)}(t', u) \, dt' + \varepsilon \), we use inequality \((19.2a)\) and the fact that \(Q_{(\leq N)}\) is increasing in both of its arguments.

To bound the norm \( \| \cdot \|_{L^2(\Sigma_t^\gamma)} \) of the third term on the right-hand side of \((17.53)\) by the first term on the right-hand side of \((20.41)\), we use Lemma \(12.37\) and Prop. \(14.7\).
To bound the norm \( \| \cdot \|_{L^2(\Sigma^+_T)} \) of the fourth term on the right-hand side of (17.53), we use Lemma (12.57), the estimate (13.144) with \( b = 1/2 \), Prop. 14.7, and the fact that \( Q_{\langle \leq N \rangle} \) is increasing in both of its arguments to bound it by

\[
(20.42) \quad \lesssim Q_{\langle \leq N \rangle}^{1/2}(t, u) \frac{1}{g(t, u)} \int_{t'=0}^t \left\| \left( \frac{\mu(t, \cdot)}{\mu} \right)^2 \right\|_{C^2(\Sigma^+_T)} dt' \lesssim Q_{\langle \leq N \rangle}^{1/2}(t, u)
\]
as desired.

To bound the norm \( \| \cdot \|_{L^2(\Sigma^+_T)} \) of the fifth term \( \frac{\ln^2(e + t)}{(1 + t)^2} \| \mathcal{A}^{[N]}(0, u, \vartheta) \|_{L^2(\Sigma^+_T)} \) on the right-hand side of (17.53), we use the definition of \( \mathcal{A}^{[N]} \) (which is defined just below (17.28)), Defs. 3.67 and 3.68, inequality (12.68a), inequality (12.153), and Lemma (12.23a) to deduce that

\[
(20.43) \quad \| \mathcal{A}^{[N]}(0, \cdot, \vartheta) \|_{L^2(\Sigma^+_T)}^2 = \int_{u'=0}^u \int_{S_{0, u}} \| \mathcal{A}^{[N]} \|_{L^2(\Sigma^+_T)}^2 (0, u', \vartheta) \, du' \, dv_{\vartheta}(t, u')
\]
\[
\lesssim g^2(t, u) \int_{u'=0}^u \int_{S_{0, u}} \| \mathcal{A}^{[N]} \|_{L^2(\Sigma^+_T)}^2 (0, u', \vartheta) \, dv_{\vartheta}(t, u')
\]
\[
= g^2(t, u) \| \mathcal{A}^{[N]}(0, \cdot) \|_{L^2(\Sigma^+_T)}^2 \lesssim \epsilon^2 g^2(t, u).
\]

From (20.43), it follows that \( \frac{\ln^2(e + t)}{(1 + t)^2} \| \mathcal{A}^{[N]}(0, \cdot) \|_{L^2(\Sigma^+_T)} \lesssim \epsilon \frac{\ln^2(e + t)}{1 + t} \) as desired.

To bound the norm \( \| \cdot \|_{L^2(\Sigma^+_T)} \) of the sixth term on the right-hand side of (17.53), we use Lemma (12.57), Prop. 14.7, the estimate (13.152), and the fact that \( Q_{\langle \leq N \rangle} \) and \( \bar{Q}_{\langle \leq N \rangle} \) are increasing in both of their arguments to bound it by

\[
(20.44) \quad \lesssim \frac{\ln^3(e + t)}{1 + t} \int_{t'=0}^t \frac{1}{(1 + t') \mu^{1/2}(t', u)} Q_{\langle \leq N \rangle}^{1/2}(t', u) dt'
\]
\[
+ \frac{\ln^3(e + t)}{1 + t} \int_{t'=0}^t \frac{1}{(1 + t') \mu^{1/2}(t', u)} \bar{Q}_{\langle \leq N \rangle}^{1/2}(t', u) dt'
\]
\[
\lesssim Q_{\langle \leq N \rangle}^{1/2}(t, u) + \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu^{1/2}(t', u)} \bar{Q}_{\langle \leq N \rangle}^{1/2}(t', u) dt'
\]
as desired.

To bound the norm \( \| \cdot \|_{L^2(\Sigma^+_T)} \) of the seventh term on the right-hand side of (17.53) by the next-to-last term on the right-hand side of (20.41), we use Lemma (12.57).

To bound the norm \( \| \cdot \|_{L^2(\Sigma^+_T)} \) of the final term on the right-hand side of (17.53), we use Lemma (12.57), the estimate (19.2a), the estimates (13.150) and (13.152), and the fact that \( Q_{\langle \leq N \rangle} \) and \( \bar{Q}_{\langle \leq N \rangle} \) are increasing in both of their arguments to bound
The desired estimate (20.41) for \( Q_{(\leq N)}(t, u) \) as desired. We have thus proved the desired estimate (20.41) when \( \mathcal{A}^{N-1} = \mathcal{A}^{N-1} \).

We now assume that \( \mathcal{A}^{N-1} \) contains a factor of \( qL \). We prove the desired estimate (20.41) for \( \| \mu A^{N-1} \|_{L^2(\Sigma_t^N)} \) in detail. The estimate (20.41) for \( \| \mathcal{O} \mathcal{A}^{N-1} \text{tr}_g \chi(\text{Small}) \|_{L^2(\Sigma_t^N)} \) can be proved in a similar fashion and we omit those details. To proceed, we first use the commutator estimates that we used to prove (16.12), inequality (12.128b), and the estimate \( |g \text{tr}_g \chi| \lesssim 1 \) (that is, (12.61b)) in order to deduce that

\[
\| A^{N-1} \| \lesssim \ln(e + t) + \frac{1}{1 + t} \left( \left( \sum_{s=1}^3 Q_{(\leq N)}(s, u) \right) \| \mathcal{A}^{N-1} \|_{L^2(\Sigma_t^N)} \right) \cdot \frac{L \| A \|_{L^2(\Sigma_t^N)}}{\| A^{N-1} \|_{L^2(\Sigma_t^N)}}. 
\]

We now multiply both sides of (20.46) by \( \mu \), take the norm \( \cdot \|_{L^2(\Sigma_t^N)} \) of each side, and use the estimates \( \mu \lesssim \ln(e + t) \) (that is, (12.129a) and (19.2a) and Prop. 14.7) to deduce that

\[
\| \mu A^{N-1} \|_{L^2(\Sigma_t^N)} \lesssim Q_{(\leq N)}(t, u) + \frac{1}{1 + t} \int_{s=1}^3 \left( Q_{(\leq N)}(s, u) \right) \| A^{N-1} \|_{L^2(\Sigma_t^N)} \cdot \frac{L \| A \|_{L^2(\Sigma_t^N)}}{\| A^{N-1} \|_{L^2(\Sigma_t^N)}}. 
\]

The desired estimate (20.41) for \( \| \mu A^{N-1} \|_{L^2(\Sigma_t^N)} \) now follows easily from (20.47) and the fact that \( Q_{(\leq N)} \) is increasing in its arguments. This completes the proof of Lemma 20.28.

**Lemma 20.29** (Sharp \( L^2 \) estimates for the partially modified version of \( \mathcal{A}^{N-1} \mu \)). Let \( 1 \leq N \leq 24 \) and let \( \mathcal{A}^{N-1} \) be an \( (N - 1)^{st} \) order pure spatial commutation vectorfield operator (see Def. 7.3). Let \( (\mathcal{A}^{N-1}) \mathcal{M} \) be the partially modified
Def. 13.8 and that $\varrho$ for $\varepsilon$tions of Sects. 12.1-12.4, if $S$ one-form defined in $\|t,u\|_\infty = 1 - u + t$. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following estimates hold for $(t,u) \in [0,T_{(Bootstrap)}] \times [0,U_0]$:

\[ (20.48a) \]
\[
\left\| \frac{1}{\sqrt{\mu}} \varrho(\bar{R}\Psi)^{(\phi^{N-1})} \right\|_{L^2((-\Sigma^u_3,1))} \leq \sqrt{2}(1 + C\varepsilon) \left\| \varrho L u \right\|_{C^0((-\Sigma^u_3,1))} \int_{t'=0}^t \left\| \frac{\mu(t',u)}{\mu} \right\|_{C^0((-\Sigma^u_{31}))} \frac{1}{\mu_{*}^{1/2}(t,u)} \bar{Q}_{(\leq N)}^{1/2}(t',u) \, dt' 
+ C\varepsilon \frac{1}{\mu_{*}^{1/2}(t,u)} \int_{t'=0}^t \frac{1}{1 + (t')^{3/2}} \bar{Q}_{(\leq N)}^{1/2}(t',u) \, dt' 
+ C\varepsilon \ln(e + t) \frac{1}{\mu_{*}^{1/2}(t,u)} \bar{Q}_{(\leq N-1)}^{1/2}(t,u) 
+ C\varepsilon \ln(e + t) \frac{1}{\mu_{*}^{1/2}(t,u)} \bar{Q}_{(\leq N-1)}^{1/2}(t,u) 
+ C\varepsilon^2 \frac{1}{\mu_{*}^{1/2}(t,u)}. 
\]

\[ (20.48b) \]
\[
\left\| \frac{1}{\sqrt{\mu}} \varrho(\bar{R}\Psi)^{(\phi^{N-1})} \right\|_{L^2((\Sigma^u_3,1))} \leq \sqrt{2}(1 + C\varepsilon) \left\| \varrho L u \right\|_{C^0((\Sigma^u_3,1))} \int_{t'=0}^t \left\| \frac{\mu(t',u)}{\mu} \right\|_{C^0((\Sigma^u_{31}))} \frac{1}{\mu_{*}^{1/2}(t,u)} \bar{Q}_{(\leq N)}^{1/2}(t',u) \, dt' 
+ C\varepsilon \frac{1}{\mu_{*}^{1/2}(t,u)} \int_{t'=0}^t \frac{1}{1 + (t')^{3/2}} \bar{Q}_{(\leq N)}^{1/2}(t',u) \, dt' 
+ C\varepsilon \ln(e + t) \frac{1}{\mu_{*}^{1/2}(t,u)} \bar{Q}_{(\leq N-1)}^{1/2}(t,u) 
+ C\varepsilon \ln(e + t) \frac{1}{\mu_{*}^{1/2}(t,u)} \bar{Q}_{(\leq N-1)}^{1/2}(t,u) 
+ C\varepsilon^2 \frac{1}{\mu_{*}^{1/2}(t,u)}. 
\]
Furthermore, the following less sharp estimate also holds:

\[
(20.49) \quad \left\| \hat{g}^{(\sigma^{N-1})} \cdot \mathcal{M} \right\|_{L^2(\Sigma^*_t)} \leq C(1 + t) \ln(e + t)\hat{Q}^{1/2}((\leq N))(t, u) + C(1 + t) \ln(e + t)\hat{Q}^{1/2}((\leq N))(t, u) + C\varepsilon(1 + t).
\]

**Proof.** To prove (20.48a), we first multiply inequality (17.58) by \(\frac{1}{\sqrt{R}}(\hat{R} \Psi)\) and take the norm \(\| \cdot \|_{L^2((-\Sigma^*; t) \times (\leq N))}\) of both sides. It is only for the quantity arising from the second term on the right-hand side of (17.58) that we use the subset norm \(\| \cdot \|_{L^2((-\Sigma^*; t) \times (\leq N))}\). We bound all other terms in the (larger) norm \(\| \cdot \|_{L^2(\Sigma^*_t)}\). To proceed, we use Lemma 4.6, inequalities (12.59a) and (12.129a), and the bootstrap assumptions \((\mathbf{BA}\Psi)\) to deduce that

\[
(20.50) \quad \frac{1}{2}G_{LL} \hat{R} \Psi = L\mu + \mu\mathcal{O}\left(\varepsilon \frac{1}{(1 + t)^2}\right) = L\mu + \sqrt{\mu}\mathcal{O}\left(\varepsilon \frac{\ln(1 + t)}{(1 + t)^2}\right) = L\mu + \mathcal{O}\left(\varepsilon \frac{\ln(e + t)}{(1 + t)^2}\right).
\]

Using (20.50), Lemma (2.57), and inequality (14.12a), we derive the desired bound for the quantity arising from the second term on the right-hand side of (17.58) as follows:

\[
(20.51) \quad \frac{1}{2} \left\| \frac{1}{\sqrt{R}}(\hat{R} \Psi)G_{LL} \int_{t' = 0}^{t} \left| g \hat{g}^{\mathcal{N}} \Psi \right|(t', u, \theta) \, dt' \right\|_{L^2((-\Sigma^*_t))} \leq \frac{1}{2} \left\| \frac{1}{\sqrt{R}}(\hat{R} \Psi)G_{LL} \right\|_{C^0((-\Sigma^*_t))} \left\| \int_{t' = 0}^{t} \left| g \hat{g}^{\mathcal{N}} \Psi \right|(t', u, \theta) \, dt' \right\|_{L^2(\Sigma^*_t)} \\
\leq (1 + C\varepsilon) \frac{1}{\sqrt{\mu^*}} \left\| \mu^{1/2}(t, u) \right\|_{C^0((-\Sigma^*_t))} \left\| \int_{t' = 0}^{t} \left| g \hat{g}^{\mathcal{N}} \Psi \right|_{L^2(\Sigma^*_t)} \, dt' \right\|_{L^2(\Sigma^*_t)} + C\varepsilon \frac{\ln(1 + t)}{(1 + t)^2} \int_{t' = 0}^{t} \left\| \hat{g}^{\mathcal{N}} \Psi \right\|_{L^2(\Sigma^*_t)} \, dt' \\
\leq \sqrt{2}(1 + C\varepsilon) \left\| \mu^{1/2}(t, u) \right\|_{C^0((-\Sigma^*_t))} \frac{1}{\sqrt{\mu^*}} \left\| \int_{t' = 0}^{t} \left| g(t', u)\hat{Q}^{1/2}((\leq N))(t', u) \right| \, dt' \right\|_{L^2(\Sigma^*_t)} + C\varepsilon \int_{t' = 0}^{t} \frac{1}{(1 + t')^{3/2}} \left\| \mu^{1/2}(t', u) \right\|_{L^2(\Sigma^*_t)} \left\| \hat{Q}^{1/2}((\leq N))(t', u) \right\|_{L^2(\Sigma^*_t)} \, dt' \\
+ C\varepsilon \left\| \hat{R} \Psi \right\|_{C^0(\Sigma^*_t)} \leq \varepsilon(1 + t)^{-1} \quad \text{(that is, (BAΨ))}
\]

Similarly, we use Lemma (2.57), Prop. 14.7, and the bootstrap assumption \(\| \hat{R} \Psi \|_{C^0(\Sigma^*_t)} \leq \varepsilon(1 + t)^{-1}\) (that is, (BAΨ)) to deduce the following desired estimate.
for the quantity arising from the next-to-last term on the right-hand side of (17.58):

\[(20.52)\]

\[
C \left\| \frac{1}{\sqrt{\mu}} (\tilde{R} \Psi) \right\|_{L^2(\Sigma^s_t)} \left( \begin{array}{l}
\left( \begin{array}{c}
\phi \left\{ L + \frac{1}{2} \text{tr} \chi \right\} \mathcal{D} \lesssim N \Psi \\
\mathcal{D} \mathcal{D} \lesssim N \Psi \\
\mathcal{D} \lesssim N \Psi
\end{array} \right)
\end{array} \right) (t', u, \vartheta) dt'
\]

\[
\leq C \varepsilon \frac{1}{\mu_s^{1/2}(t, u)} \int_{t' = 0}^{t} \frac{1}{1 + t'} Q_{\lesssim N}^{1/2} (t', u) dt'

+ C \varepsilon \frac{1}{\mu_s^{1/2}(t, u)} \int_{t' = 0}^{t} \frac{1}{1 + t'} \tilde{Q}_{\lesssim N}^{1/2} (t', u) dt'

\leq C \varepsilon \ln(e + t) \frac{1}{\mu_s^{1/2}(t, u)} Q_{\lesssim N}^{1/2} (t, u) + C \varepsilon \ln(e + t) \frac{1}{\mu_s^{1/2}(t, u)} \tilde{Q}_{\lesssim N}^{1/2} (t, u).
\]

In the last step of (20.52), we used the fact that \(Q_{\lesssim N}^{1/2}\) and \(\tilde{Q}_{\lesssim N}^{1/2}\) are increasing in their arguments and the estimate (13.152) in order to annihilate the factor \(\mu_s^{1/2}(t', u)\) in the denominator of the integrand.

Similarly, we bound the quantity arising from the last term on the right-hand side of (17.58) with the help of the estimate (19.2a) as follows:

\[(20.53)\]

\[
C \left\| \frac{1}{\sqrt{\mu}(t, u)} (\tilde{R} \Psi) \right\|_{L^2(\Sigma^s_t)} \left( \begin{array}{l}
\left( \begin{array}{c}
\phi \left\{ L \right\} \mathcal{D} \lesssim N \Psi \\
\mathcal{D} \mathcal{D} \lesssim N \Psi \\
\mathcal{D} \lesssim N \Psi
\end{array} \right)
\end{array} \right) (t', u, \vartheta) dt'
\]

\[
\lesssim \varepsilon^2 \frac{1}{\mu_s^{1/2}(t, u)} \int_{t' = 0}^{t} \frac{\ln(e + t')}{(1 + t')^2} dt'

+ \varepsilon \frac{1}{\mu_s^{1/2}(t, u)} \int_{t' = 0}^{t} \frac{\ln(e + t')}{(1 + t')^2} \int_{s = 0}^{t'} \frac{1}{1 + s} Q_{\lesssim N}^{1/2} (s, u) ds dt'

+ \varepsilon \frac{1}{\mu_s^{1/2}(t, u)} \int_{t' = 0}^{t} \frac{\ln(e + t')}{(1 + t')^2} \int_{s = 0}^{t'} \frac{1}{1 + s} \tilde{Q}_{\lesssim N}^{1/2} (s, u) ds dt'

\leq \varepsilon^2 \frac{1}{\mu_s^{1/2}(t, u)} + \varepsilon \frac{1}{\mu_s^{1/2}(t, u)} \int_{t' = 0}^{t} \frac{1}{1 + t'} \frac{1}{\mu_s^{1/2}(t, u)} Q_{\lesssim N}^{1/2} (t, u) dt'

+ \varepsilon \frac{1}{\mu_s^{1/2}(t, u)} \int_{t' = 0}^{t} \frac{1}{1 + t'} \tilde{Q}_{\lesssim N}^{1/2} (t, u) dt'.
\]

To bound the quantity arising from the first term on the right-hand side of (17.58), we first bound \(\left\| \phi \left\{ \mathcal{D} \right\} (0, \cdot) \right\|_{L^2(\Sigma^s_t)}\) by using the definition (11.51a), Defs. (3.67 and 3.68) inequalities (12.47a) and (12.153), and Lemma (12.23a) to deduce
on the right-hand side of (17.58) can be bounded as follows: and inequality (14.12d), we deduce that the quantity arising from the term
\( \| \cdot \|_{L^2(\Sigma_t)} \)
\( \| [\phi^{(N-1)}(t)](0, \cdot) \|^2_{L^2(\Sigma_t^t)} \)
\( \int_{u=0}^{u} \int_{S_{t-n}} \| \phi^{(N-1)}(t) \|^2_{L^2(\Sigma_t)}(0, u', \theta) \, dv_{\gamma(t, u', \theta)} \, du' \)
\( \lesssim \theta^2(t, u) \int_{u=0}^{u} \int_{S_{t-n}} \| \phi^{(N-1)}(t) \|^2_{L^2(\Sigma_t)}(0, u', \theta) \, dv_{\gamma(t, u')} \, du' \)
\( = \theta^2(t, u) \| [\phi^{(N-1)}(t)](0, \cdot) \|^2_{L^2(\Sigma_t^t)} \lesssim \varepsilon^2 \theta^2(t, u). \)

Next, using the bootstrap assumption \( \| \hat{P} \|_{C^0(\Sigma_t)} \lesssim \varepsilon(1 + t)^{-1} \) and the estimate (20.54), we bound the quantity arising from the first term on the right-hand side of (17.58) as desired. We have thus proved the estimate (20.48a).

Finally, using the bootstrap assumption \( \| \hat{P} \|_{C^0(\Sigma_t)} \lesssim \varepsilon(1 + t)^{-1}, \) Lemma 12.57, and inequality (14.12d), we deduce that the quantity arising from the term \( C \varepsilon \int_{t=0}^{t} \| \partial \mathcal{F} \|_{L^2(\Sigma_t)}(t', u, \theta) \, dt' \)
on the right-hand side of (17.58) can be bounded as follows:

\( C \varepsilon \left\| \int_{t=0}^{t} \| \partial \mathcal{F} \|_{L^2(\Sigma_t)}(t', u, \theta) \, dt' \right\|_{L^2(\Sigma_t^t)} \)
\( \leq C \varepsilon \left\| \int_{t=0}^{t} \frac{1}{\mu^{1/2}}(t', u) \right\|_{L^2(\Sigma_t^t)} \)
\( \leq C \varepsilon \left\| \frac{1}{\mu^{1/2}}(t, u) \int_{t'=0}^{t'} (1 + t')^{3/2} \mu^{1/2}(t', u) \right\|_{L^2(\Sigma_t^t)} \)
\( \lesssim \ln(e + t)Q^{1/2}_{(\leq N)}(t, u). \)
\( \int_{t'=0}^{t'} (1 + t')^{3/2} \mu^{1/2}(t', u) \right\|_{L^2(\Sigma_t^t)} \)
\( \lesssim \ln(e + t)Q^{1/2}_{(\leq N)}(t, u). \)

The proof of (20.48b) can be proved by making minor changes to our proof of (20.48a) and we omit the details. The proof of (20.49) is much easier. We estimate the right-hand side of (17.58) in the norm \( \| \cdot \|_{L^2(\Sigma_t)} \) by using arguments similar to the ones we used to deduce (20.48a), but we treat the first term on the right-hand side rather crudely with the help of the estimate \( \| G_{\beta, \alpha} \|_{C^0(\Sigma_t^t)} \lesssim 1 \) (that is, (12.59b)) and without using an analog of (20.50). In doing so, we encounter the integrals

\( \int_{t=0}^{t} \frac{1}{\theta(t', u)}(1 + t')^{3/2} \mu^{1/2}(t', u) \right\|_{L^2(\Sigma_t^t)} \)
\( \lesssim \ln(e + t)Q^{1/2}_{(\leq N)}(t, u). \)

and

\( \int_{t'=0}^{t'} \frac{1}{\theta(t', u)}Q^{1/2}_{(\leq N)}(t', u) \, dt', \) which we respectively bound by \( \lesssim \ln(e + t)Q^{1/2}_{(\leq N)}(t, u) \)

and

\( \lesssim \ln(e + t)Q^{1/2}_{(\leq N)}(t, u). \)

In estimating the first integral, we used inequality (13.152).
Lemma 20.30 (Sharp $L^2$ estimates for the partially modified version of $\mathcal{S}^{N-1} \mathcal{T}_X(Small)$). Let $1 \leq N \leq 24$ and let $\mathcal{S}^{N-1}$ be an $(N-1)^{st}$ order pure spatial commutation vectorfield operator (see Def. 7.2). Let $(\mathcal{S}^{N-1})\mathcal{F}$ be the corresponding partially modified quantity defined in (11.45a). Recall the splitting $\Sigma_{\epsilon} = (+)\Sigma_{\epsilon,t} \cup (-)\Sigma_{\epsilon,t}$ from Def. 13.8 and that $\rho(t,u) = 1 - u + t$. Under the small-data and bootstrap assumptions of Sects. 12.1 12.4, if $\epsilon$ is sufficiently small, then the following estimates hold for $(t,u) \in [0, T_{\text{(Bootstrap)}}) \times [0, U_0]$:

\[
\begin{align*}
(20.57a) & \left\| \frac{1}{\sqrt{t}} \left( \hat{R} \Psi \right) g^{2(\mathcal{S}^{N-1})\mathcal{F}} \right\|_{L^2((-)\Sigma_{\epsilon,t}^t)} \\
\leq & (\sqrt{12} + C \epsilon) \left\| gL \mu \right\|_{C^0(\Sigma_{\epsilon,t}^t)} \int_{t'=0}^t \frac{1}{\mu_{\ast}\left(t',u\right)} \cdot \int_{t'=0}^t \frac{1}{\rho(t',u)\mu_{\ast}\left(t',u\right)} \tilde{Q}_{_{(\leq N)}}^{1/2}(t',u) \, dt' \\
& + C \epsilon \frac{1}{\mu_{\ast}\left(t,u\right)} \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} \tilde{Q}_{_{(\leq N)}}^{1/2}(t',u) \, dt' \\
& + C \epsilon \frac{1}{\mu_{\ast}\left(t,u\right)} \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} \mu_{\ast}\left(t',u\right) \tilde{Q}_{_{(\leq N)}}^{3/2}(t',u) \, dt' \\
& + C \epsilon \ln(e + t) \left( \frac{1}{\mu_{\ast}\left(t,u\right)} \tilde{Q}_{_{(\leq N-1)}}^{1/2}(t,u) \right) \\
& + C \epsilon \ln(e + t) \left( \frac{1}{\mu_{\ast}\left(t,u\right)} \tilde{Q}_{_{(\leq N-1)}}^{1/2}(t,u) \right) \\
& + C \epsilon^2 \frac{1}{\mu_{\ast}\left(t,u\right)} .
\end{align*}
\]

\[
(20.57b) & \left\| \frac{1}{\sqrt{t}} \left( \hat{R} \Psi \right) g^{2(\mathcal{S}^{N-1})\mathcal{F}} \right\|_{L^2((+)\Sigma_{\epsilon,t}^t)} \\
\leq & (\sqrt{12} + C \epsilon) \left\| gL \mu \right\|_{C^0((+)\Sigma_{\epsilon,t}^t)} \int_{t'=0}^t \left\| \mu(t,s) \right\|_{C^0((+)\Sigma_{\epsilon,t}^{\prime,s})} \left\| \frac{1}{\rho(t',u)} \tilde{Q}_{_{(\leq N)}}^{1/2}(t',u) \right\| \, dt' \\
& + C \epsilon \frac{1}{\mu_{\ast}\left(t,u\right)} \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} \tilde{Q}_{_{(\leq N)}}^{1/2}(t',u) \, dt' \\
& + C \epsilon \frac{1}{\mu_{\ast}\left(t,u\right)} \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} \mu_{\ast}\left(t',u\right) \tilde{Q}_{_{(\leq N)}}^{3/2}(t',u) \, dt' \\
& + C \epsilon \ln(e + t) \left( \frac{1}{\mu_{\ast}\left(t,u\right)} \tilde{Q}_{_{(\leq N-1)}}^{1/2}(t,u) \right) \\
& + C \epsilon \ln(e + t) \left( \frac{1}{\mu_{\ast}\left(t,u\right)} \tilde{Q}_{_{(\leq N-1)}}^{1/2}(t,u) \right) \\
& + C \epsilon^2 \frac{1}{\mu_{\ast}\left(t,u\right)} .
\end{align*}
\]
Furthermore, the following less sharp estimate also holds:

\[
\| \mathcal{O} \mathcal{G}^{-1} \mathcal{H} \|_{L^2(\Sigma^*_t)} \leq C \ln(e + t)(1 + t)Q^{1/2}_{(\leq N)}(t, u) + C \epsilon(1 + t).
\]

**Proof.** We apply essentially the same reasoning used in the proof of Lemma \ref{lem:20.29} to the pointwise estimate \eqref{eq:17.59}. The factors of \( \sqrt{12} \) arise because in order to estimate the first term on the right-hand side of \eqref{eq:17.59}, we use inequalities \( \ref{eq:12.47c} \) and Cor. \( \ref{cor:12.48} \) and the elementary estimate

\[
\| \sum_{i=1}^{3} \| \mathcal{O}_i \mathcal{G}^{-1} \mathcal{H} \|^2 \|_{L^2(\Sigma^*_t)} \leq \sqrt{3} \max_{i=1}^{3} \| \mathcal{O}_i \mathcal{G}^{-1} \mathcal{H} \|_{L^2(\Sigma^*_t)}.
\]

\[
\square
\]

**Lemma 20.31 (Sharp \( L^2 \) estimates for \( \mathcal{E}_L + \text{tr}_g \chi \) applied to the partially modified version of \( \mathcal{G} \mathcal{F}^{-1} \mathcal{H} \)).** Let \( 1 \leq N \leq 24 \) and let \( \mathcal{G} \mathcal{F}^{-1} \mathcal{H} \) be an \( (N - 1)^{st} \) order pure spatial commutation vectorfield operator (see Def. \ref{def:7.2}). Let \( \mathcal{G} \mathcal{F}^{-1} \mathcal{H} \) be the corresponding one-form defined in \eqref{eq:11.51a}. Let \( \chi \) be the symmetric type \( (2) \) \( \mathcal{S}_{t, u} \) tensorfield defined in \eqref{eq:3.70} and recall that \( g(t, u) = 1 - u + t \). Under the small-data and bootstrap assumptions of Sects. \ref{sect:12.1} and \ref{sect:12.4}, if \( \epsilon \) is sufficiently small, then the following estimate holds for \( (t, u) \in [0, T_{(\text{Bootstrap})}] \times [0, U_0] \):

\[
\| \frac{1}{\sqrt{\mu}} \mathcal{G} \mathcal{F}^{-1} \mathcal{H} \|_{L^2(\Sigma^*_t)} \leq \sqrt{2} \| L \mu \|_{C^0(\Sigma^*_t)} - Q^{1/2}_{(\leq N)}(t, u) + \sqrt{2} \| L \mu \|_{C^0(\Sigma^*_t)} Q^{1/2}_{(\leq N)}(t, u) + C \epsilon \frac{1}{\mu(t, u)} Q^{1/2}_{(\leq N)}(t, u) + C \epsilon \frac{1}{(1 + t)^{3/2}} \frac{1}{\mu(t, u)} Q^{1/2}_{(\leq N)}(t, u) + C \epsilon \frac{1}{(1 + t)^{3/2}} \frac{1}{\mu(t, u)} Q^{1/2}_{(\leq N - 1)}(t, u) + C \epsilon \frac{1}{(1 + t)^{3/2}} \frac{1}{\mu(t, u)} Q^{1/2}_{(\leq N - 1)}(t, u) + C \epsilon \frac{1}{(1 + t)^{3/2}} \frac{1}{\mu(t, u)} Q^{1/2}_{(\leq N - 1)}(t, u) + C \epsilon.
\]

Furthermore, the following less sharp estimate also holds:

\[
\| \mathcal{G} \mathcal{F}^{-1} \mathcal{H} \|_{L^2(\Sigma^*_t)} \leq C Q^{1/2}_{(\leq N)}(t, u) + C \epsilon \frac{1}{\mu(t, u)} Q^{1/2}_{(\leq N - 1)}(t, u) + C \epsilon.
\]
20.4. DIFFICULT TOP-ORDER ERROR INTEGRAL ESTIMATES

Proof. To prove (20.60), we start by multiplying the second inequality in (17.55) by $\frac{1}{\sqrt{\mu}}(\tilde{R}\Psi)$ and taking the norm $\|\cdot\|_{L^2(\Sigma^T)}$. To bound the norm $\|\cdot\|_{L^2(\Sigma^T)}$ of the quantity arising from the term $\frac{1}{2}\partial G_{LL}^{\#}S^{-1}\tilde{R}\Psi$, we use the first equality in (20.50), the inequality

$$\left\|\frac{L\mu}{\mu}\right\|_{C^0(\Sigma^T)} \leq \frac{1}{\mu^*}(t,u) \left[\left\|L\mu\right\|_{C^0(\Sigma^T)} - \left\|\frac{L\mu}{\mu}\right\|_{C^0(\Sigma^T)} + \left\|\frac{L\mu}{\mu}\right\|_{C^0(\Sigma^T)}\right],$$

and the inequality $\|\partial G_{LL}^{\#}S^{-1}\tilde{R}\Psi\|_{L^2(\Sigma^T)} \leq \sqrt{2}\tilde{Q}_{(\leq N)}^{1/2}(t,u)$ (that is, (14.12d)) to deduce that

$$\left\|\frac{1}{2}\left(\tilde{R}\Psi\right)\partial G_{LL}^{\#}S^{-1}\tilde{R}\Psi\right\|_{L^2(\Sigma^T)} \leq \sqrt{2}\frac{1}{\mu^*}(t,u) \left[\left\|L\mu\right\|_{C^0(\Sigma^T)} - \left\|\frac{L\mu}{\mu}\right\|_{C^0(\Sigma^T)} + \left\|\frac{L\mu}{\mu}\right\|_{C^0(\Sigma^T)}\right] \tilde{Q}_{(\leq N)}^{1/2}(t,u) + C_T \tilde{Q}_{(\leq M)}^{1/2}(t,u).$$

Clearly, the right-hand side of (20.62) is bounded by the right-hand side of (20.60) as desired.

The quantities arising from the remaining terms (which are located on the right-hand side of (17.55)) can be bounded in the norm $\|\cdot\|_{L^2(\Sigma^T)}$ by the terms on the last three lines of the right-hand side of (20.60) with the help of Prop. 14.7, the bootstrap assumption $\left\|\tilde{R}\Psi\right\|_{C^0(\Sigma^T)} \leq \varepsilon(1 + t)^{-1}$, the estimate (19.2a), inequality (13.152), and the fact that $Q_{(\leq M)}$ and $\tilde{Q}_{(\leq M)}$ are increasing in both of their arguments.

The proof of (20.61) is simpler. We bound the term $\frac{1}{2}\partial G_{LL}^{\#}S^{-1}\tilde{R}\Psi$ from inequality (17.55) by using Prop. 14.7 and the estimate $\|G_{LL}\|_{C^0(\Sigma^T)} \lesssim 1$ (that is, (12.59b)) as follows:

$$\left\|\frac{1}{2}\partial G_{LL}^{\#}S^{-1}\tilde{R}\Psi\right\|_{L^2(\Sigma^T)} \lesssim \frac{1}{\mu^*}(t,u) \tilde{Q}_{(\leq N)}^{1/2}(t,u).$$

The remaining terms from inequality (17.55) can be bounded by using arguments similar to the ones we used in our proof of (20.60).

□

Lemma 20.32 (Sharp $L^2$ estimates for $L$ applied to a partially modified version of $S^{-1}tr\chi^{(\text{Small})}$). Let $1 \leq N \leq 24$ and let $S^{-1}$ be an $(N - 1)^{st}$ order pure spatial commutation vectorfield operator (see Def. 7.2). Let $(S^{-1})$ be the corresponding partially modified quantity defined in (11.45a). Let $\chi$ be the symmetric type $(N - 1)^{st}$ tensorfield defined in (3.70) and recall that $\phi(t,u) = 1 - u + t$. Under the small-data and bootstrap assumptions of Sects. 12.1-12.4, if $\varepsilon$ is sufficiently small, then the following estimate holds for $(t,u) \in [0,T(\text{Bootstrap})] \times
an integer and let $S \parallel \cdot \parallel$ in order to bound the norm (20.64)

$$
\| \frac{1}{\sqrt{\mu}} (\bar{R} \Psi) L \left\{ \varrho^2 (\mathcal{J}^{N-1}) \bar{\mathcal{J}} \right\}_L^2 (\Sigma^N_t) \\
\leq \sqrt{12} (1 + C \varepsilon) \left\| \left[ L \mu \right]_+ \left\|_{C^0(\Sigma^N_t)} \right\| Q^{1/2} (1 \leq N) (t, u) \\
+ \sqrt{12} (1 + C \varepsilon) \left\| \left[ L \mu \right]_+ \right\|_{C^0(\Sigma^N_t)} \right\| Q^{1/2} (1 \leq N) (t, u) \\
+ C \varepsilon \left( 1 + t \right)^{3/2} \left\| \mu^{1/2} (t, u) \right\| Q^{1/2} (1 \leq N) (t, u) \\
+ C \varepsilon \left( 1 + t \right)^{3/2} \left\| \mu^{1/2} (t, u) \right\| Q^{1/2} (1 \leq N) (t, u) \\
+ C \varepsilon^2 \left( 1 + t \right)^{3/2} \left\| \mu^{1/2} (t, u) \right\| Q^{1/2} (1 \leq N) (t, u).
$$

Furthermore, the following less sharp estimates also hold:

(20.65)

$$
\left\| L \left\{ \varrho^2 (\mathcal{J}^{N-1}) \bar{\mathcal{J}} \right\}_L^2 (\Sigma^N_t) \\
\| \varrho^2 \left\{ L + \text{tr} \chi \right\} (\mathcal{J}^{N-1}) \bar{\mathcal{J}} \right\|_{L^2(\Sigma^N_t)} \\
\leq C Q^{1/2} (1 \leq N) (t, u) + C Q^{1/2} (1 \leq N) (t, u) \\
+ C Q^{1/2} (1 \leq N) (t, u) + C \left\| \mu^{1/2} (t, u) \right\| Q^{1/2} (1 \leq N) (t, u) \\
+ C \varepsilon.
$$

PROOF. We apply the same reasoning used in the proof of Lemma 20.31 to the third and fourth pointwise inequalities in (11.45). The factors of $\sqrt{12}$ arise because in order to bound the norm $\left\| \cdot \right\|_{L^2(\Sigma^N_t)}$ of the term $-\frac{1}{2} \varrho^2 G_{\Delta \Xi} \Delta \mathcal{J} + N \Psi$ from the pointwise inequalities, we use inequalities (12.47c) and (14.12d), Cor. 12.48 and the elementary estimate

(20.66)

$$
\left\| \sum_{1 \leq l \leq 3} \left| \hat{\theta} (l, \mathcal{J}) \mathcal{J}^{N-1} \Psi \right|^2 \right\|_{L^2(\Sigma^N_t)} \\
\leq \sqrt{3} \max_{1 \leq l \leq 3} \left\| \hat{\theta} (l, \mathcal{J}) \mathcal{J}^{N-1} \Psi \right\|_{L^2(\Sigma^N_t)}.
$$

\[ \square \]

**LEMMA 20.33** (Estimates for some easy error integrals corresponding to the partially modified version of $\mathcal{O} \mathcal{J}^{N-1} \text{tr} \chi (\text{Small})$). Let $1 \leq N \leq 24$ be an integer and let $\mathcal{J}^{N-1}$ be an $(N - 1)^{\text{st}}$ order pure spatial commutation vectorfield operator (see definition (7.2a)). Let $(\mathcal{J}^{N-1}) \bar{\mathcal{J}}$ be the corresponding partially modified quantity defined in (11.45a) and let $O \in \mathcal{O}$ be a geometric rotation vectorfield (see definition (7.2b)). Under the small-data and bootstrap assumptions of Sects. (12.1)-(12.4), if $\varepsilon$ is sufficiently small, then we have the following spacetime integral estimate for the quantity $\text{Error}(1) [\mathcal{J}^{N-1} \mathcal{O} \Psi; w; \eta]$ defined in (10.40a), with
\( w := 1 \) and \( \eta := \varrho^2(\mathcal{S}^{-1}) \), for \( (t, u) \in [0, T_{\text{Bootstrap}}) \times [0, U_0] \):

\[
(20.67a) \quad \int_{M_{t,u}} \left| \text{Error}_{(1)}[\mathcal{S}^{-1}O\Psi; 1; \varrho^2(\mathcal{S}^{-1})] \right| \, d\omega \lesssim \varepsilon \tilde{Q}(t,u) + \varepsilon \tilde{Q}_{\leq N}(t,u) + \varepsilon \ln^2(e + t) \tilde{Q}_{\leq N-1}(t,u) + \varepsilon^3.
\]

Furthermore, we have the following hypersurface integral estimate for the quantity \( \text{Error}_{(2)}[\mathcal{S}^{-1}O\Psi; w; \eta] \) defined in (10.40a):

\[
(20.67b) \quad \int_{\Sigma^t} \left| \text{Error}_{(2)}[\mathcal{S}^{-1}O\Psi; 1; \varrho^2(\mathcal{S}^{-1})] \right| \, d\omega \lesssim \varepsilon \tilde{Q}(t,u) + \varepsilon \ln^2(e + t) \tilde{Q}_{\leq N-1}(t,u) + \varepsilon^3.
\]

Finally, we have the following hypersurface integral estimate for the quantity \( \text{Error}_{(3)}[O\mathcal{S}^{-1}\Psi; w; \eta] \) defined in (10.40c):

\[
(20.67c) \quad \int_{\Sigma^t_0} \left| \text{Error}_{(3)}[\mathcal{S}^{-1}O\Psi; 1; \varrho^2(\mathcal{S}^{-1})] \right| \, d\omega \lesssim \varepsilon^3.
\]

**Proof.** Throughout this proof, \( \eta := \varrho^2(\mathcal{S}^{-1}) \), as in the statement of the lemma. To prove (20.67a), we first express the spacetime integral as a time integral of integrals over \( \Sigma^t \): \( \int_{t,v=0}^t \int_{\Sigma^t_v} \cdots \, d\omega = \int_{t,v=0}^t \int_{\Sigma^t_v} \cdots \, d\omega \, dt' \). We bound all spatial integrals \( \int_{\Sigma^t_v} \cdots \, d\omega \) by using Cauchy-Schwarz in the form \( \int_{\Sigma^t_v} |v_1v_2v_3| \, d\omega \lesssim \|v_1\|_{C(\Sigma^t_v)} \|v_2\|_{L^Z(\Sigma^t_v)} \|v_3\|_{L^Z(\Sigma^t_v)} \). The product \( v_1v_2v_3 \) represents any of the products from the right-hand side of (10.40a) with \( \mathcal{S} := \mathcal{S}^{-1}O \), where \( \varrho^2 \) is equal to either the factor \( \mathcal{S}^{-1}O\Psi, O\mathcal{S}^{-1}O\Psi = O\mathcal{S}^{-1}O\Psi, \) or \( \mathcal{S}^{-1}O\Psi, \) \( v_3 \) is equal to either \( L\eta \) or \( \eta \), and \( v_1 \) is the product of the remaining factors. To bound \( v_2 \), we use the estimates \( \mathcal{S}^{-1}O\Psi \|_{L^Z(\Sigma^t_v)} \lesssim \tilde{Q}_{\leq N-1}(t', u) + \mu_*^{-1/2}(t', u) \tilde{Q}_{\leq N-1}(t', u) \), and \( \|O\mathcal{S}^{-1}O\Psi\|_{L^Z(\Sigma^t_v)} \lesssim \mu_*^{-1/2}(t', u) \tilde{Q}_{\leq N}(t', u) \), which follow from Prop. 14.7 and 12.35a, and, in the case of the estimate for \( \mathcal{S}^{-1}O\Psi \), a two-case argument that accounts for whether the left-most vectorfield in the operator \( \mathcal{S}^{-1} \) is equal to \( \bar{R} \) or a rotation \( O(t) \). To bound \( v_3 \), we respectively bound \( \|L\eta\|_{L^Z(\Sigma^t_v)} \) and \( \|\eta\|_{L^Z(\Sigma^t_v)} \) via the estimates.
To bound $v_1$, we use the inequalities \[ \| \dot{\Psi} \|_{C^0(\Sigma_0^N)} \lesssim \varepsilon (1+t')^{-1}, \]
\[ \| O \dot{\Psi} \|_{C^0(\Sigma_0^N)} \lesssim \varepsilon (1+t')^{-1}, \]
\[ \| \dot{\Psi} \|_{C^0(\Sigma_0^N)} \lesssim \varepsilon \ln(e+t')(1+t')^{-1}, \]
\[ \| \dot{\Psi} \|_{C^0(\Sigma_0^N)} \lesssim \varepsilon \ln(e+t')(1+t')^{-1}, \]
\[ \| \dot{\Psi} \|_{C^0(\Sigma_0^N)} \lesssim \varepsilon \ln(e+t')(1+t')^{-1}, \]
\[ \| \dot{\Psi} \|_{C^0(\Sigma_0^N)} \lesssim \varepsilon \ln(e+t')(1+t')^{-1}. \]

The first two of these inequalities follow from the bootstrap assumptions \( \text{(BA)} \), the next two from inequality \( \text{(12.48)} \), the estimate \( \text{(12.75)} \), and Cor. \( \text{12.48} \), the fifth one from \( \text{(7.8g), (12.10), (12.29b), (12.35a), (12.59b), (12.129a), Cor. 12.48} \) and the bootstrap assumptions \( \text{(BA)} \), and the last two from \( \text{(12.169)} \).

Examining the products on the right-hand side of \( \text{(10.40a)} \), combining the above estimates for $v_1$, $v_2$, and $v_3$, using simple estimates of the form $ab \lesssim a^2 + b^2$, using the fact that $Q_{\leq N}$, $Q_{\leq N-1}$, and $Q_{\leq N-1}$ are increasing in their arguments, and using the estimates \( \text{(13.150), (13.151), and (13.152)} \), we deduce that all of the integrals $\int_{\mathcal{M}_t \cdots} dv$ are $\lesssim$ one of the following:

\[ \varepsilon \int_{t'=0}^t \frac{1}{(1+t')^{3/2} \mu_{t'}^{1/2}(t',u)} Q_{\leq N}(t',u) dt' \]
\[ \lesssim \varepsilon Q_{\leq N}(t,u), \]
\[ \varepsilon \int_{t'=0}^t \frac{1}{(1+t')^{3/2} \mu_{t'}^{1/2}(t',u)} Q_{\leq N}(t',u) dt' \]
\[ \lesssim \varepsilon Q_{\leq N}(t,u), \]
\[ \varepsilon \int_{t'=0}^t \frac{1}{(1+t')^{3/2} \mu_{t'}^{1/2}(t',u)} Q_{\leq N}(t',u) dt' \]
\[ \lesssim \varepsilon Q_{\leq N}(t,u) + \varepsilon \ln^2(e+t)Q_{\leq N-1}(t,u), \]
\[ \varepsilon \int_{t'=0}^t \frac{1}{(1+t')^{3/2} \mu_{t'}^{1/2}(t',u)} Q_{\leq N}(t',u) dt' \]
\[ \lesssim \varepsilon Q_{\leq N}(t,u) + \varepsilon \ln^2(e+t)Q_{\leq N-1}(t,u), \]
\[ \varepsilon \int_{t'=0}^t \frac{1}{(1+t')^{3/2} \mu_{t'}^{1/2}(t',u)} Q_{\leq N}(t',u) dt' \]
\[ \lesssim \varepsilon Q_{\leq N}(t,u) + \varepsilon \ln^2(e+t)Q_{\leq N-1}(t,u), \]
\[ \varepsilon \int_{t'=0}^t \frac{1}{(1+t')^{3/2} \mu_{t'}^{1/2}(t',u)} Q_{\leq N}(t',u) dt' \]
\[ \lesssim \varepsilon Q_{\leq N}(t,u) + \varepsilon \ln^2(e+t)Q_{\leq N-1}(t,u), \]
\[ \varepsilon \int_{t'=0}^t \frac{1}{(1+t')^{3/2} \mu_{t'}^{1/2}(t',u)} Q_{\leq N}(t',u) dt' \]
\[ \lesssim \varepsilon Q_{\leq N}(t,u) + \varepsilon \ln^2(e+t)Q_{\leq N-1}(t,u), \]
We have therefore proved the desired estimate \( (20.67a) \).

Applying similar reasoning to the terms on the right-hand side of \( (10.40b) \) (without having to integrate in time), we deduce \( (20.67b) \).

Finally, the estimate \( (20.67c) \) follows easily from the estimates of Sect. 12.8 and Lemma 12.30 since the integrands on the right-hand side of \( (10.40c) \) are cubic and depend on the data. □

**Lemma 20.34 (Estimates for some easy error integrals corresponding to the partially modified version of \( \Delta \mathcal{R}^{N-1} \)).** Let \( 1 \leq N \leq 24 \) be an integer and let \( \mathcal{R}^{N-1} \) be an \((N-1)\)st order pure spatial commutation vectorfield operator (see Def. 7.2). Let \( \mathcal{R}^{N-1} \) be the corresponding partially modified \( S_{t,u} \) one-form defined in \( (11.51a) \). Consider the \( S_{t,u} \)-tangent vectorfield \( Y := (\mathcal{R}^{N-1})^{\#} \), and define the weight function \( w = w(t,u) := \rho^2(t,u) \), where \( \rho(t,u) = 1 - u + t \).

Under the small-data and bootstrap assumptions of Sects. 12.1-12.4 if \( \varepsilon \) is sufficiently small, then we have the following spacetime integral estimate for the quantity \( \log_{\{1\}}[\mathcal{R}^{N-1} \tilde{\mathcal{R}} \Psi; w; Y] \) defined in \( (10.43a) \) for \( (t,u) \in [0, T_{\text{Bootstrap}}) \times [0,U_0) \):

\[
(20.75a) \quad \int_{\mathcal{M}_{t,u}} \left| \log_{\{1\}}[\mathcal{R}^{N-1} \tilde{\mathcal{R}} \Psi; \rho^2; (\mathcal{R}^{N-1})^{\#}] \right| \, d\varpi \lesssim \varepsilon^3 \quad \text{q.e.d.}
\]

Furthermore, we have the following hypersurface integral estimate for the quantity \( \log_{\{2\}}[\mathcal{R}^{N-1} \tilde{\mathcal{R}} \Psi; w; Y] \) defined in \( (10.43b) \):

\[
(20.75b) \quad \int_{\Sigma_t} \left| \log_{\{2\}}[\mathcal{R}^{N-1} \tilde{\mathcal{R}} \Psi; \rho^2; (\mathcal{R}^{N-1})^{\#}] \right| \, d\varpi \lesssim \varepsilon^3 \quad \text{q.e.d.}
\]

Finally, we have the following hypersurface integral estimate for the quantity \( \log_{\{3\}}[\mathcal{R}^{N-1} \tilde{\mathcal{R}} \Psi; w; Y] \) defined in \( (10.43c) \):

\[
(20.75c) \quad \int_{\Sigma_0} \left| \log_{\{3\}}[\mathcal{R}^{N-1} \tilde{\mathcal{R}} \Psi; \rho^2; (\mathcal{R}^{N-1})^{\#}] \right| \, d\varpi \lesssim \varepsilon^3.
\]

**Proof.** With the help of inequality \( (12.47a) \), we may apply reasoning similar to the reasoning that we used to prove Lemma 20.33 and we therefore omit the details.
We note that we use the estimates (20.49) and (20.61) in place of the estimates (20.58) and (20.65) used in the proof of Lemma 20.33. Moreover, we bound the factors $L^{w - \text{tr} g / \chi w} = -\varrho^{2} \text{tr} \chi^{(\text{Small})}$ (this identity follows easily from (4.1c) and the fact that $L^{\varrho} = 1$) appearing on the right-hand side of (10.43a) with the estimate (12.129a). In addition, we bound the factor $\frac{d}{\{L^{\tilde{\nu} R \Psi + 1 \over 2} \text{tr} g / \chi^{\tilde{\nu} R \Psi}\}}$ appearing on the right-hand side of (10.43a) with the estimates (12.47a) and (12.169). □

In Sects. 20.5-20.7, we use the auxiliary lemmas to prove the three lemmas of primary interest, namely Lemmas 20.20, 20.25, and 20.26. We begin with the proof of Lemma 20.20.

20.5. Proof of Lemma 20.20

We now prove Lemma 20.20. To deduce (20.24a), we show that

\[
\left(\begin{array}{c}
\|\mu^{2 N -1} \mathcal{I} \|_{L^{2}(\Sigma_{T})} \\
\sum_{a=1}^{3} \|\mu^{2 N -1} \mathcal{I}^{a(\text{Small})} \|_{L^{2}(\Sigma_{T})} \\
\|\mu^{2 N -1} \mathcal{I}^{(\text{Small})} \|_{L^{2}(\Sigma_{T})} \\
\|\mu^{2 N -1} \mathcal{I}^{(\text{Small})} \|_{L^{2}(\Sigma_{T})} \\
\|\mu^{2 N -1} \mathcal{I}^{(\text{Small})} \|_{L^{2}(\Sigma_{T})}
\end{array}\right)
\]

(20.76)

\[
\leq \int_{t=0}^{t} \frac{1}{\mu^{2 N -1} \mathcal{I}} \mathcal{Q}^{\frac{1}{2}}(\leq N)(t', u) \quad dt'
\]

\[
+ \int_{t=0}^{t} \frac{1}{1 + t'}^{3/2} \mu^{\mathcal{Q}^{\frac{1}{2}}(\leq N)}(t', u) \quad dt' + Q^{\frac{1}{2}}(t, u)
\]

\[
+ \int_{t=0}^{t} \frac{1}{1 + t'}^{3/2} \mu^{\mathcal{Q}^{\frac{1}{2}}(\leq N)}(t', u) \quad dt' + \varepsilon \left\{\ln \mu^{2 N -1} + 1\right\}
\]

\[
+ \varepsilon \int_{t=0}^{t} \frac{1}{1 + t'}^{3/2} \left(\|\mu^{2 N -1} \mathcal{I} \|_{L^{2}(\Sigma_{T})} \right) \quad dt'.
\]

The desired estimate (20.24a) then follows from applying Gronwall’s inequality to the quantity on the left-hand side of (20.76).

It remains for us to prove (20.76). We first prove the desired estimate for

\[
\left(\begin{array}{c}
\|\mu^{2 N -1} \mathcal{I}^{(\text{Small})} \|_{L^{2}(\Sigma_{T})} \\
\|\mu^{2 N -1} \mathcal{I}^{(\text{Small})} \|_{L^{2}(\Sigma_{T})} \\
\|\mu^{2 N -1} \mathcal{I}^{(\text{Small})} \|_{L^{2}(\Sigma_{T})}
\end{array}\right)
\]

To this end, we first use (20.33) and (20.35) to
deduce that

\[
(20.77) \quad \left\| \frac{\partial}{\partial t} \hat{\nabla} \hat{Z}^{N-1} \chi^{(Small)} \right\|_{L^2(\Sigma_T^s)} \leq \left\| \hat{\nabla} \hat{Z}^{N-1} \chi^{(Small)} \right\|_{L^2(\Sigma_T^s)}
\]

\[
\lesssim \sum_{i=1}^3 \left\| \mu O_{(i)} \hat{Z} \leq N-1 \text{tr}_g \chi^{(Small)} \right\|_{L^2(\Sigma_T^s)} + \left\| \hat{\nabla} \hat{Z}^{N-1} \chi^{(Small)} \right\|_{L^2(\Sigma_T^s)}
\]

\[
+ Q_{(\leq N)}^{1/2}(t, u) + \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu_{*}^{1/2}(t', u)} \bar{Q}_{(\leq N)}^{1/2}(t', u) \, dt' + \varepsilon.
\]

Next, applying the elliptic estimate \([18.16]\) to \( \hat{\nabla} \hat{Z}^{N-1} \chi^{(Small)} \) and using inequalities \([20.36]\) and \([20.37]\), we bound the second term on the right-hand side of \((20.77)\) as follows:

\[
(20.78) \quad \left\| \frac{\partial}{\partial t} \hat{\nabla} \hat{Z}^{N-1} \chi^{(Small)} \right\|_{L^2(\Sigma_T^s)} \leq \left\| \hat{\nabla} \hat{Z}^{N-1} \chi^{(Small)} \right\|_{L^2(\Sigma_T^s)}
\]

\[
+ \varepsilon \frac{\ln(e + t)}{1 + t} \left\| \hat{\nabla} \hat{Z}^{N-1} \chi^{(Small)} \right\|_{L^2(\Sigma_T^s)}
\]

\[
\lesssim \sum_{i=1}^3 \left\| \mu O_{(i)} \hat{Z} \leq N-1 \text{tr}_g \chi^{(Small)} \right\|_{L^2(\Sigma_T^s)}
\]

\[
+ Q_{(\leq N)}^{1/2}(t, u)
\]

\[
+ \int_{t'=0}^t \frac{1}{(1 + t')^{3/2} \mu_{*}^{1/2}(t', u)} \bar{Q}_{(\leq N)}^{1/2}(t', u) \, dt' + \varepsilon.
\]

With the exception of \( \left\| \mu O \hat{Z} \leq N-1 \text{tr}_g \chi^{(Small)} \right\|_{L^2(\Sigma_T^s)} \), all terms on the right-hand side of \((20.77)\) and \((20.78)\) are clearly \( \lesssim \) the right-hand side of \((20.76)\) as desired. To bound \( \left\| \mu O \hat{Z} \leq N-1 \text{tr}_g \chi^{(Small)} \right\|_{L^2(\Sigma_T^s)} \), we use inequality \((20.41)\), the simple inequality \( \left\| \hat{\nabla} \hat{Z} \leq N-1 \mu \right\|_{L^2(\Sigma_T^s)} \leq \left\| \hat{\nabla} \hat{Z} \leq N-1 \mu \right\|_{L^2(\Sigma_T^s)} \), inequality \((20.35)\), and the estimate \( \int_{s=0}^{t'} \frac{1}{(1 + s)^{3/2} \mu_{*}^{1/2}(s, u)} \bar{Q}_{(\leq N)}^{1/2}(s, u) \, ds \lesssim \bar{Q}_{(\leq N)}^{1/2}(t', u) \) (which follows from \([13.151]\) and the fact that \( \bar{Q}_{(\leq N)} \) is increasing in its arguments) to deduce
that

\[(20.79)\]

\[
\left\| \mu O \mathcal{F}^{\leq N-1} \text{tr}_g \chi^{(\text{Small})} \right\|_{L^2(\Sigma_T^t)} \leq \int_{t' = 0}^{t} \left\| [\mathcal{L}] - \| c_{\alpha}(\Sigma^t_{\alpha}) \right\|_{L^2(\Sigma^t_{\alpha})} \left( Q^{1/2}_{(\leq N)}(t', u) \right) dt' + \int_{t' = 0}^{t} \frac{1}{(1 + t')^{3/2} \mu_*(t', u)} \bar{Q}^{1/2}_{(\leq N)}(t', u) dt' \\
+ Q_{(\leq N)}^{1/2}(t, u) + \int_{t' = 0}^{t} \frac{1}{(1 + t')^{3/2} \mu_*(t', u)} \bar{Q}^{1/2}_{(\leq N)}(t', u) dt' \\
+ \varepsilon \left\{ \ln \mu_*^{-1}(t, u) + 1 \right\}.
\]

Clearly, the right-hand side of \[(20.79)\] is \(\lesssim\) the right-hand side of \[(20.76)\] as desired. We have thus bounded \(\| \partial \mathcal{N} \bar{\mathcal{F}}^{N-1} \chi^{(\text{Small})} \|_{L^2(\Sigma_T^t)}\) and \(\| \partial \mathcal{N} \bar{\mathcal{F}}^{N-1} \chi^{(\text{Small})} \|_{L^2(\Sigma_T^t)}\) by the right-hand side of \[(20.76)\] as desired. Using in addition inequality \[(12.47a)\], we deduce from \[(20.79)\] that \(\| \mu \mathcal{N} \bar{\mathcal{F}}^{N-1} \chi^{(\text{Small})} \|_{L^2(\Sigma_T^t)}\) is also \(\lesssim\) the right-hand side of \[(20.76)\] as desired.

The proof that \(\| \mu \bar{\mathcal{F}}^{N-1} \chi^{(\text{Small})} \|_{L^2(\Sigma_T^t)}\) is bounded by the right-hand side of \[(20.76)\] is similar but simpler because the elliptic estimates involve a scalar quantity rather than a trace-free tensorial one. Specifically, we first use inequalities \[(12.47a)\] and \[(19.2a)\], the elliptic estimate \[(18.10)\], and the fact that \(Q_{(\leq N)}\) is increasing in its arguments to deduce that

\[(20.80)\]

\[
\| \mu \bar{\mathcal{F}}^{N-1} \chi^{(\text{Small})} \|_{L^2(\Sigma_T^t)} \lesssim \| \mu \Delta \mathcal{F}^{N-1} \chi^{(\text{Small})} \|_{L^2(\Sigma_T^t)} \\
+ Q^{1/2}_{(\leq N)}(t, u) + \int_{t' = 0}^{t} \frac{1}{(1 + t')^{3/2} \mu_*(t', u)} \bar{Q}^{1/2}_{(\leq N)}(t', u) dt' \\
+ \varepsilon.
\]

All terms on the right-hand side of \[(20.80)\] except for the first one are manifestly bounded by the right-hand side of \[(20.76)\] as desired. To bound the remaining term \(\| \mu \Delta \mathcal{F}^{N-1} \chi^{(\text{Small})} \|_{L^2(\Sigma_T^t)}\) by the right-hand side of \[(20.76)\], we use inequality \[(20.41)\] and then argue as in the previous paragraph to bound this quantity by the right-hand side of \[(20.79)\] as desired.

To complete the proof of \[(20.76)\], it remains only for us to bound \(\sum_{a=1}^{3} \| \bar{\mu} \mathcal{N}^{2} \mathcal{F}^{N-1} L_{\text{Small}}^{a} \|_{L^2(\Sigma_T^t)}\) by the right-hand side of \[(20.76)\]. The proof is based on inequality \[(20.39)\] and the elliptic estimate \[(18.10)\]. We omit the details because they are very similar to the bound for \(\| \mu \bar{\mathcal{F}}^{N-1} \chi^{(\text{Small})} \|_{L^2(\Sigma_T^t)}\) proved in the previous paragraph.
To prove (20.24b), we first use inequalities (13.148) and (13.149) and the fact that $Q_{(\leq N)}$ and $\bar{Q}_{(\leq N)}$ are increasing in both of their arguments to deduce that the right-hand side of (20.24a) is

\[(20.81) \lesssim \ln \mu^{-1}(t,u) + 1 \} Q_{(\leq N)}^{1/2}(t,u) + \{ \ln \mu^{-1}(t,u) + 1 \} \bar{Q}_{(\leq N)}^{1/2}(t,u) + \varepsilon \{ \ln \mu^{-1}(t,u) + 1 \} .\]

Next, we combine inequality (20.81) with Lemma 12.57, which allows us to bound the right-hand side of (20.24a) by

\[(20.82) \lesssim (1 + t) \int_{t' = 0}^{t} \frac{1}{1 + t'} \{ \ln \mu^{-1}(t,u) + 1 \} Q_{(\leq N)}^{1/2}(t',u) dt' + (1 + t) \int_{t' = 0}^{t} \frac{1}{1 + t'} \{ \ln \mu^{-1}(t,u) + 1 \} \bar{Q}_{(\leq N)}^{1/2}(t',u) dt' + \varepsilon (1 + t) \int_{t' = 0}^{t} \{ \ln \mu^{-1}(t,u) + 1 \} dt'.\]

Again using the fact that $Q_{(\leq N)}$ and $\bar{Q}_{(\leq N)}$ are increasing in both of their arguments and also using (13.152), we deduce that the right-hand side of (20.82) is

\[\lesssim \ln(e + t) (1 + t) Q_{(\leq N)}^{1/2}(t,u) + \ln(e + t) (1 + t) \bar{Q}_{(\leq N)}^{1/2}(t,u) + \epsilon \ln(e + t)(1 + t)\]

as desired.

\[\square\]

### 20.6. Proof of Lemma 20.25

We now use the auxiliary lemmas to prove the first lemma of primary interest, namely Lemma 20.25. We give the proof for the first integral on the left-hand side of (20.31). The proof for the second one is nearly identical and we describe the minor differences at the end of the proof. To begin, we split the integrand into two pieces as follows:

\[(20.83) \left\{ (1 + 2\mu)L \mathcal{N}^{-1} \tilde{R}^{\Psi} + 2 \tilde{R} \mathcal{N}^{-1} \tilde{R}^{\Psi} \right\} (\tilde{R}^{\Psi}) \Delta \mathcal{N}^{-1} \mu = (1 + 2\mu) (L \mathcal{N}^{-1} \tilde{R}^{\Psi})(\tilde{R}^{\Psi}) \Delta \mathcal{N}^{-1} \mu + 2(\tilde{R} \mathcal{N}^{-1} \tilde{R}^{\Psi})(\tilde{R}^{\Psi}) \Delta \mathcal{N}^{-1} \mu.\]

The integral of the first product on the right-hand side of (20.83) is much easier to bound than that of the second; we bound the integral of the easier product at the end of the proof using a separate argument.

*Bound for $\int_{M_{t,u}} (\tilde{R} \mathcal{N}^{-1} \tilde{R}^{\Psi})(\tilde{R}^{\Psi}) \Delta \mathcal{N}^{-1} \mu d\varpi$: Our goal is to bound the space-time integral*

\[(20.84) \int_{M_{t,u}} (2 \tilde{R} \mathcal{N}^{-1} \tilde{R}^{\Psi})(\tilde{R}^{\Psi}) \Delta \mathcal{N}^{-1} \mu d\varpi\]

in magnitude by the right-hand side of (20.31). To this end, we first use the final inequality in (15.1), the bootstrap assumption $\| \tilde{R}^{\Psi} \|_{C^0(\Sigma^t)} \leq \varepsilon (1 + t)^{-1}$, and Def. 16.2 to deduce that

\[(20.85) \quad (\tilde{R}^{\Psi}) \Delta \mathcal{N}^{-1} \mu = (\tilde{R}^{\Psi}) \tilde{R} \mathcal{N}^{-1} \text{tr}_g^{(\text{Small})} + \text{Harmless} \leq N.\]
By Cor. 20.16 the part of the spacetime integral \((20.84)\) involving the \(Harmless \leq N\) terms from \((20.85)\) has already been bounded by the right-hand side of \((20.31)\). It remains for us to bound the spacetime integral \((20.84)\) with \(\Delta \mathcal{F}^{-1} \mu\) replaced by \(\mathcal{R} \mathcal{G}^{-1} \mathcal{H}^{(Small)}\). To this end, we first express it as a time integral of integrals over \(\Sigma^u_t\): \(\int_{M^u_t} \cdots d\omega = \int_{t'=0}^t \int_{\Sigma^u_{t'}} \cdots d\omega \ dt'\). Next, using Cauchy-Schwarz on \(\Sigma^u_t\) and inequality \((14.11c)\), we deduce that

\[
\int \mathcal{R} \mathcal{G}^{-1} \mathcal{H}^{(Small)} d\omega \leq 2 \int_{t'=0}^t \int \mathcal{R} \mathcal{G}^{-1} \mathcal{H}^{(Small)} \mathcal{L}^{2(\Sigma^u_{t'})} \ dt' \leq 2 \int_{t'=0}^t Q_{t',u}^{1/2} (t', u) \mathcal{R} \mathcal{G}^{-1} \mathcal{H}^{(Small)} \mathcal{L}^{2(\Sigma^u_{t'})} \ dt'.
\]

The main part of the argument consists of showing that there exists a small constant \(a > 0\) such that the following key inequality holds for the integrand factor on the right-hand side of \((20.86)\):

\[
\left\| \mathcal{R} \mathcal{G}^{-1} \mathcal{H}^{(Small)} \right\|_{L^2(\Sigma^u_t)} \leq 4.5 \left( \left\| [\mathcal{F}] \right\|_{C^0(\Sigma^u_t)} + \left\| [\mathcal{F}] \right\|_{C^0(\Sigma^u_t)} \mathcal{L}^{1/2(\Sigma^u_t)}(s, u) ds + C \varepsilon \left( 1 + t \right)^{1+a} \frac{1}{\mu_*(t, u)} \int_{s=0}^t \frac{1}{1+s} \frac{1}{\mu_*(s, u)} \mathcal{L}^{1/2(\Sigma^u_t)}(s, u) ds + C \varepsilon \left( 1 + t \right)^{1+a} \frac{1}{\mu_*(t, u)} \int_{s=0}^t \frac{1}{1+s} \frac{1}{\mu_*(s, u)} \mathcal{L}^{1/2(\Sigma^u_t)}(s, u) ds + 4.5 \left\| [\mathcal{F}] \right\|_{C^0(\Sigma^u_t)} \mathcal{L}^{1/2(\Sigma^u_t)}(t, u) + 4.5 \left\| [\mathcal{F}] \right\|_{C^0(\Sigma^u_t)} \mathcal{L}^{1/2(\Sigma^u_t)}(s, u) ds + 4.5 \left\| [\mathcal{F}] \right\|_{C^0(\Sigma^u_t)} \mathcal{L}^{1/2(\Sigma^u_t)}(t, u) + C \varepsilon \left( 1 + t \right)^{1+a} \frac{1}{\mu_*(t, u)} \mathcal{L}^{1/2(\Sigma^u_t)}(t, u) + C \varepsilon \left( 1 + t \right)^{1+a} \frac{1}{\mu_*(t, u)} \mathcal{L}^{1/2(\Sigma^u_t)}(t, u) + C \varepsilon \left( 1 + t \right)^{3/2} \frac{1}{\mu_*(t, u)} \mathcal{L}^{1/2(\Sigma^u_t)}(t, u) + C \varepsilon \left( 1 + t \right)^{3/2} \frac{1}{\mu_*(t, u)} \mathcal{L}^{1/2(\Sigma^u_t)}(t, u) + C \varepsilon^2 \left( 1 + t \right)^{3/2} \frac{1}{\mu_*(t, u)} \mathcal{L}^{1/2(\Sigma^u_t)}(t, u).
\]

Once we have shown \((20.87)\), in order to bound the right-hand side of \((20.86)\) by the right-hand side of \((20.31)\), we insert inequality \((20.87)\) (with \(t\) replaced by \(t'\)) into the right-hand side of \((20.86)\) and then integrate the inequality from \(t' = 0\) to
$t' = t$. We use inequality (13.26) to bound the factors $\|L\mu\|_{C^0(\Sigma^t_N)}$ arising from the right-hand side of (20.87). The factor of 2 on the right-hand side of (20.86) results in the doubling of the “boxed” constants on the right-hand side of (20.87), that is, the boxed constants in (20.31) are twice as large as the ones in (20.87). These estimates allow us to bound the integrals corresponding to all but the last five terms on the right-hand side of (20.87) by the right-hand side of (20.31). We now explain how to suitably bound these last five terms. Specifically, to bound the integral arising from the term $C\varepsilon \ln^3(e + t)(1 + t)^{-1}mu_*^{-3/2}(t, u)Q_{t \leq N-1}(t, u)$ on the right-hand side of (20.87) by the right-hand side of (20.31), we use the fact that $Q_{t \leq N-1}$ and $Q_{t \leq N}$ are increasing in both of their arguments and inequality (13.147) to deduce that

$$
(20.88) \quad \varepsilon \int_{t'=0}^t \frac{\ln^3(e + t')}{(1 + t')} \frac{1}{\mu_*^{3/2}(t', u)} \frac{Q_{t \leq N-1}^{1/2}(t', u)}{Q_{t \leq N-1}^{1/2}(t', u)} dt'
\lesssim \varepsilon \ln^3(e + t) \frac{1}{\mu_*^{3/2}(t', u)} \frac{Q_{t \leq N}^{1/2}(t', u)}{Q_{t \leq N-1}^{1/2}(t, u)} \int_{t'=0}^t \frac{1}{(1 + t') \mu_*^{3/2}(t', u)} dt'
\lesssim \varepsilon \ln^3(e + t) \frac{1}{\mu_*^{3/2}(t', u)} \frac{Q_{t \leq N}^{1/2}(t, u)}{Q_{t \leq N-1}^{1/2}(t, u) + \varepsilon Q_{t \leq N}(t, u)},
$$

which is clearly $\lesssim$ the right-hand side of (20.31) as desired. We can similarly bound the integrals generated by the second term on the next-to-last line of the right-hand side of (20.87) and the term on the last line of the right-hand side of (20.87), but we use inequality (13.146) in place of inequality (13.147). Finally, it is straightforward to see that we can bound the integrals generated by the two terms on the third-to-last line of the right-hand side of (20.87) by the terms

$$
C\varepsilon \int_{t'=0}^t \frac{1}{(1 + t')^{1+\alpha} \mu_*^{1+\alpha}(t', u)} Q_{t \leq N}(t', u) + C\varepsilon \int_{t'=0}^t \frac{1}{(1 + t')^{1+\alpha} \mu_*^{1+\alpha}(t', u)} \overline{Q}_{t \leq N}(t', u)
$$

on the right-hand side of (20.31). We have thus shown that the desired inequality (20.31) follows from (20.87).

It remains for us to prove (20.87). By Prop. 17.7, it suffices to bound the norm $\| \cdot \|_{L^2(\Sigma^t_N)}$ of the terms on the right-hand side of (17.35) by the right-hand side of (20.87). We proceed by arguing one term at a time. We begin by using the estimate

$$
\| \hat{R} \cdot N \Psi \|_{L^2(\Sigma^t_N)} \leq Q_{t \leq N}^{1/2}(t, u),
$$

which follows from inequality (14.11c), to deduce that the norm $\| \cdot \|_{L^2(\Sigma^t_N)}$ of the first product on the right-hand side of (17.35) is

$$
(20.89) \quad \| L\mu \|_{C^0(\Sigma^t_N)} \leq 2 \| \frac{L\mu}{\mu} + \frac{\hat{R} \cdot N \Psi}{L^2(\Sigma^t_N)} \|_{L^2(\Sigma^t_N)} + \| \frac{L\mu}{\mu} \|_{C^0(\Sigma^t_N)} \leq \| L\mu \|_{C^0(\Sigma^t_N)},
$$

which in turn is manifestly bounded by the right-hand side of (20.87).

To bound the norm $\| \cdot \|_{L^2(\Sigma^t_N)}$ of the second product on the right-hand side of (17.35), we first use Lemma 12.57 and inequality (14.11c) to bound the norm.
\[ \left\| \mathcal{L}^{1/2} \right\|_{L^2(\mathcal{S}_t^\varepsilon)} \text{ of the time integral term as follows:} \]

\[ (20.90) \quad \left\| \int_{t' = 0}^{t} \frac{\left\| L_{\mu} - \mathbb{C}_{(\Sigma_r^C)} \right\|}{\mu_*(t', u)} g(t', u) \left| \bar{R} \mathcal{N}_\Psi \right| (t', u, \vartheta) dt' \right\|_{L^2(\Sigma^C)} \leq (1 + C \varepsilon) g(t, u) \int_{t' = 0}^{t} \left\| \frac{\left( \mu(t', \cdot) \right)^2}{\mu} \right\|_{\mathbb{C}^0(\Sigma_r^C)} Q^{1/2}(\leq N)(t', u) dt'. \]

The factor on the right-hand side of \( (17.35) \) that multiplies the first time integral is bounded in the norm \( \left\| \cdot \right\|_{\mathbb{C}^0(\Sigma_t^\varepsilon)} \) by

\[ (20.91) \quad \leq 4(1 + C \sqrt{\varepsilon}) \frac{1}{g(t, u)} \left\| L_{\mu} - \mathbb{C}_{(\Sigma_r^C)} \right\|_{\mu_*(t, u)} + 4(1 + C \sqrt{\varepsilon}) \frac{1}{g(t, u)} \left\| L_{\mu} \right\|_{\mathbb{C}^0(\Sigma_t^\varepsilon)}. \]

We now multiply the right-hand sides of \( (20.90) \) and \( (20.91) \) and note that the resulting product is bounded by the right-hand side of \( (20.87) \) as desired. Note that this argument does not exhaust the full amount of the constant \( 4.5 \) in front of the first term on the right-hand side of \( (20.87) \), but rather only \( 4(1 + C \sqrt{\varepsilon}) \).

To bound the norm \( \left\| \cdot \right\|_{L^2(\Sigma_t^\varepsilon)} \) of the third product on the right-hand side of \( (17.35) \), we first use Lemma \( 12.57 \) inequality \( (13.144) \) with the parameter \( b > 0 \) chosen to be small enough so that \( 1 + Cb \leq 1.1 \) on the right-hand side of \( (13.144) \), inequality \( (14.11c) \), and the fact that \( Q(\leq N) \) is increasing in its arguments to bound the norm \( \left\| \cdot \right\|_{L^2(\Sigma_t^\varepsilon)} \) of the time integral (more precisely, the second time integral on the right-hand side of \( (17.35) \)) as follows:

\[ (20.92) \quad \left\| \int_{t' = 0}^{t} \left( \frac{\mu(t', \cdot)}{\mu} \right)^2 g(t', u) \left| \bar{R} \mathcal{N}_\Psi \right| (t', u, \vartheta) dt' \right\|_{L^2(\Sigma^C)} \leq (1 + C \varepsilon) g(t, u) \int_{t' = 0}^{t} \left( \frac{\mu(t', \cdot)}{\mu} \right)^2 \left\| \mathbb{C}^0(\Sigma_r^C) \right\| Q^{1/2}(\leq N)(t', u) dt' \leq (1.1)(1 + C \varepsilon) g^2(t, u) Q^{1/2}(\leq N)(t, u) + C g^2(t, u) \frac{\ln^2(e + t)}{e}(1 + t)^b Q^{1/2}(\leq N)(t, u) \leq (1.2) g^2(t, u) Q^{1/2}(\leq N)(t, u) + C g^2(t, u) \frac{1}{(1 + t)^a} Q^{1/2}(\leq N)(t, u), \]

where \( 0 < a < b \) is a constant. The factor on the right-hand side of \( (17.35) \) that multiplies the second time integral (which is under consideration) is bounded in the norm \( \left\| \cdot \right\|_{\mathbb{C}^0(\Sigma_t^\varepsilon)} \) by the right-hand side of \( (20.91) \), except \( g^{-1} \) is replaced by \( g^{-2} \) and \( 4(1 + C \sqrt{\varepsilon}) \) is replaced with \( 2(1 + C \varepsilon) \). Multiplying this factor by the first term on the right-hand side of \( (20.92) \), we see that the resulting product is bounded by the right-hand side of \( (20.87) \) as desired. Note that in bounding this term and the first one, we did not exhaust the full amount of the constant \( 4.5 \) in front of the fourth term on the right-hand side of \( (20.87) \), but rather only \( 2(1 + 2.2) + 4.4 + C \varepsilon \). Next, we use the estimate \( (12.129) \) for \( L_{\mu} \) to deduce the following easier estimate for the factor on the right-hand side of \( (17.35) \) that multiplies the second time integral: \( 2(1 + C \varepsilon) \frac{1}{g^2} \left\| L_{\mu} \right\|_{\mathbb{C}^0(\Sigma_t^\varepsilon)} \lesssim \varepsilon(1 + t)^{-3} \mu_*^{-1} (t, u) \). Hence, multiplying the factor by the second term on the right-hand side of \( (20.92) \), we see that the resulting
product is bounded by \( \lesssim \varepsilon (1 + t)^{-(1 + a)} \mu_*^{-1}(t, u) Q_{(\leq N)}^{1/2}(t, u) \), which in turn is \( \lesssim \) the right-hand side of (20.87) as desired.

The remaining terms on the right-hand of (17.35) are relatively easy to bound in the norm \( \| \cdot \|_{L^2(\Sigma_t^\ast)} \) and have only a tiny effect on the dynamics. Many of the estimates we derive in this paragraph are non-optimal. Throughout this paragraph, we silently use the coerciveness estimates provided by Prop. 14.7 as well as the fact that \( Q_{(\leq N)} \) and \( \tilde{Q}_{(\leq N)} \) are increasing in their arguments. To bound the norm \( \| \cdot \|_{L^2(\Sigma_t^\ast)} \) of the product on the right-hand of (17.35) involving the factor \( |\mathcal{S}^{[N]}|(0, u, \theta) \) by \( \lesssim \varepsilon^2 \ln^2(\varepsilon + t)(1 + t)^{-2} \mu_*^{-1}(t, u) \) as desired, we use inequality (20.43). Next, we see that the terms in the next line of (17.35) (which involve an array of non-time-integrated top-order terms including \( \rho \sqrt{\mu} \left\{ L + \frac{1}{2} \text{tr} X \right\}, \mathcal{S}^{\leq N} \) in the norm \( \| \cdot \|_{L^2(\Sigma_t^\ast)} \) by

\[
\lesssim \varepsilon^2 \left( \frac{1}{1 + t} \right)^{3/2} \mu_*^{-1}(t, u) Q_{(\leq N)}^{1/2}(t, u) + \varepsilon \left( \frac{1}{1 + t} \right)^{3/2} \mu_*^{-1}(t, u) \tilde{Q}_{(\leq N)}^{1/2}(t, u)
\]

we use (19.2a) and the estimate (13.152). To bound the terms in the next two lines of the right-hand of (17.35) (which involve an array of time-integrated top-order terms that include the term \( \rho \sqrt{\mu} \left\{ L + \frac{1}{2} \text{tr} X \right\}, \mathcal{S}^{\leq N} \) in the norm \( \| \cdot \|_{L^2(\Sigma_t^\ast)} \) by the

\[
\lesssim \varepsilon \ln^3(\varepsilon + t) (1 + t)^{-1} \mu_*^{-1}(t, u) Q_{(\leq N-1)}(t, u) + \varepsilon \left( \frac{1}{1 + t} \right)^{3/2} \mu_*^{-1}(t, u) \tilde{Q}_{(\leq N-1)}(t, u),
\]

we use Lemma 12.57 and the estimates (13.147) and (13.150). To bound the terms on the next line of (17.35) (which involve an array of time-integrated top-order eikonal function quantities that includes the term \( \tilde{\nabla}^2 \mathcal{S}^{\leq N-1} \mu \) in the norm \( \| \cdot \|_{L^2(\Sigma_t^\ast)} \) by the right-hand side of (20.87), we use the simple inequality \( |\nabla^2 \mathcal{S}^{\leq N-1} \mu| \lesssim |\nabla^2 \mathcal{S}^{\leq N-2} | \mu \) and the estimate (20.24b). Finally, using Lemma 12.57 and the estimate (19.2a), and the estimate (13.150), we see that the terms on the last two lines of (17.35) (which involve an array of time-integrated eikonal function quantities that contains \( \mathcal{S}^{\leq N} (\mu - 1) \) are bounded in the norm \( \| \cdot \|_{L^2(\Sigma_t^\ast)} \) by \( \lesssim \) the sum of the second, third, and last terms on the right-hand side of (20.87). We have thus proved the desired estimate (20.87).
Bound for \( \int_{M_{t,u}} (1 + 2\mu)(L\mathcal{J}^{N-1}\tilde{R}\Psi)(\tilde{R}\Psi)\Delta\mathcal{J}^{N-1}\mu \, d\varpi \): We now bound the integral corresponding to the easier piece in (20.88). More precisely, our goal is to bound the spacetime integral

\[
(20.93) \quad \int_{M_{t,u}} (1 + 2\mu)(L\mathcal{J}^{N-1}\tilde{R}\Psi)(\tilde{R}\Psi)\Delta\mathcal{J}^{N-1}\mu \, d\varpi
\]

in magnitude by the right-hand side of (20.31). To this end, we first bound the integral of the integrand piece \((L\mathcal{J}^{N-1}\tilde{R}\Psi)(\tilde{R}\Psi)\Delta\mathcal{J}^{N-1}\mu\); the integral of the remaining piece \(2\mu(L\mathcal{J}^{N-1}\tilde{R}\Psi)(\tilde{R}\Psi)\Delta\mathcal{J}^{N-1}\mu\) can be handled similarly and we omit most of those details. In fact, our argument below shows that the extra factor of \(\mu\) in that product makes many of the error integrals less degenerate with respect to \(\mu^{-1}\), while other error integrals incur a factor of \(\varepsilon\ln(e + t)\) due to the bound \(\|Z\mu\|_{C^0(S^2)} \lesssim \varepsilon\ln(e + t)\) for \(Z \in \mathcal{L}\) (see (12.129a)), a factor which is negligible due to the favorable time decay induced by the other factors. To proceed with the bound for (20.93), we further decompose the first factor as

\[
(20.94) \quad L\mathcal{J}^{N-1}\tilde{R}\Psi = \left\{ L\mathcal{J}^{N-1}\tilde{R}\Psi + \frac{1}{2} \text{tr}_g \chi \mathcal{J}^{N-1}\tilde{R}\Psi \right\} - \frac{1}{2} \text{tr}_g \chi \mathcal{J}^{N-1}\tilde{R}\Psi.
\]

We now bound the spacetime integral corresponding to the term \(\frac{1}{2} \text{tr}_g \chi \mathcal{J}^{N-1}\tilde{R}\Psi\) in (20.94). Integrating by parts on the \(S_{t,u}\) in order to remove an angular derivative from \(\Delta\mathcal{J}^{N-1}\mu\) and referring to definition (4.1c), we see that it suffices to bound the spacetime integrals

\[
(20.95) \quad \int_{M_{t,u}} \text{tr}_g \chi(\tilde{R}\Psi)(\mathcal{J}^{N-1}\tilde{R}\Psi) \cdot \mathcal{J}^{N-1}\mu \, d\varpi
\]

\[
+ \int_{M_{t,u}} \mathcal{J}^{N-1}\tilde{R}\Psi)(\text{tr}_g \chi(\text{Small})) \cdot \mathcal{J}^{N-1}\mu \, d\varpi
\]

\[
+ \int_{M_{t,u}} \text{tr}_g \chi(\mathcal{J}^{N-1}\tilde{R}\Psi)(\mathcal{J}^{N-1}\tilde{R}\Psi) \cdot \mathcal{J}^{N-1}\mu \, d\varpi.
\]

To this end, we first express all spacetime integrals as integrals over \(\Sigma_{t}^u\): \(\int_{M_{t,u}} \cdots d\varpi = \int_{t=0}^{t'} \int_{\Delta \Sigma_{t}^u} \cdots d\varpi \, dt\). None of the \(\int_{\Delta \Sigma_{t}^u}\) integrals are difficult to bound because of the favorable time decay that is available. To bound the integrals \(\int_{\Delta \Sigma_{t}^u} \cdots d\varpi\), we use Cauchy-Schwarz. We bound the quantities \(\mathcal{J}^{N-1}\tilde{R}\Psi\), \(\mathcal{J}^{N-1}\tilde{R}\Psi\), and \(\mathcal{J}^{N-1}\mu\), in the norm \(\|\|\|L^2(\Sigma_{t}^u)\) as follows with the help of Prop. 14.7 inequalities (12.47a) and (19.2a), and the estimate

\[
\int_{s=0}^{t'} \frac{\tilde{Q}_{(\leq N)}^{1/2}(s, u)}{(1 + s)\mu^{1/2}(s, u)} \, ds \lesssim \ln(e + t')\tilde{Q}_{(\leq N)}^{1/2}(t', u),
\]
which follows from (13.152):

\[
\left\| dJ^{-1} \hat{\Psi} \right\|_{L^2(\Sigma^\tau_t)} \lesssim \frac{1}{1 + t} \mu_*^{-1/2}(t', u) Q_{(\leq N)}^{1/2}(t', u), \\
\left\| J^{-1} \hat{\Psi} \right\|_{L^2(\Sigma^\tau_t)} \lesssim Q_{(\leq N)}^{1/2}(t', u), \\
\left\| d^\# J^{-1} \mu \right\|_{L^2(\Sigma^\tau_t)} \lesssim \frac{1}{1 + t} \left\| 2 J^{-1} \mu \right\|_{L^2(\Sigma^\tau_t)} \lesssim \varepsilon + \ln(e + t') Q_{(\leq N)}^{1/2}(t', u) + \ln(e + t') \bar{Q}_{(\leq N)}^{1/2}(t', u).
\]

We bound the remaining factors in \( \int_{\Sigma^\tau_t} \cdots d\sigma \) in the norm \( \| \cdot \|_{C^0(\Sigma^\tau_t)} \) as follows:

\[
\left\| \hat{\Psi} \right\|_{C^0(\Sigma^\tau_t)} \lesssim \varepsilon (1 + t')^{-1}, \quad \left\| dJ \hat{\Psi} \right\|_{C^0(\Sigma^\tau_t)} \lesssim \varepsilon (1 + t')^{-2}, \quad \left\| \text{tr} \chi \right\|_{C^0(\Sigma^\tau_t)} \lesssim (1 + t')^{-1},
\]

and

\[
\left\| d \text{tr} \chi^{(\text{Small})} \right\|_{C^0(\Sigma^\tau_t)} \lesssim \varepsilon \ln(e + t')(1 + t')^{-3}.
\]

These estimates follow from the bootstrap assumptions (BAΨ), (12.47a), (12.61b), and (12.129a). Also using simple estimates of the form \( ab \lesssim a^2 + b^2 \), we deduce the following bound for the spacetime integrals \( \int_{M_{t,u}} \cdots d\omega = \int_{t'=0}^t \int_{\Sigma^\tau_t} \cdots d\sigma \right d\tau \) of interest:

\[
\lesssim \varepsilon \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} Q_{(\leq N)}^{1/2}(t', u) \right d\tau + \varepsilon \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} \frac{1}{\mu_*^{1/2}(t', u)} \bar{Q}_{(\leq N)}^{1/2}(t', u) \right d\tau' + \varepsilon^3 \int_{t'=0}^t \frac{1}{(1 + t')^{3/2}} \mu_*^{1/2}(t', u) \right d\tau'.
\]

Using (13.151) to destroy the factor \( \mu_*^{-1/2} \) in the last integral in (20.99), we conclude that (20.99) is \( \lesssim \) the right-hand side of (20.31) as desired.

We now bound the spacetime integral corresponding to the first term in (20.94), that is, the integral

\[
\int_{M_{t,u}} (\hat{\Psi}) \left\{ L J^{-1} \hat{\Psi} + \frac{1}{2} \text{tr} \chi J^{-1} \hat{\Psi} \right\} \Delta J^{-1} J^{-1} \mu \right d\omega.
\]

To this end, we first integrate by parts with Lemma 10.18 where the weight function \( w \) is equal to 1, \( d^\# 2 J^{-1} \mu \) plays the role of the vectorfield \( Y \) from the lemma (and hence \( dJ Y = \Delta J^{-1} \mu \), and \( J^{-1} \hat{\Psi} := \hat{\Psi} \Delta J^{-1} J^{-1} \mu \). We remark that if we were to treat the error integral corresponding to the piece \( 2 \mu (L J^{-1} \hat{\Psi}) (\hat{\Psi}) \Delta J^{-1} J^{-1} \mu \) in detail, then at this point in the argument, the weight function \( w \) would be equal to \( 2 \mu \). Returning to the estimate \( 20.100 \), we must bound the integrals on the right-hand side of (10.42) with \( w := 1 \) and \( Y := d^\# J^{-1} J^{-1} \mu \). To this end, we first express all spacetime integrals as integrals over \( \Sigma^\tau_t \):

\[
\int_{M_{t,u}} \int_{\Sigma^\tau_t} \cdots d\omega = \int_{t'=0}^t \int_{\Sigma^\tau_t} \cdots d\sigma \right d\tau.
\]

None of the \( \int_{\Sigma^\tau_t} \) integrals are difficult to bound because of the favorable time decay that is available. Specifically, when bounding integrals over \( \int_{\Sigma^\tau_t} \), we use Cauchy-Schwarz in the form

\[
\int_{\Sigma^\tau_t} |v_1 v_2 v_3| d\sigma \lesssim \| v_1 \|_{C^0(\Sigma^\tau_t)} \| v_2 \|_{L^2(\Sigma^\tau_t)} \| v_3 \|_{L^2(\Sigma^\tau_t)}.
\]

The product \( v_1 v_2 v_3 \) represents any of the spacetime integrands on the right-hand side of (10.42) with \( 2 J := \Delta J^{-1} J^{-1} \). where \( v_2 \) is equal to either the factor \( d J^{-1} J^{-1} \hat{\Psi} \) or \( J^{-1} \hat{\Psi} \), \( v_3 \) is equal to either \( d^\# J^{-1} J^{-1} \mu \) or \( \{ \xi_L + \text{tr} \chi \} d^\# J^{-1} J^{-1} \mu \), and \( v_1 \) is
the product of the remaining factors. To bound $v_2$ and the first type of $v_3$ term, namely $\hat{\gamma} \mathcal{V}^{N-1} \mu$, in the norm $\| \cdot \|_{L^2(\Sigma^r)}$, we simply quote the estimates (20.96)-(20.98). To bound the second type of $v_3$ term, namely, $\{ \mathcal{E}_L + \text{tr}_g \chi \} \hat{\gamma} \mathcal{V}^{N-1} \mu$, in the norm $\| \cdot \|_{L^2(\Sigma^r)}$, we rely on the identity $\{ \mathcal{E}_L + \text{tr}_g \chi \} \hat{\gamma}^{-1} = -2\hat{\chi}^{(\text{small})}$, which follows in a straightforward fashion from the identity $\mathcal{E}_L \hat{\gamma}^{-1} = -2\hat{\chi}^{(\text{small})}$ (see (3.72) and (7.4a)-(7.4b)), the decomposition $\chi = \hat{\eta}^{-1} \hat{\chi}^{(\text{small})} + \hat{\chi}^{(\text{small})}$ (see (4.1c)), and the fact that $L_{\hat{\eta}} = 1$. Using this identity, inequality (12.47a), and the bounds $\| \hat{\chi}^{(\text{small})} \|_{C^0(\Sigma^r)} \lesssim \frac{\ln(e + t')}{(1 + t')^2}$ and $\| [L, O] \|_{C^0(\Sigma^r)} \lesssim \varepsilon \ln(e + t')(1 + t')^{-1}$, which follow from (12.75b), (12.129a), and Cor. 12.48, we deduce the following pointwise estimate:

\[
(20.101) \quad \left\{ \mathcal{E}_L + \text{tr}_g \chi \right\} \hat{\gamma} \mathcal{V}^{N-1} \mu \lesssim |dL \mathcal{V}^{N-1} \mu| + |\hat{\chi}^{(\text{small})}| |d \mathcal{V}^{N-1} \mu| \\
\quad \lesssim \frac{1}{1 + t'} \sum_{l=1}^3 |LO(l)| \mathcal{V}^{N-1} \mu| \\
\quad + \frac{1}{1 + t'} \sum_{l=1}^3 |[L, O(l)]| |d \mathcal{V}^{N-1} \mu| \\
\quad + \frac{1}{1 + t'} \hat{\chi}^{(\text{small})} \sum_{l=1}^3 |O(l)| \mathcal{V}^{N-1} \mu| \\
\quad \lesssim \frac{1}{1 + t'} |L \mathcal{V}^{\lesssim N} \mu| + \varepsilon \ln(e + t') \left( \frac{1}{1 + t'} \right)^2 |\mathcal{V}^{\lesssim N} (\mu - 1)|,
\]

where all terms above are evaluated at time $t'$. We then use inequalities (13.152), (19.2a), and (19.2b) and the fact that $Q_{(\lesssim N)}$ and $\hat{Q}_{(\lesssim N)}$ are increasing in their arguments to bound the norm $\| \cdot \|_{L^2(\Sigma^r)}$ of the right-hand side of (20.101), which leads to the bound

\[
(20.102) \quad \left\| \left\{ \mathcal{E}_L + \text{tr}_g \chi \right\} \hat{\gamma} \mathcal{V}^{N-1} \mu \right\|_{L^2(\Sigma^r)} \lesssim \varepsilon \left( \frac{\ln(e + t')}{(1 + t')^2} + \frac{1}{1 + t'} Q_{(\lesssim N)}^{1/2}(t', u) \right) \\
\quad + \frac{1}{1 + t'} \mu_{\star}^{-1/2} |(t', u) Q_{(\lesssim N)}^{1/2}(t', u)|.
\]

To bound $v_1$, that is, the remaining integrand factors on the right-hand side of (10.42), in the norm $\| \cdot \|_{C^0(\Sigma^r)}$, we use the estimates $\| \tilde{R} \hat{\Psi} \|_{C^0(\Sigma^r)} \lesssim \varepsilon (1 + t')^{-1}$, $\| \hat{d} \tilde{R} \hat{\Psi} \|_{C^0(\Sigma^r)} \lesssim \varepsilon (1 + t')^{-2}$, $\| \text{tr}_g \chi \|_{C^0(\Sigma^r)} \lesssim (1 + t')^{-1}$, $\| \hat{d} \text{tr}_g \chi^{(\text{small})} \|_{C^0(\Sigma^r)} \lesssim \varepsilon \ln(e + t')(1 + t')^{-3}$, $\left\| L + \frac{1}{2} \text{tr}_g \chi \right\|_{C^0(\Sigma^r)} \lesssim \varepsilon \ln(e + t')(1 + t')^{-3}$, $\left\| \hat{d} \left\{ L + \frac{1}{2} \text{tr}_g \chi \right\} \tilde{R} \hat{\Psi} \right\|_{C^0(\Sigma^r)} \lesssim \varepsilon \ln(e + t')(1 + t')^{-4}$. All of these $C^0$ estimates except for the last two were justified just above. The last two follow from (12.47a) and (12.169).

Using the above estimates and simple estimates of the form $ab \lesssim a^2 + b^2$, we conclude that the following bound holds for the magnitude of the spacetime integrals
on the right-hand side of (10.42):

\begin{equation}
\lesssim \varepsilon^2 \int_{t'=0}^{t} \frac{1}{(1+t')^{3/2}} \tilde{Q}^{1/2}_{(\leq N)}(t', u) \, dt' + \varepsilon \int_{t'=0}^{t} \frac{1}{(1+t')^{3/2} \mu_*^{1/2}} \tilde{Q}^{1/2}_{(\leq N)}(t', u) \, dt' \\
+ \varepsilon^2 \int_{t'=0}^{t} \frac{1}{(1+t')^{3/2} \mu_*^{1/2}} \frac{1}{(1+t')^{3/2} \mu_*^{1/2}} \tilde{Q}^{1/2}_{(\leq N)}(t', u) \, dt' + \varepsilon \int_{t'=0}^{t} \frac{1}{(1+t')^{3/2} \mu_*} \tilde{Q}^{1/2}_{(\leq N)}(t', u) \, dt' \\
\lesssim \varepsilon \int_{t'=0}^{t} \frac{1}{(1+t')^{3/2} \mu_*} \tilde{Q}^{1/2}_{(\leq N)}(t', u) \, dt' + \varepsilon^3,
\end{equation}

where in the last step, we used the simple inequalities \(\varepsilon^2 \tilde{Q}^{1/2}_{(\leq N)} \lesssim \varepsilon^3 + \varepsilon \tilde{Q}_{(\leq N)}\) and \(\varepsilon^2 \tilde{Q}^{1/2}_{(\leq N)} \lesssim \varepsilon^3 + \varepsilon \tilde{Q}_{(\leq N)}\) as well as the estimate \(\varepsilon^3 \int_{t'=0}^{t} \frac{1}{(1+t')^{3/2} \mu_*^{1/2}} (t', u) \, dt' \lesssim \varepsilon^3\), which follows from (13.151). We now note that the right-hand side of (20.103) is manifestly \(\lesssim\) the right-hand side of (20.31), as desired.

To bound the two \(\Sigma\) integrals on the right-hand side of (10.42) (that is, the explicitly written one and the one corresponding to the integrand (10.43b)), we use the same Cauchy-Schwarz estimate

\[\int_{\Sigma} |v_1 v_2 v_3| \, d\Sigma \lesssim \|v_1\|_{C^0(\Sigma^t)} \|v_2\|_{L^2(\Sigma^t)} \|v_3\|_{L^2(\Sigma^t)} \]

that we used above, where in the present context, \(v_1\) is equal to either \(\tilde{R} \Psi\) or \(\partial_t \tilde{R} \Psi\), \(v_2\) is as above (see the discussion following equation (20.100)), and \(v_3 = \dot{\sigma}^N \mathfrak{d}^{N-1} \mu\). To obtain the desired bounds, it suffices to use the estimates for \(v_1\) and \(v_2\) proved above and the following estimate for \(v_3\), which follows from (12.47a) and (19.2a):

\begin{equation}
\|\dot{\sigma}^N \mathfrak{d}^{N-1} \mu\|_{L^2(\Sigma^t)} \lesssim \int_{t'=0}^{t} \frac{\tilde{Q}^{1/2}_{(\leq N)}(t', u)}{1+t'} \, dt' + \int_{t'=0}^{t} \frac{\tilde{Q}^{1/2}_{(\leq N)}(t', u)}{1+t'} \, dt' + \varepsilon.
\end{equation}

Using these estimates for \(v_1\), \(v_2\), and \(v_3\), the estimate (13.152), the fact that \(\tilde{Q}_{(\leq N)}\) and \(\tilde{Q}_{(\leq N)}\) are increasing in both of their arguments, and simple estimates of the form \(ab \lesssim a^2 + b^2\), we bound the magnitude of the integrals \(\int_{\Sigma^t} \cdots\) under consideration by

\begin{equation}
\lesssim \varepsilon \frac{1}{\mu_*^{1/2}(t, u)} \tilde{Q}^{1/2}_{(\leq N)}(t, u) \int_{t'=0}^{t} \frac{1}{(1+t')^{3/2}} \tilde{Q}^{1/2}_{(\leq N)}(t', u) \, dt' \\
+ \varepsilon \frac{1}{\mu_*^{1/2}(t, u)} \tilde{Q}^{1/2}_{(\leq N)}(t, u) \int_{t'=0}^{t} \frac{1}{(1+t')^{3/2} \mu_*^{1/2}} \tilde{Q}^{1/2}_{(\leq N)}(t', u) \, dt' \\
+ \varepsilon \frac{1}{1+t} \tilde{Q}_{(\leq N)}(t, u) + \varepsilon \frac{1}{1+t} \tilde{Q}_{(\leq N)}(t, u) + \varepsilon^3 \frac{1}{(1+t) \mu_*}(t, u),
\end{equation}
where the time integrals in (20.105) are generated by the right-hand side of (20.104). Clearly, the right-hand side of (20.105) is \( \lesssim \) the right-hand side of (20.31) as desired.

The initial data hypersurface integral \( \int_{\Sigma_u} \cdots \) on the right-hand side of (10.42) (corresponding to the integrand (10.43c)) can be treated in the same way as the \( \int_{\Sigma_u} \cdots \) integrals. Specifically, its magnitude is bounded by the right-hand side of (20.105) with \( t := 0 \). Hence, in view of the fact that \( \mu|_{\Sigma_0} = 1 + O(\varepsilon) \) (see (12.23b), Lemma 14.8, and (12.3), we see that the magnitude of the \( \int_{\Sigma_u} \cdots \) integral is \( \lesssim \varepsilon^3 \) as desired.

**Minor changes needed to bound the second integral on the left-hand side of (20.31).**

The overall strategy for bounding the integral

\[
\int_{M_{t,u}} \left\{ (1 + 2\mu)L \mathcal{L}^{-1} O \Psi + \tilde{R} \mathcal{L}^{-1} O \Psi \right\} (\tilde{R} \Psi) O \mathcal{L}^{-1} \text{tr} \mathcal{X}^{(\text{Small})} \ d\omega
\]

is the same as the one we used for bounding the first integral. We split the integrand as in (20.83). The difficult part of the proof is showing the analog of (20.87), namely that \( \left\| (\tilde{R} \Psi) O \mathcal{L}^{-1} \text{tr} \mathcal{X}^{(\text{Small})} \right\|_{L^2(\Sigma_t')} \) is bounded by the right-hand side of (20.87). However, this proof is exactly the same as our proof of (20.87). More precisely, we again use Prop. 17.7 to reduce the proof of the bound for \( \left\| (\tilde{R} \Psi) O \mathcal{L}^{-1} \text{tr} \mathcal{X}^{(\text{Small})} \right\|_{L^2(\Sigma_t')} \) to bounding the norm \( \| \cdot \|_{L^2(\Sigma_t')} \) of the right-hand side of inequality (17.35), which we already accomplished in the argument following (20.87). The rest of the proof of the bound for \( \left\| (\tilde{R} \Psi) O \mathcal{L}^{-1} \text{tr} \mathcal{X}^{(\text{Small})} \right\|_{L^2(\Sigma_t')} \) is also identical to the proof of the bound for \( \left\| (\tilde{R} \Psi) \Delta \mathcal{L}^{-1} \mu \right\|_{L^2(\Sigma_t')} \).

Some minor changes are needed to bound the spacetime integral corresponding to the easier piece in (20.83), namely the integral

\[
(20.106) \int_{M_{t,u}} (1 + 2\mu)(L \mathcal{L}^{-1} O \Psi)(\tilde{R} \Psi) O \mathcal{L}^{-1} \text{tr} \mathcal{X}^{(\text{Small})} \ d\omega.
\]

We once again use the splitting \((1 + 2\mu)(L \mathcal{L}^{-1} O \Psi) = L \mathcal{L}^{-1} O \Psi + 2\mu L \mathcal{L}^{-1} O \Psi\).

As we described just below (20.93), it suffices to treat the integral corresponding to the piece \( L \mathcal{L}^{-1} O \Psi \) since the integral corresponding to \( 2\mu L \mathcal{L}^{-1} O \Psi \) can be treated using similar arguments. To proceed, we further decompose \( L \mathcal{L}^{-1} O \Psi \) as in (20.94).

To bound the spacetime integral corresponding to the term \( \frac{1}{2} \text{tr} \mathcal{X} \mathcal{L}^{-1} O \Psi \) from the analog of (20.94), we use an analog of the integration by parts identity (20.95) in order to remove the vectorfield \( O \) from the factor \( O \mathcal{L}^{-1} \text{tr} \mathcal{X}^{(\text{Small})} \). This integration by parts also leads to the presence of some additional lower-order integrals containing the factor \( \text{tr} \mathcal{X}^{(O)} \) (see Lemma 10.15). This factor in fact enhances the decay of the corresponding integrals over \( \Sigma_u' \) due to the bound

\( \| \text{tr} \mathcal{X}^{(O)} \|_{C^0(\Sigma_u')} \lesssim \varepsilon \ln(e + t') (1 + t')^{-1} \) noted in the proof of Lemma 20.33.


In order to bound the spacetime integral corresponding to the term \( \{ L \mathcal{S}^{-1} O \Psi + \frac{1}{2} \text{tr}_g \mathcal{S}^{-1} O \Psi \} \) from the analog \( (20.94) \), we integrate by parts to remove \( O \) from the factor \( O \mathcal{S}^{-1} \text{tr}_g \mathcal{X}^{(\text{Small})} \). This is the analog of the integration by parts performed just after equation \( (20.100) \) to remove an angular derivative off of \( \mathcal{S} \mathcal{N}^{-1} \mu \). To carry out this integration by parts, in place of Lemma 10.18 used above, we now use Lemma 10.17 with the functions \( w \) and \( \eta \) from the lemma defined by \( w := 1 \) and \( \eta := \mathcal{S} \mathcal{N}^{-1} \text{tr}_g \mathcal{X}^{(\text{Small})} \) and \( \mathcal{S} \mathcal{N}^{-1} O \Psi \) in the role of \( \mathcal{S} \mathcal{N} \Psi \). We remark that if we were to treat the error integral corresponding to the piece \( 2 \mu (\mathcal{S} \mathcal{N}^{-1} \Delta \mathcal{S} \mathcal{N}^{-1} \mu) \) in detail, then at this point in the argument, the function \( w \) would be equal to \( 2 \mu \). Returning to the present estimate with \( w := 1 \), we bound the integrals on the right-hand side of the integration by parts identity \( (20.100) \) in the norm \( \| \cdot \|_{C^0(\Sigma_T)} \) which we accomplish using estimates mentioned above as well as a few additional ones noted in the proof of Lemma 20.33 such as \( \| (O) \|_{L C^0(\Sigma_T)} \lesssim e \ln(e + t')(1 + t')^{-1} \), \( \| (O) \|_{L C^0(\Sigma_T)} \lesssim e \ln(e + t')(1 + t')^{-2} \), and \( \| \text{tr}_g (O) \|_{C^0(\Sigma_T)} \lesssim e \ln(e + t')(1 + t')^{-1} \). In total, this line of reasoning allows us to conclude that the error integral \( (20.106) \) verifies the same bounds as the error integral \( (20.100) \) treated above. This completes the proof of Lemma 20.25.

20.7. Proof of Lemma 20.26

We now use the auxiliary lemmas to prove the second lemma of primary interest, namely Lemma 20.26. We provide complete details for the estimate of

\[
- \int_{M_{t, \omega}} \left\{ L \mathcal{S}^{-1} O \Psi + \frac{1}{2} \text{tr}_g \mathcal{S}^{-1} O \Psi \right\} (\tilde{\mathcal{R}} \Psi) (\varrho^2 O \mathcal{S}^{-1} \text{tr}_g \mathcal{X}^{(\text{Small})}) d\omega.
\]

At the end of the proof, we sketch the minor changes needed to estimate the other integral on the left-hand side of \( (20.32) \). In order to avoid error integrals that lead to damaging top-order estimates, we need to replace the factor \( \varrho^2 \mathcal{S}^{-1} \text{tr}_g \mathcal{X}^{(\text{Small})} \) in \( (20.107) \) with the partially modified quantity \( \varrho^2 (\mathcal{S} \mathcal{N}^{-1}) \mathcal{X} \). We recall that \( (\mathcal{S} \mathcal{N}^{-1}) \mathcal{X} \) is defined in \( (11.45a) \); for convenience, we state:

\[
(20.108)
\varrho^2 (\mathcal{S} \mathcal{N}^{-1}) \mathcal{X} := \varrho^2 \mathcal{S} \mathcal{N}^{-1} \text{tr}_g \mathcal{X}^{(\text{Small})} - \frac{1}{2} \varrho^2 \mathcal{S}_A \mathcal{S} \mathcal{N}^{-1} \Psi - \frac{1}{2} \varrho^2 G_{LL} L \mathcal{S} \mathcal{N}^{-1} \Psi + \varrho^2 \mathcal{S}_L \mathcal{S} \mathcal{N}^{-1} \Psi.
\]

The reason that we must estimate the quantity \( (20.108) \) rather than \( \varrho^2 \mathcal{S} \mathcal{N}^{-1} \text{tr}_g \mathcal{X}^{(\text{Small})} \) is that we need to use the sharp \( L^2 \) estimates \( (20.57a) \), \( (20.57b) \), and \( (20.64) \) for \( \varrho^2 (\mathcal{S} \mathcal{N}^{-1}) \mathcal{X} \); if we did not exploit these sharp \( L^2 \) estimates, then we would encounter error integrals that could grow in time at a rate that is just damaging enough to spoil our top-order a priori \( L^2 \) estimates.
Upon making this replacement, we generate an additional error integral equal to the vectorfield $O$ applied to difference between $\mathcal{F}^{N-1}\mathcal{X}(\text{Small})$ and $\tilde{\varrho}^2(\mathcal{F}^{N-1})\tilde{\mathcal{X}}_\text{small}$. Equivalently, in view of definitions (11.45a) and (11.45b), we generate the following additional error integrals:

\[\int_{M_{t,u}} \tilde{\varrho}^2 \left\{ L \mathcal{F}^{N-1} O \Psi + \frac{1}{2} \text{tr}_g \mathcal{F}^{N-1} O \Psi \right\} (\tilde{R} \Psi) O(\mathcal{F}^{N-1}) \tilde{\mathcal{X}} d\varpi. \]

From the estimate (17.60) and Cor. 20.17, it follows that the magnitude of the integral (20.109) can be bounded by the non-boxed-constant-multiplied integrals on the right-hand side of (20.32).

Thus, to complete the proof, we have to estimate the main error integral

\[\int_{M_{t,u}} \left\{ L \mathcal{F}^{N-1} O \Psi + \frac{1}{2} \text{tr}_g \mathcal{F}^{N-1} O \Psi \right\} (\tilde{R} \Psi) O(\mathcal{F}^{N-1}) \tilde{\mathcal{X}} d\varpi. \]

We first integrate by parts with Lemma 10.17 (with $w := 1$ and $\eta := \tilde{\varrho}^2(S^{N-1}) \tilde{X}$ in the lemma) and therefore have to estimate both the spacetime and the hypersurface integrals on the right-hand side of (10.39). All of these integrals except the first two (the most difficult ones) were bounded by the non-boxed-constant-multiplied integrals on the right-hand side of (20.32) in Lemma 20.33.

We now bound the first difficult integral, which is the first spatial integral

\[\int_{\Sigma_t} O \mathcal{F}^{N-1} O \Psi (\tilde{R} \Psi) \left( \tilde{\varrho}^2(\mathcal{F}^{N-1}) \tilde{\mathcal{X}} \right) d\varpi: \]

To bound this integral, we first use the estimate (12.35a), inequality (14.12d), and Cor. 12.48 to deduce that

\[\int_{\Sigma_t} O \mathcal{F}^{N-1} O \Psi (\tilde{R} \Psi) \left( \tilde{\varrho}^2(\mathcal{F}^{N-1}) \tilde{\mathcal{X}} \right) d\varpi \leq \sqrt{2}(1 + C\varepsilon) \tilde{\varrho}^{1/2}(\tilde{\mathcal{X}})_{(t,u)} \]

Then from Cauchy-Schwarz and (20.111), we deduce that

\[\int_{\Sigma_t} O \mathcal{F}^{N-1} O \Psi (\tilde{R} \Psi) \left( \tilde{\varrho}^2(\mathcal{F}^{N-1}) \tilde{\mathcal{X}} \right) d\varpi \leq \sqrt{2}(1 + C\varepsilon) \tilde{\varrho}^{1/2}(\tilde{\mathcal{X}})_{(t,u)}. \]

Hence, splitting $\Sigma_t^u = (-)\Sigma^u_{t,i} \cup (+)\Sigma^u_{t,i}$ (see Def. 13.8), applying Lemma 20.30 and using simple inequalities of the form $ab \lesssim a^2 + b^2$, we bound the right-hand of
side by

(20.113) \[ \leq (\sqrt{24} + C\varepsilon)\bar{Q}^{1/2}_{(\leq N)}(t, u) \left\| \varrho L\mu \right\|_{C^0([\tau, t] ; \Sigma_{\tau}^u)} \frac{1}{\mu^2(t, u)} \]
\[ \times \int_{t'}^{t} \frac{1}{\varrho(t', u)\mu^{1/2}(t', u)} \bar{Q}^{1/2}_{(\leq N)}(t', u) \, dt' \]
\[ + (\sqrt{24} + C\varepsilon)\bar{Q}^{1/2}_{(\leq N)}(t, u) \left\| \varrho L\mu \right\|_{C^0([\tau, t] ; \Sigma_{\tau}^u)} \]
\[ \times \int_{t'}^{t} \left\| \sqrt{\frac{\mu(t', \cdot)}{\mu}} \right\|_{C^0([\tau, t] ; \Sigma_{\tau}^u)} \frac{1}{\varrho(t', u)} \bar{Q}^{1/2}_{(\leq N)}(t', u) \, dt' \]
\[ + C\varepsilon \frac{1}{\mu^{1/2}(t, u)} \bar{Q}^{1/2}_{(\leq N)}(t, u) \int_{t'}^{t} \frac{1}{(1 + t')^{3/2}} \bar{Q}^{1/2}_{(\leq N)}(t', u) \, dt' \]
\[ + C\varepsilon \frac{1}{\mu^{1/2}(t, u)} \bar{Q}^{1/2}_{(\leq N)}(t, u) \int_{t'}^{t} \frac{1}{(1 + t')^{3/2} \mu^{1/2}(t', u)} \bar{Q}^{1/2}_{(\leq N)}(t', u) \, dt' \]
\[ + C\varepsilon \bar{Q}_{(\leq N)}(t, u) + C\varepsilon \frac{1}{\mu(t, u)} \ln^2(e + t)Q_{(\leq N-1)}(t, u) + C\varepsilon \frac{1}{\mu(t, u)} \ln^2(e + t)\bar{Q}_{(\leq N-1)}(t, u) \]
\[ + C\varepsilon^3 \frac{1}{\mu(t, u)} . \]

Since \( \sqrt{24} < \frac{5}{2} \) we observe that all terms on the right-hand side of (20.113) are
manifestly bounded by the right-hand side of (20.32) as desired.

To complete the proof, it remains only for us to estimate the second difficult
integral, which is the first spacetime integral \( \int_{\mathcal{M}_{t, u}} \cdots \) on the right-hand side of
(10.39) (with \( w := 1 \) and \( \eta := \varrho^{2(\mathscr{S}^{N-1})}\bar{F} \) in (10.39)).

**Estimate of \( - \int_{\mathcal{M}_{t, u}} (O, \mathscr{S}^{N-1}O\Psi)(\tilde{R}\Psi)L \left( \varrho^{2(\mathscr{S}^{N-1})}\bar{F} \right) \) \( d\varpi \):** To bound this
spacetime integral, we first express it as a time integral of integrals over \( \Sigma_{\tau}^u : \int_{\mathcal{M}_{t, u}} \cdots \, d\varpi = \int_{t'}^{t} \int_{\Sigma_{\tau}^u} \cdots \, d\varpi \, dt' \). We then use Cauchy-Schwarz and the estimate (20.111) to
deduce that

(20.114) \[ \left| \int_{\Sigma_{\tau}^u} (O, \mathscr{S}^{N-1}O\Psi)(\tilde{R}\Psi)L \left( \varrho^{2(\mathscr{S}^{N-1})}\bar{F} \right) \right| \, d\varpi \]
\[ \leq \sqrt{2}(1 + C\varepsilon)\bar{Q}^{1/2}_{(\leq N)}(t', u) \left\| \tilde{R}\Psi \right\|_{L^2(\Sigma_{\tau}^u)} \left\| L \left( \varrho^{2(\mathscr{S}^{N-1})}\bar{F} \right) \right\|_{L^2(\Sigma_{\tau}^u)} . \]

We now use the key \( L^2 \) estimate (20.64), simple estimates of the form \( ab \leq a^2 + b^2 \),
and inequality (13.26) to bound the last factor on the right-hand side of (20.114),
thereby concluding that the right-hand side of (20.114) is bounded by

\begin{align}
&\leq \sqrt{24}(1+C\varepsilon)\frac{\|\mathcal{L}\mu\|_{C^0(\Sigma^N)}}{\mu_*(t', u)}\tilde{Q}_{(\leq N)}(t', u) \\
+ \sqrt{24}(1+C\varepsilon)\frac{1}{g(t', u)}\left\{1+\ln\left(\frac{g(t', u)}{g(0,u)}\right)\right\}\tilde{Q}_{(\leq N)}(t', u) \\
+ C\varepsilon\frac{1}{(1+t')^{3/2}}\tilde{Q}_{(\leq N)}(t', u) + C\varepsilon\frac{1}{(1+t')^{3/2}}\frac{1}{\mu_*(t', u)}\tilde{Q}_{(\leq N)}(t', u) \\
+ C\varepsilon\frac{1}{(1+t')^{3/2}}\frac{1}{\mu_*(t', u)}\tilde{Q}_{(\leq N-1)}^{1/2}(t', u)\tilde{Q}_{(\leq N)}(t', u) \\
+ C\varepsilon\frac{1}{(1+t')^{3/2}}\frac{1}{\mu_*(t', u)}\tilde{Q}_{(\leq N-1)}^{1/2}(t', u)\tilde{Q}_{(\leq N)}(t', u) \\
+ C\varepsilon^2\frac{1}{(1+t')^{3/2}}\frac{1}{\mu_*(t', u)}\tilde{Q}_{(\leq N)}(t', u).
\end{align}

We now integrate inequality (20.115) \( dt' \). Noting that \( \sqrt{24} < \frac{5}{4} \), we observe that the time integrals of the first four products on the right-hand side of (20.115) are bounded by the right-hand side of (20.32) as desired. To bound the time integrals of the last three products on the right-hand side of (20.115), we first note that we can bound all factors \( \tilde{Q}_{(\leq N)}^{1/2}(t', u) \), \( \tilde{Q}_{(\leq N)}^{1/2}(t', u) \), \( \tilde{Q}_{(\leq N-1)}^{1/2}(t', u) \), and \( \tilde{Q}_{(\leq N-2)}^{1/2}(t', u) \) by their values at time \( t \) and then pull these factors out of the time integrals (since these factors are increasing in \( t' \)). We then use the estimates \((13.150), (13.151), \) and \((13.152)\) to deduce that the remaining time integrals are bounded as follows:

\begin{align}
\int_{t'=0}^{t} \frac{1}{(1+t')^{3/2}}\mu_*^{-1/2}(t', u) dt' &\leq C\ln(e+t), \int_{t'=0}^{t} \frac{1}{(1+t')^{3/2}}\mu_*^{-1/2}(t', u) dt' \leq C, \text{ and} \\
\int_{t'=0}^{t} \frac{1}{1+t'}\mu_*^{-1}(t', u) dt' &\leq C\ln(e+t) \{\ln\mu_*^{-1}(t, u) + 1\}. \text{ Also using simple inequalities of the form } ab \lesssim a^2 + b^2, \text{ we see that in total, the time integrals of the last three products on the right-hand side of (20.115) are bounded by the terms on the first two lines on right-hand side of (20.32). We have thus bounded the integral } \int_{\mathcal{M}_{t,u}} \cdots d\varpi \text{ by the right-hand side of (20.32) as desired. This completes our proof of the desired bound for the second integral on the left-hand side of (20.32).}

\textbf{Minor changes needed to bound}

\begin{align}
-\int_{\mathcal{M}_{t,u}} \varrho^2 \left\{ L\mathcal{S}^{N-1}\tilde{R}\Psi + \frac{1}{2} \text{tr}_g \mathcal{S}^{N-1}\tilde{R}\Psi \right\} (\tilde{R}\Psi)\mathcal{D}\mathcal{S}^{N-1}\mu d\varpi.
\end{align}

To bound the first spacetime integral on the left-hand side of (20.32), we use the same overall strategy that we used in bounding the second one. We again need to use a modified quantity in analogy with the quantity (20.108). More precisely, we view \( \mathcal{D}\mathcal{S}^{N-1}\mu = \text{div} \mathcal{N}\mathcal{S}^{N-1}\mu \) and replace \( \mathcal{N}\mathcal{S}^{N-1}\mu \) with the partially modified \( S_{t,u}-\text{tangent vectorfield} \ (\mathcal{S}^{N-1})\mathcal{N}\), which is \( g \)-dual to the one-form \( (\mathcal{S}^{N-1})\mathcal{M} \) defined in (11.45a). For convenience, we state the following identity:

\begin{align}
(\mathcal{S}^{N-1})\mathcal{M} = \mathcal{N}\mathcal{S}^{N-1}\mu + \frac{1}{2} \mu G_L L \mathcal{S}^{N-1}\Psi + \mu G_L L \mathcal{N}\mathcal{S}^{N-1}\Psi.
\end{align}
The reason that we must estimate the quantity (20.116) rather than \( \mathcal{M}^{\#} \) is that we need to use the sharp \( L^2 \) estimates of Lemma 20.29 and Lemma 20.31. This replacement leads to the generation of an additional error integral that is of the form (20.109) but with \( \partial_t \mathcal{M}^{\#} \) (see definition (11.51b)) in place of the factor \( O(\mathcal{M}) \). This additional error integral can be suitably bounded with the help of the estimate (17.61) and Cor. 20.17 in analogy with the way we bounded the integral (20.109).

The difficult part of the analysis is bounding the remaining spacetime integral involving \( \mathcal{M}^{\#} \), which is the analog of the integral (20.109). To estimate this integral, we integrate by parts to remove the \( \partial_t \) operator from \( (\mathcal{M}) \). Rather than integrating by parts with Lemma 10.17 as above, this time we use Lemma 10.18, where the role of \( Y \) from the lemma is played by \( (\mathcal{M}) \) and the weight function \( w \) is equal to \( \varrho^2 \) (and hence \( Ow = \sigma Lw = \sigma w = 0 \) because of the presence of this weight in the integrand). After integrating by parts, we have to estimate both the spacetime and the hypersurface integrals on the right-hand side of (10.42). All of these integrals except the first two (the most difficult ones) were bounded by the non-boxed-constant-multiplied integrals on the right-hand side of (20.32) in Lemma 20.34. This leaves the two difficult error integrals to estimate:

- a) the first hypersurface error integral on the right-hand side of (10.42), which we first bound via Cauchy-Schwarz and (14.12d) as follows:

\[
\left| \int_{\Sigma_t^+} \varrho^2 (R\Psi) (\partial_t \mathcal{M}^{(\mathcal{M})}) \mathcal{M}^{\#} \right| \leq \sqrt{2} (1 + C \varepsilon) \int_{(t, u)} \varrho (R\Psi) \mathcal{M}^{\#} \left( \mathcal{M}^{(\mathcal{M})} \right) L^2 (\Sigma_t^+),
\]

and b) the first spacetime integral on the right-hand side of (10.42), which we first bound via Cauchy-Schwarz and (14.12d) as follows:

\[
\left| \int_{\mathcal{M}_t, u} \varrho^2 (R\Psi) (\partial_t \mathcal{M}^{(\mathcal{M})}) \left\{ \mathcal{L}_L + \text{tr}_g \chi \right\} \mathcal{M}^{\#} \right| \leq \sqrt{2} (1 + C \varepsilon) \int_{t' = 0}^t \int_{(t', u)} \varrho (R\Psi) \left\{ \mathcal{L}_L + \text{tr}_g \chi \right\} \mathcal{M}^{\#} \left( \mathcal{M}^{(\mathcal{M})} \right) L^2 (\Sigma_{t' \cup}),
\]

To derive a suitable bound for the right-hand side of (20.117), we argue as in our proof of (20.113), using the sharp estimates provided by Lemma 20.29 in place of Lemma 20.30 to estimate the last factor \( \left\| \cdots \right\|_{L^2 (\Sigma_t^+)} \) on the right-hand side of (20.117). This line of reasoning allows us to bound the right-hand side of (20.117) by \( \leq \) the right-hand side of (20.32) as desired.

To derive a suitable bound for the last integrand factor on the right-hand side of (20.118), we argue as in our proof of (20.113), using the sharp estimate provided by Lemma 20.31 in place of Lemma 20.32 to bound the last factor \( \left\| \cdots \right\|_{L^2 (\Sigma_{t' \cup}^+)} \) in the integrand on the right-hand side of (20.118). This line of reasoning allows us to bound the right-hand side of (20.118) by \( \leq \) the right-hand side of (20.32) as desired. This completes the proof of Lemma 20.26.

\( \square \)
20.8. Proof of Prop. 20.8

We now use the previously derived estimates to prove Prop. 20.8. Let 0 ≤ N ≤ 24 be an integer. Let Z ∈ ℰ = {qL, R, O(1), O(2), O(3)} and for N ≥ 1, let ℰN be an Nth order commutation vectorfield differential operator of the form ℰN = ℰN−1Z. We recall that by (16.2)-(16.4) and Cor. 16.5 we have

\[ \mu g(\Psi)(\mathcal{Z} N) = (\mathcal{Z} N) \mathcal{F}, \]
\[ (\mathcal{Z} N) \mathcal{F} = (\mathcal{N}) N−1(\mu J^\alpha N−1tr_\alpha N−1(\text{Small})) + \text{Harmless} \leq N, \]

where Harmless ≤ N terms are defined in Def. 16.2. We now state and separately consider four cases depending on the structure of ℰN. It is easy to see that the four cases exhaust all possibilities.

The four cases for the structure of ℰN

Using Lemma 16.1 Prop. 16.4 Cor. 16.5 and Cor. 16.6 we deduce the following estimates in the four cases.

1. ℰN contains more than one factor of qL. Then
   \[ (\mathcal{Z} N) \mathcal{F} = \text{Harmless} \leq N. \]

2. ℰN contains precisely one factor of qL. Then one of the following two possibilities must occur:
   \[ (\mathcal{Z} N) \mathcal{F} = \text{Harmless} \leq N, \]
   \[ (\mathcal{Z} N) \mathcal{F} = \mu (q^\# N−1)N−1tr_\alpha N−1(\text{Small}) + \text{Harmless} \leq N, \]
   where \( \mathcal{N}−1 \) is an (N − 1)th order pure spatial commutation vectorfield operator (see definition (7.2a)).

3. ℰN = ℰN−1R, where ℰN−1 is an (N − 1)th order pure spatial commutation vectorfield operator. Then
   \[ (\mathcal{Z} N) \mathcal{F} = (\bar{R}) N−1(\mathcal{Z} N−1)μ − (\mu A N−1)N−1tr_\alpha N−1(\text{Small}) + \text{Harmless} \leq N. \]

4. ℰN = ℰN−1O(l), where O(l) ∈ {O(1), O(2), O(3)} is a geometric rotation vectorfield and ℰN−1 is an (N − 1)th order pure spatial commutation vectorfield operator. Then
   \[ (\mathcal{Z} N) \mathcal{F} = (\bar{R}) O(l)N−1tr_\alpha N−1(\text{Small}) + p(l) (q^\# N−1)N−1tr_\alpha N−1(\text{Small}) + \text{Harmless} \leq N. \]

Before proving the proposition in detail, we first give an overview. We must derive suitable estimates for the error integrals on the right-hand sides of the energy-cone flux identities (10.29a) and (10.29b), where ℰNΨ is in the role of Ψ, and the inhomogeneous term \( \mathcal{F} \) appearing in (10.29a) and (10.29b) is equal to the term (\( \mathcal{Z} N) \mathcal{F} \) given in equation (20.120). This difficult analysis has already been carried out in the previous lemmas. That analysis allows us to bound \( E[\mathcal{Z} N Ψ] \) and \( F[\mathcal{Z} N Ψ] \) by the right-hand side of (20.6a), and \( E[\mathcal{Z} N Ψ], F[\mathcal{Z} N Ψ], \) and \( K[\mathcal{Z} N Ψ] \) by the right-hand side of (20.6b). We will then take the max of these estimates over all such operators of the form ℰN, 0 ≤ N ≤ 24, and then the sup over t and u. This will immediately imply the desired top-order inequalities (20.6a) and (20.6b) for \( Q(≤ N), \text{Q(≤ N)}, \) and \( K(≤ N). \)
Estimate for $Q_{(\leq N)}$: We now derive the desired inequality (20.6a). In our analysis, we implicitly use the quantities defined in Defs. 20.4 and 20.5. We now carry out the main step, which is deriving suitable bounds for the quantities $E[Z_N^N\Psi](t,u) + F[Z_N^N\Psi](t,u)$ on the left-hand side of (10.29a) (where $Z_N^N\Psi$ is in the role of $\Psi$).

To obtain the desired bounds, we bound the right-hand side of (10.29a) by the right-hand side of (20.6a). To this end, we first analyze the difficult error integral

$$-\int_{M_{t,u}} \left\{ (1 + 2\mu)(LZ_N^N\Psi) + 2\tilde{R}Z_N^N\Psi \right\} (Z_N^N)_{\mathfrak{S}} d\varpi$$

on the right-hand side of (10.29a), which is absent when $N = 0$. We separately consider the exhaustive cases $1 - 4$ (depending on the structure of $Z_N^N$) stated above. We bound all error integrals of the form

$$\int_{M_{t,u}} \left| (1 + 2\mu)(LZ_N^N\Psi) + 2\tilde{R}Z_N^N\Psi \right| H_{\text{Harmless}} \leq N d\varpi$$

in magnitude by the right-hand side of (20.6a) with Cor. 20.16, which in particular yields the desired bound in case $1$.

In case $2$, we bound the error integral

$$\int_{M_{t,u}} \left\{ (1 + 2\mu)(LZ_N^N\Psi) + 2\tilde{R}Z_N^N\Psi \right\} \rho(d\Psi^\#) \cdot (\mu dZ_N^{N-1}\tr g)^{(\text{Small})} d\varpi$$

in magnitude by the right-hand side of (20.6a) with Lemma 20.21.

In case $3$, we bound the dangerous error integral

$$\int_{M_{t,u}} \left\{ (1 + 2\mu)(L\mathcal{J}_N^{-1}\tilde{R}\Psi) + 2\tilde{R}\mathcal{J}_N^{-1}\tilde{R}\Psi \right\} (\tilde{R}\Psi)\Delta\mathcal{J}_N^{-1}\mu d\varpi$$

in magnitude by the right-hand side of (20.6a) with Lemma 20.25. We stress that the error terms on the right-hand side of Lemma 20.25 are the only ones that result in the difficult capital Roman numeral error terms $\mathcal{I}((\leq N))$, $\mathcal{II}((\leq N))$, $\cdots$ on the right-hand side of (20.6a). Furthermore, we bound the error integral

$$\int_{M_{t,u}} \left\{ (1 + 2\mu)(L\mathcal{J}_N^{-1}\tilde{O}\Psi) + 2\tilde{R}\mathcal{J}_N^{-1}\tilde{O}\Psi \right\} (\tilde{O}\Psi)^{(\text{Small})} d\varpi$$

in magnitude by the right-hand side of (20.6a) with Lemma 20.21.

In case $4$, we bound the dangerous error integral

$$\int_{M_{t,u}} \left\{ (1 + 2\mu)(L\mathcal{J}_N^{-1}\tilde{O}(l)\Psi) + 2\tilde{R}\mathcal{J}_N^{-1}\tilde{O}(l)\Psi \right\} \rho(l)(d\Psi^\#) \cdot (\mu d\mathcal{J}_N^{N-1}\tr g)^{(\text{Small})} d\varpi$$

in magnitude by the right-hand side of (20.6a) with Lemma 20.25. Furthermore, we bound the error integral

$$\int_{M_{t,u}} \left\{ (1 + 2\mu)(L\mathcal{J}_N^{-1}\tilde{O}(l)\Psi) + 2\tilde{R}\mathcal{J}_N^{-1}\tilde{O}(l)\Psi \right\} \rho(l)(d\Psi^\#) \cdot (\mu d\mathcal{J}_N^{N-1}\tr g)^{(\text{Small})} d\varpi$$

in magnitude by the right-hand side of (20.6a) with Lemma 20.21.

We now bound the error integral on the right-hand side of (10.29a) that do not contain the inhomogeneous term factor $\tilde{g} = (Z_N^N)_{\mathfrak{S}}$. That is, we bound the integral

$$-\frac{1}{2} \int_{M_{t,u}} \mu Q^{\alpha\beta}[Z_N^N\Psi]^T \pi_\alpha\beta d\varpi$$
This integral is bounded by the right-hand side of (20.6a) by (20.30a) (see definition (10.45a).

Finally, we note that the terms $\mathbb{E}[\mathcal{Z}^N\Psi](0,u)$ corresponding to the first term on the right-hand side of (10.29a) are trivially bounded by $\leq Q(\leq N)(0,u)$.

We have thus bounded the sum $\mathbb{E}[\mathcal{Z}^N\Psi](t,u) + \mathbb{F}[\mathcal{Z}^N\Psi](t,u)$ by the right-hand side of (20.6a) as desired. Taking the max of these estimates over all such operators of the form $\mathcal{Z}^N$, $0 \leq N \leq 24$, taking the sup over $t$ and $u$, and recalling Def. 14.2, we conclude the desired inequality (20.6a).

Estimate for $\tilde{Q}(\leq N)$: We now derive the desired inequality (20.6b). In our analysis, we implicitly use the quantities defined in Defs. 20.6 and 20.7. We now carry out the main step, which is deriving suitable bounds for the quantities $\mathbb{E}[\mathcal{Z}^N\Psi](t,u) + \mathbb{F}[\mathcal{Z}^N\Psi](t,u)$ on the left-hand side of (10.29b) (where $\mathcal{Z}^N\Psi$ is in the role of $\Psi$). To obtain the desired bounds, we a) show that the non-positive integral $-\tilde{K}[\mathcal{Z}^N\Psi](t,u)$ (see definition (14.9a)) is present on the right-hand side of (10.29b) and hence we can bring it over to the left-hand side to generate a coercive spacetime integral and b) bound the remaining integrals on the right-hand side of (10.29b) in magnitude by the right-hand side of (20.6b). To accomplish a), we simply appeal to definition (14.9a) (with $\mathcal{Z}^N\Psi$ in the role of $\Psi$), which shows that $-\tilde{K}[\mathcal{Z}^N\Psi]$ is equal to the spacetime integral of the first term on the right-hand side of (10.48b). We emphasize that by (10.45b), $\tilde{K}[\mathcal{Z}^N\Psi]$ is in fact part of the integral

$$\int_{M_{t,u}} \mu Q^{\alpha\beta}[\mathcal{Z}^N\Psi] \left\{ (\tilde{K})_{\pi\alpha\beta} - \frac{\mu}{2} \right.\left. \text{tr}_g \chi g_{\alpha\beta} \right\} d\varpi$$

and hence it would have appeared on the right-hand side of (20.6b) as $-\tilde{K}[\mathcal{Z}^N\Psi]$ if we did not bring it to the left.

We now accomplish b); the proof is similar to the bound we derived for $Q(\leq N)$ above. Our goal is to bound the right-hand side of (10.29b) (except for the coercive term $\tilde{K}[\mathcal{Z}^N\Psi]$ that was addressed in a)) by the right-hand side of (20.6b). To this end, we first analyze the difficult error integral

$$-\int_{M_{t,u}} \varrho^2 \left\{ L[\mathcal{Z}^N\Psi] + \frac{1}{2} \text{tr}_g \chi \mathcal{Z}^N\Psi \right\} \left( \mathcal{Z}^N\Psi \right)_{\tilde{S}} d\varpi$$

on the right-hand side of (10.29b), which is absent when $N = 0$. We consider the same four cases (based on the structure of $\mathcal{Z}^N$) that we did in our estimates for $Q(\leq N)$. We bound all error integrals of the form

$$\int_{M_{t,u}} \varrho^2 \left| L[\mathcal{Z}^N\Psi] + \frac{1}{2} \text{tr}_g \chi \mathcal{Z}^N\Psi \right| Harmless \leq N d\varpi$$

in magnitude by the right-hand side of (20.6b) with the help of Cor. 20.17, which in particular yields the desired bound in case 1.

In case 2, we bound the error integral

$$\int_{M_{t,u}} \varrho^2 \left\{ L[\mathcal{Z}^N\Psi] + \frac{1}{2} \text{tr}_g \chi \mathcal{Z}^N\Psi \right\} \varrho(\varrho^{\Psi}) \cdot (\mu^N \text{tr}_g \chi^{(Small)}) d\varpi$$

in magnitude by the right-hand side of (20.6b) with Lemma 20.22.
In case 3, we bound the dangerous error integral
\[ \int_{\mathcal{M}_{t,u}} \rho^2 \left\{ L\mathcal{N}^{-1} \tilde{R} \Psi + \frac{1}{2} \text{tr}_X \mathcal{N}^{-1} \tilde{R} \Psi \right\} (\tilde{R} \Psi) \Delta \mathcal{N}^{-1} \mu \, d\sigma \]
in magnitude by the right-hand side of (20.6b) with Lemma 20.26. We stress that the error terms on the right-hand side of Lemma 20.26 are the only ones that result in the difficult capital Roman numeral error terms \( \tilde{I} \leq N \), \( \tilde{II} \leq N \), \( \ldots \) on the right-hand side of (20.6b). Furthermore, we bound the error integral
\[ \int_{\mathcal{M}_{t,u}} \rho^2 \left\{ L\mathcal{N}^{-1} \tilde{R} \Psi + \frac{1}{2} \text{tr}_X \mathcal{N}^{-1} \tilde{R} \Psi \right\} (\mu \triangle \mathcal{N}^{-1} \text{tr}_X \tilde{R} \Psi) \, d\sigma \]
in magnitude by the right-hand side of (20.6b) with Lemma 20.22.

In case 4, we bound the dangerous error integral
\[ \int_{\mathcal{M}_{t,u}} \rho^2 \left\{ L\mathcal{N}^{-1} \tilde{R} \Psi + \frac{1}{2} \text{tr}_X \mathcal{N}^{-1} \tilde{R} \Psi \right\} (\mu \triangle \mathcal{N}^{-1} \text{tr}_X \tilde{R} \Psi) \, d\sigma \]
in magnitude by the right-hand side of (20.6b) with Lemma 20.26. Furthermore, we bound the error integral
\[ \int_{\mathcal{M}_{t,u}} \rho^2 \left\{ L\mathcal{N}^{-1} \tilde{R} \Psi + \frac{1}{2} \text{tr}_X \mathcal{N}^{-1} \tilde{R} \Psi \right\} \rho(t) (\mu \triangle \mathcal{N}^{-1} \text{tr}_X \tilde{R} \Psi) \, d\sigma \]
in magnitude by the right-hand side of (20.6b) with Lemma 20.22.

We now bound the error integrals on the right-hand side of (10.29b) that do not involve the inhomogeneous term factor \( \tilde{g} = (\mathcal{X}^N) \tilde{g} \). That is, we bound the first, second, third fourth, sixth and seventh (final) integrals on the right-hand side of (10.29b) (with \( \tilde{g} \) in the role of \( \Psi \)). The coercive “Morawetz part” of the sixth integral (that is, the next-to-last integral) was handled in a), while the remaining part (see definitions (10.45b) and (10.48b))) is bounded by the right-hand side of (20.6b) by (20.30b). The remaining error integrals are bounded by (20.30c) and (20.30d), where in bounding the hypersurface integrals \(- \frac{1}{4} \int_{\Sigma_u} \ldots \), we use
(20.30c) and (20.30d) with \( t = 0 \) and the fact that \( \tilde{Q}(\leq N)(0, u) \leq C \tilde{Q}(\leq N)(0, u) \) (see Lemma 14.8).

Finally, we note that by Lemma 14.8, the terms \( \tilde{E}[\mathcal{X}^N \Psi](0, u) \) corresponding to the first term on the right-hand side of (10.29b) are bounded by \( \leq \tilde{Q}(\leq N)(0, u) \leq C \tilde{Q}(\leq N)(0, u) \).

We have thus bounded the sum \( \tilde{E}[\mathcal{X}^N \Psi](t, u) + \tilde{E}[\mathcal{X}^N \Psi](t, u) + \tilde{E}[\mathcal{X}^N \Psi](t, u) \) by the right-hand side of (20.6b) as desired. Taking the max of these estimates over all such operators of the form \( \mathcal{X}^N \), \( 0 \leq N \leq 24 \), taking the sup over \( t \) and \( u \), and recalling Def. 14.2, we conclude the desired inequality (20.6b). This completes the proof of Prop. 20.8.

20.9. Proof of Prop. 20.9

We now use the previously derived estimates to prove Prop. 20.9. The proof is very similar to the proof of Prop. 20.8 with only one key change: we estimate all of the error integrals that cause top-order \( L^2 \) degeneracy with respect to \( \mu^{-1} \) in a different way. Specifically, we estimate these integrals in terms of higher-order
$L^2$ quantities (that is, these estimates lose one derivative), which will result in the presence of the terms $\mathbf{I}(\leq N+1)$ and $\mathbf{I}(\leq N+1)$ (see definitions \ref{20.3a} and \ref{20.5a}) on the right-hand sides of \ref{20.7a} and \ref{20.7b}. The major gain is the following: because of this alternate strategy, the top-order error terms $\mathbf{I}(\leq N) - \mathbf{VIII}(\leq N)$ and $\mathbf{I}(\leq N) - \mathbf{VIII}(\leq N)$ which are present on the right-hand sides of the top-order estimates \ref{20.6a} and \ref{20.6b}, are not present on the right-hand sides of the below-top-order estimates \ref{20.7a} and \ref{20.7b}. For the same reason, many terms on the first two lines of the right-hand side of \ref{20.6a} and \ref{20.6b} are absent from the below-top-order estimates \ref{20.7a} and \ref{20.7b}.

We now provide the details for the proof of \ref{20.7a}. We repeat the proof of \ref{20.6a} and note that the only reason that the worst terms $\mathbf{I}(\leq N) - \mathbf{VIII}(\leq N)$ are present on the right-hand side of \ref{20.6a} is because we had to use them as an upper bound for the dangerous error integrals

\begin{equation}
- \int_{M^1, u} \left\{ (1 + 2\mu)(L \mathcal{Z}^N \Psi) + (\tilde{R} \mathcal{Z}^N \Psi) \right\} \left( \frac{\Delta \mathcal{J}^{N-1} \mu}{O(\mu \mathcal{J}^{N-1} \mu) \mathcal{J}^{(Small)}} \right) d\nu \tag{20.121}
\end{equation}

from cases 3 and 4 above. Similarly, the error integrals \ref{20.121} are the only reason that the terms on the first two lines of the right-hand side of \ref{20.6a} containing the factor $\mu^{-1}$ are present (we note, however, that the harmless term $C\varepsilon^3$ on the right-hand side of \ref{20.6a} is generated by many error integrals). Since we are no longer bounding a top-order quantity, to bound the integral \ref{20.121}, rather than using the argument given in the proof of \ref{20.6a}, we instead allow a permissible loss of one derivative by using the bootstrap assumption $\|\tilde{R} \Psi\|_{C^0(\Sigma^u)} \leq \varepsilon (1 + t)^{-1}$ (that is, $\mathbf{BA \Psi}$) and the derivative-losing Lemma \ref{20.18} to deduce that \ref{20.121} is bounded in magnitude by

\begin{equation}
\lesssim \varepsilon \int_{t'=0}^{t} \frac{1}{(1 + t')^{3/2} \mu_v^{1/2}} Q^{1/2}(\leq N)(t', u)\times \int_{s=0}^{t'} \frac{1}{1 + s} Q^{1/2}(\leq N+1)(s, u) \, ds \, dt' + \varepsilon^3
\end{equation}

as desired (see definition \ref{20.3a}). We have thus proved inequality \ref{20.7a}.

The proof of \ref{20.7b} is similar. More precisely, we repeat the proof of \ref{20.6b} and make the following key change, which completely eliminates the dangerous terms $\mathbf{I}(\leq N) - \mathbf{VIII}(\leq N)$ that are present on the right-hand side of the top-order estimate \ref{20.6b} as well as the terms on the first two lines of the right-hand side of
(20.10. Proof of Lemma 20.10) (aside from the initial data term $C \mathcal{Q}_{(\leq N)}(0, u)$ and the term $C \varepsilon^3 \mu_-^{-1}(t, u)$, which appears in the ameliorated form $C \varepsilon^3$): we bound the integrals

\[
- \int_{\mathcal{M}_{t,u}} \varrho^2 \left\{ L \mathcal{I}^N \Psi + \frac{1}{2} \text{tr}\Sigma \mathcal{I}^N \Psi \right\} \left( \hat{R} \Psi \right) \left( \Delta \mathcal{R}^{N-1} \mu \big| O(t), \mathcal{I}^{N-1} \text{tr} \Sigma \chi \big| \text{Small} \right) d\varpi
\]

by using the bootstrap assumption $\| \hat{R} \Psi \|_{C^0(\Sigma^+)} \lesssim \varepsilon(1 + t)^{-1}$ and the derivative-losing Lemma 20.19 to deduce that (20.123) is bounded in magnitude by

\[
\lesssim \varepsilon \int^t_{t' = 0} \frac{1}{(1 + t')^2} \left( \int^t_{s = 0} \frac{Q_{(\leq N+1)}(s, u)}{1 + s} ds \right)^2 dt'
\]

\[
+ \varepsilon \int^t_{t' = 0} \frac{1}{(1 + t')^2} \left( \int^t_{s = 0} \frac{\overline{Q}_{(\leq N+1)}(s, u)}{(1 + s) \mu_-^{1/2}(s, u)} ds \right)^2 dt'
\]

\[
+ \varepsilon \int^u_{u' = 0} \overline{Q}_{(\leq N)}(t, u') du' + \varepsilon^3
\]

as desired (see definition (20.5a)). We have thus proved inequality (20.7b). This completes the proof of Prop. 20.9. \qed

20.10. Proof of Lemma 20.10

Before proving Lemma 20.10, we first provide the following simple lemma, which will be used to estimate the right-hand side of (20.3c).

**Lemma 20.35 (Integral estimate for an unusual Gronwall factor).** Let $t \geq 0$. There exists a constant $C > 0$ independent of $t$ such that

\[
\int^t_{t' = 0} \frac{\ln^5(e + t')}{(1 + t')^2 \sqrt{\ln(e + t) - \ln(e + t')}} dt' \leq C.
\]

**Proof of Lemma 20.35.** We make the change of variables $\tau' := \ln(e + t')$, $\tau := \ln(e + t)$, $dt' = \frac{dt'}{e + t'}$. We first consider the case $\tau \geq 2$. In this case, we split the integration domain into the intervals $[1, \tau/2]$ and $[\tau/2, \tau]$. Noting that the function $\exp(-\tau')$ is decreasing on the domain $\tau' \in [1, \infty)$, that the function $\sqrt{\tau - \tau'}$ is decreasing on the domain $\tau' \in [1, \tau]$, that the function $(\tau')^5$ is increasing on the domain $\tau' \in [1, \infty)$, and that $\int_{\tau' = 1}^{\infty} \exp(-\tau') \tau^5 d\tau' < \infty$, we bound the two
pieces as follows:

\[
\int_{t'=0}^{t} \frac{\ln^5(e + t')}{(1 + t')^2 \sqrt{\ln(e + t') - \ln(e + t')}} \, dt' \\
\leq C \int_{t'=0}^{t} \frac{\ln^5(e + t')}{(1 + t')^2 \sqrt{\ln(e + t') - \ln(e + t')}} \, dt'
\]

\[
\leq C \int_{\tau=1}^{\tau/2} \frac{\exp(-\tau')(\tau')^5}{\sqrt{\tau - \tau'}} \, d\tau' + \int_{\tau=\tau/2}^{\tau} \frac{\exp(-\tau')(\tau')^5}{\sqrt{\tau - \tau'}} \, d\tau'
\]

\[
\leq \frac{C}{\sqrt{\tau}} \int_{\tau'=1}^{\infty} \exp(-\tau') \tau'^5 \, d\tau' + C \exp(-\tau/2) \int_{\tau=\tau/2}^{\tau} \frac{1}{\sqrt{\tau - \tau'}} \, d\tau'
\]

\[
\leq \frac{C}{\sqrt{\tau}} + C \exp(-\tau/2) \tau^{11/2} \leq C.
\]

To obtain the last inequality in (20.126), we used the simple fact that the functions \(\frac{1}{\sqrt{\tau}}\) and \(\exp(-\tau) \tau^{11/2}\) are uniformly bounded from above on the domain \(\tau \in [1, \infty)\).

This completes the proof of lemma in the case \(\tau \geq 2\).

In the remaining case, we have \(1 \leq \tau \leq 2\). We do not split the integration domain. Instead, we simply use the fact that the function \(\exp(-\tau')(\tau')^5\) is uniformly bounded from above on the domain \(\tau \in [1, \infty)\) in order to deduce

\[
\int_{t'=0}^{t} \frac{\ln^5(e + t')}{(1 + t')^2 \sqrt{\ln(e + t') - \ln(e + t')}} \, dt' \\
\leq C \int_{\tau=1}^{\tau/2} \frac{\exp(-\tau')(\tau')^5}{\sqrt{\tau - \tau'}} \, d\tau'
\]

\[
\leq C \int_{\tau=1}^{\tau} \frac{1}{\sqrt{\tau - \tau'}} \, d\tau'
\]

\[
\leq C \sqrt{\tau} \leq C.
\]

This completes the proof of the lemma.

\[
\square
\]

We now prove Lemma 20.10.

**Proof of the estimates for the top-order quantities.** Throughout the proof, we often use the estimate \(g(t, u) \approx 1 + t\) (on \(\mathcal{M}_{T(\text{bootstrap}), U_0}\)) and the fact that \(\tilde{Q}_{(\leq N)}(t, u)\) and \(\tilde{Q}'_{(\leq N)}(t, u)\) are increasing in their arguments without explicitly mentioning them each time. We first prove the desired (difficult) estimates for the top-order quantities \(Q_{(\leq 24)}(t, u), \tilde{Q}_{(\leq 24)}(t, u),\) and \(\tilde{K}_{(\leq 24)}(t, u)\). Our argument involves the
following functions:

\begin{align}
(20.128) \quad \nu_1(t, u) & := \exp(u), \\
(20.129) \quad \nu_2(t, u) & := \exp \left( \int_{s=0}^{t} \frac{1}{(1 + s)^{1+\alpha}} \, ds \right), \\
(20.130) \quad \nu_3(t, u) & := 1 + \ln \left( \frac{\varrho(t, u)}{\varrho(0, u)} \right), \\
(20.131) \quad \nu(t, u) & := \nu_1^{2P}(t, u) \nu_2^{2P}(t, u) \nu_3^{A_*}(t, u) \mu_*^{-17.5}(t, u), \\
(20.132) \quad \tilde{\nu}(t, u) & := \nu_1^{2P}(t, u) \nu_2^{2P}(t, u) \nu_3^{A_*+4}(t, u) \mu_*^{-17.5}(t, u),
\end{align}

where $P > 0$ and $A_*$ are constants to be determined below, and $0 < \alpha < 1/2$ is the small positive constant on the right-hand sides of (20.2h), (20.2c), (20.2g), and (20.2h). Note the important discrepancy factor $\nu_3(t, u)$ between $\nu(t, u)$ and $\tilde{\nu}(t, u)$. The functions $\nu^{-1}(t, u)$ and $\tilde{\nu}^{-1}(t, u)$ can be thought of as products of approximate integrating factors for the inequalities of Prop. 20.8 and hence $\nu(t, u)$ and $\tilde{\nu}(t, u)$ are connected to the expected behavior of $Q_{(\leq 24)}(t, u)$, $\tilde{Q}_{(\leq 24)}(t, u)$, and $\tilde{K}_{(\leq 24)}(t, u)$. Note that $\nu_1(t, u), \nu_2(t, u), \nu_3(t, u), \mu_*^{-1}(t, u)$ are increasing in $u$, that $\nu_1(t, u), \nu_2(t, u), \nu_3(t, u)$ are also increasing in $t$, and that $\mu_*^{-1}(t, u), \nu(t, u)$ and $\tilde{\nu}(t, u)$ are approximately increasing in $t$ in the sense that

\begin{align}
(20.133) \quad & \mu_*^{-1}(t_1, u) \leq (1 + C\sqrt{\varepsilon}) \mu_*^{-1}(t_2, u), \quad \text{if } t_1 \leq t_2, \\
(20.134) \quad & \nu(t_1, u) \leq (1 + C\sqrt{\varepsilon}) \nu(t_2, u), \quad \text{if } t_1 \leq t_2, \\
(20.135) \quad & \tilde{\nu}(t_1, u) \leq (1 + C\sqrt{\varepsilon}) \tilde{\nu}(t_2, u), \quad \text{if } t_1 \leq t_2.
\end{align}

To deduce (20.133)–(20.135), we have used the approximate monotonicity inequality (13.45). Note also that for a fixed $P$, $\nu_1^P(t, u)$ and $\nu_2^P(t, u)$ are uniformly bounded from above by a positive constant for $(t, u) \in [0, T_{(\text{Bootstrap})}) \times [0, U_0]$. Throughout this proof, we often use these increasing/approximately increasing properties without explicitly mentioning them every time.

In order to generate sufficient smallness that will allow us to absorb error integrals during this Gronwall-type argument, we use the crucially important estimates of Prop. 13.12 together with the following simple inequalities:

\begin{align}
(20.136) \quad & \int_{t'}^t \nu_1^P(t, u') \, du' \leq \frac{1}{P} \nu_1^P(t, u), \\
(20.137) \quad & \int_{t'}^t \frac{1}{(1 + t')^{1+\alpha}} \nu_2^P(t', u) \, dt' \leq \frac{1}{P} \nu_2^P(t, u), \\
(20.138) \quad & \int_{t'}^t \frac{1}{\varrho(t', u)} \left\{ 1 + \ln \left( \frac{\varrho(t', u)}{\varrho(0, u)} \right) \right\} \nu_3^{A_*}(t', u) \, dt' \leq \frac{1}{A_*} \nu_3^{A_*}(t, u).
\end{align}

Inequalities (20.136)–(20.138) are straightforward to verify by direct computation. The “smallness factors” that we exploit are the factors $\frac{1}{P}$ and $\frac{1}{A_*}$ as well as the bootstrap parameter $\varepsilon$. 

To proceed, we define the following rescaled functions \( q(t, u) \) and \( \bar{q}(t, u) \), which we would like to show are small on the domain of interest:

\[
q(t, u) := \sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \mu^{-1}(\hat{t}, \hat{u}) \mathcal{Q}(\leq 24)(\hat{t}, \hat{u}),
\]

\[
\bar{q}(t, u) := \sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \mu^{-1}(\hat{t}, \hat{u}) \left\{ \mathcal{Q}(\leq 24)(\hat{t}, \hat{u}) + \bar{K}(\hat{t}, \hat{u}) \right\}.
\]

Specifically, in order to prove \((20.8e)\) and \((20.8f)\), it suffices to prove that there exist constants \( P > 0, A_* > 4 \), and \( C > 1 \) such that the following estimates hold for \((t, u) \in [0, T_{\text{(Bootstrap)}}, T_{\text{Bootstrap}}] \times [0, U_0]\):

\[
q(t, u) \leq C \left\{ \epsilon^2 + \epsilon^3 \right\},
\]

\[
\bar{q}(t, u) \leq C \left\{ \epsilon^2 + \epsilon^3 \right\}.
\]

The reason that the bounds \((20.141)\) and \((20.142)\) are sufficient for proving \((20.8e)\) and \((20.8f)\) is that \( \mu_1(t, u) \) and \( \mu_2(t, u) \) are each bounded from above by a uniform positive constant on the domain \((t, u) \in [0, \infty) \times [0, U_0]\), while \( \mu_3(t, u) \approx \ln(e + t) \).

Our first goal is to derive a suitable bound for \( \bar{q}(t, u) \) in terms of \( q(t, u) \). More precisely, we will show that if \( P > 1 \) and \( A_* > 4 \) are large enough, then the following bound holds for \((t, u) \in [0, T_{\text{(Bootstrap)}}, T_{\text{Bootstrap}}] \times [0, U_0]\):

\[
\bar{q}(t, u) \leq C \left\{ \epsilon^2 + \epsilon^3 + q(t, u) \right\}.
\]

To this end, we will prove that there exist constants \( 0 < \alpha < 1 \) and \( C > 0 \) such that

\[
\bar{q}(t, u) \leq C \left\{ \epsilon^2 + \epsilon^3 + q(t, u) \right\} + \alpha q(t, u).
\]

The desired estimate \((20.143)\) easily follows from \((20.144)\) by absorbing the product \( \alpha q(t, u) \) on the right-hand side of \((20.144)\) back into the left.

In order to prove \((20.144)\), we evaluate both sides of \((20.6b)\) at \((\hat{t}, \hat{u})\), multiply both sides of \((20.6b)\) by \( \mu^{-1}(\hat{t}, \hat{u}) \), and then take \( \sup \). From definition \((20.140)\), we see that the left-hand side of the resulting inequality is precisely the term \( q(t, u) \) on the left-hand side of \((20.144)\). The most difficult terms on the right-hand side of the resulting inequality are the ones involving “boxed constants terms,” that is, terms arising from \( \mathbf{I}_{\leq 24} \) and \( \mathbf{V}_{\leq 24} \) (see Def. \((20.6)\)). We now derive a suitable bound for these difficult terms. We give complete details for bounding the term corresponding to \( \mathbf{I}_{\leq 24} \). We then provide abbreviated proofs for the remaining terms. To handle the term corresponding to \( \mathbf{I}_{\leq 24} \) (see definition \((20.4a)\)), we have to bound

\[
\sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \left\{ \mu^{-1}(\hat{t}, \hat{u}) \mathbf{I}_{\leq 24}(\hat{t}, \hat{u}) \right\}.
\]

To this end, we multiply and divide by \( \mu_{17, *}(t', \hat{u}) \) in the integral on the right-hand side of the bound \((20.4a)\) for \( \mathbf{I}_{\leq 24}(\hat{t}, \hat{u}) \) and use the fact that \( \mu_1, \mu_2, \mu_3 \) are increasing in both of their arguments, thereby bounding the terms in braces in
Increasing properties of the integrating factors to deduce that similar argument based on the estimate (20.138) and the increasing/approximately bounded (20.145) by the right-hand side of (20.146).

The important point is that the constants (20.147) and (20.148) verify (20.145) and the fact that \( \tilde{q} \) is increasing in both of its arguments. We have therefore bounded (20.145) by the right-hand side of (20.146).

A similar argument based on the crucially important estimate (13.145a) leads to the following bound (see definition (20.4e)):

\[
(20.147) \quad \sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \left\{ \left[ t^{-1}(\hat{t}, \hat{u}) \left( \square \right) \right]_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq (1 + \sqrt{\varepsilon}) \frac{5}{17.5} \times \frac{1}{8.25} \tilde{q}(t, u).
\]

The important point is that the constants \( \frac{5}{17.5} \) and \( \frac{5}{8.25} \) from the estimates (20.146) and (20.147) verify \( \frac{5}{17.5} + \frac{5}{8.25} < .9 < 1 \). This sum makes up the bulk of the constant \( \alpha \) on the right-hand side of (20.144). The estimates (20.146) and (20.147) are the only two that force us to prove bounds for \( \tilde{Q}_{(\leq 24)}(t, u) \) that involve large degeneracy with respect to powers of \( \mu_+^{-1} \). As we will see, the remaining terms on the right-hand side of (20.6b) can be suitably bounded by choosing \( P \) and \( A_+ \) to be sufficiently large.

To bound the term corresponding to \( III_{(\leq 24)} \) (see definition (20.4b)), we use a similar argument based on the estimate (20.138) and the increasing/approximately increasing properties of the integrating factors to deduce that

\[
(20.148) \quad \sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \left\{ \left[ t^{-1}(\hat{t}, \hat{u}) \left( \square \right) \right]_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{2A_+ + 4} \tilde{q}(t, u).
\]

By choosing \( A_+ \) to be large in (20.148), we can ensure that \( \frac{C}{2A_+ + 4} \) is as small as we need it to be.
Next, using a similar argument based on the estimate \((13.146)\) (with \(A = 0\) and \(a = 1/2\)), we deduce that (see definitions \((20.4c)\), \((20.4d)\), \((20.4g)\), and \((20.4h)\))

\[
\sup_{(i, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{t}^{-1} (\hat{t}, \hat{u}) \tilde{\Pi} \right\}_{(\leq 24)} (\hat{t}, \hat{u}) \leq C \varepsilon q,
\]

\[
\sup_{(i, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{t}^{-1} (\hat{t}, \hat{u}) \tilde{\Pi} \right\}_{(\leq 24)} (\hat{t}, \hat{u}) \leq C \varepsilon \bar{q},
\]

\[
\sup_{(i, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{t}^{-1} (\hat{t}, \hat{u}) \tilde{\Pi} \right\}_{(\leq 24)} (\hat{t}, \hat{u}) \leq C \varepsilon \bar{q},
\]

\[
\sup_{(i, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{t}^{-1} (\hat{t}, \hat{u}) \tilde{\Pi} \right\}_{(\leq 24)} (\hat{t}, \hat{u}) \leq C \varepsilon \bar{q}.
\]

To bound the term corresponding to \(\tilde{\Pi}_{(\leq 24)}\) (see definition \((20.4i)\)), we use a similar argument based on the estimate \((13.145b)\) to deduce that

\[
\sup_{(i, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{t}^{-1} (\hat{t}, \hat{u}) \tilde{\Pi} \right\}_{(\leq 24)} (\hat{t}, \hat{u}) \leq \frac{C}{A_s + 1/2} \bar{q}(t, u) + C \varepsilon \bar{q}(t, u).
\]

By choosing \(A_s\) to be large and \(\varepsilon\) to be small in the previous estimate, we can ensure that \(\frac{C}{A_s + 1/2}\) and \(C \varepsilon\) are as small as we need them to be. We have thus bounded all of the terms generated by the capital Roman numeral terms \([\Pi]_{(\leq N)} - \tilde{\Pi}_{(\leq N)}\) on the right-hand side of \((20.6b)\) (with \(N = 24\)).

To bound the terms corresponding to the easy terms \(\tilde{\Pi}_{(\leq 24)} - \bar{v}_{(\leq 24)}\) (see Def. \(20.7\)) on the right-hand side of \((20.6b)\), we use similar arguments to deduce that

\[
(1 + \tilde{t}^{-1}) \sup_{(i, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{t}^{-1} (\hat{t}, \hat{u}) \tilde{\Pi} \right\}_{(\leq 24)} (\hat{t}, \hat{u}) \leq C (1 + \tilde{t}^{-1}) \bar{q}(t, u),
\]

\[
(1 + \tilde{t}^{-1}) \sup_{(i, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{t}^{-1} (\hat{t}, \hat{u}) \tilde{\Pi} \right\}_{(\leq 24)} (\hat{t}, \hat{u}) \leq \frac{C}{2 A_s + 4} \bar{q}(t, u),
\]

\[
(1 + \tilde{t}^{-1}) \sup_{(i, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{t}^{-1} (\hat{t}, \hat{u}) \tilde{\Pi} \right\}_{(\leq 24)} (\hat{t}, \hat{u}) \leq \frac{C}{P} (1 + \tilde{t}^{-1}) \bar{q}(t, u),
\]

\[
(1 + \tilde{t}^{-1}) \sup_{(i, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{t}^{-1} (\hat{t}, \hat{u}) \tilde{\Pi} \right\}_{(\leq 24)} (\hat{t}, \hat{u}) \leq \frac{C}{P} (1 + \tilde{t}^{-1}) \bar{q}(t, u),
\]

\[
(\varepsilon + \zeta) \sup_{(i, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{t}^{-1} (\hat{t}, \hat{u}) \tilde{\Pi} \right\}_{(\leq 24)} (\hat{t}, \hat{u}) \leq C (\varepsilon + \zeta) \bar{q}(t, u).
\]

We make the following clarifying remarks concerning the above estimates. The estimate \((20.154)\) relies on the inequality \(\tilde{t}^{-1}(t, u) \ln^3(e + t) \leq C \tilde{t}^{-1}(t, u)\). The estimate \((20.155)\) was already proved in \((20.148)\). The estimate \((20.156)\) relies on inequality \((20.137)\) in analogy with the way that we used \((13.143)\) to deduce \((20.146)\). Similarly, the estimate \((20.157)\) relies on inequality \((20.136)\) in analogy with the way that we used \((13.143)\) to deduce \((20.146)\). The estimate involving \((20.155)\) follows easily from the definitions.

In order to complete the proof of \((20.144)\), it remains for us to bound the terms arising from the terms on the first two lines of the right-hand side of \((20.6b)\). We begin by bounding the terms generated by the terms on the first line. By
Lemma 14.8, the term corresponding to \( CQ_{\leq 24}(0, u) \) is \( \leq C\tilde{\epsilon}^2 \). The term corresponding to \( C\tilde{\epsilon}^3\mu_*^{-1}(t, u) \) can easily be bounded by \( \leq C\tilde{\epsilon}^3 \). The term corresponding to \( C\tilde{\epsilon}Q_{\leq N}(t, u) \) can easily be bounded by \( \leq C\tilde{\epsilon}q(t, u) \), while the term corresponding to \( C\tilde{\epsilon}Q_{\leq N}(t, u) \) can easily be bounded by \( \leq C\tilde{\epsilon}\tilde{q}(t, u) \).

We now bound the terms generated by the terms on the second line of the right-hand side of (20.6b). To bound the term generated by the first term on the second line, we use the bootstrap assumption (20.1c) for \( Q_{\leq 23}(t, u) \) to deduce that

\[
\sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ C\tilde{\epsilon}\tilde{\mu}_*^{-1}(\hat{t}, \hat{u}) \ln^2(e + \hat{t})Q_{\leq 23}(\hat{t}, \hat{u}) \right\} \leq C\tilde{\epsilon}^3 \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \mu_*(\hat{t}, \hat{u}) \leq C\tilde{\epsilon}^3.
\]

Using a similar argument based on the bootstrap assumption (20.1d) for \( Q_{\leq 23}(t, u) \), we also bound the term generated by the second term on the second line of the right-hand side of (20.6b) by \( \leq C\tilde{\epsilon}^3 \).

Combining all of the above estimates, we deduce that

\[
\tilde{q}(t, u) \leq C \left\{ \tilde{\epsilon}^2 + \tilde{\epsilon}^3 \right\} + C \left\{ 1 + \tilde{\epsilon}^{-1} + \tilde{\epsilon} \right\} q(t, u) + \left\{ \frac{5}{17.5} + \frac{5}{8.25} + \frac{C}{A_*} + \frac{C}{F}(1 + \tilde{\epsilon}^{-1}) + C\tilde{\epsilon} + C\tilde{\epsilon}^3 \right\} \tilde{q}(t, u).
\]

The bound (20.144) now follows from (20.160) if we first choose and fix \( A_*, \tilde{\epsilon} \) to be sufficiently small, then choose \( A_* \) and \( F \) to be sufficiently large, and finally choose \( \epsilon \) to be sufficiently small. We remark that later in the proof, just below inequality (20.178), we may need to further enlarge \( A_* \) and \( P \).

We now use the estimate (20.143) to help us derive the desired estimate (20.141) for \( \tilde{q}(t, u) \). The desired estimate (20.142) for \( \tilde{q} \) then follows easily from (20.143) and (20.144). To prove (20.141), we will argue as in our proof of (20.144) to show that there exist constants \( 0 < \beta < 1 \) and \( C > 0 \) such that

\[
q(t, u) \leq C \left\{ \tilde{\epsilon}^2 + \tilde{\epsilon}^3 \right\} + C_0 q(t, u) + \tilde{\epsilon} \tilde{q}(t, u).
\]

Clearly, the desired bound (20.141) follows once we have shown (20.161). Our proof of (20.161) is very similar to our proof of (20.144). More precisely, in order to prove (20.161) for each term on the right-hand side of (20.6b) involving an integral, we find an effective approximate integrating factor and then multiply both sides of (20.6a) by the product of all the integrating factors. Specifically, we evaluate both sides of (20.6a) at \((\hat{t}, \hat{u})\), multiply both sides of (20.6a) by \( \tilde{\epsilon}^{-1}(\hat{t}, \hat{u}) \) (see (20.131)), and then take \( \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \). From definition (20.139), we see that the left-hand side of the resulting inequality is precisely the term \( q(t, u) \) on the left-hand side of (20.161). The most difficult terms on the right-hand side of the resulting inequality are the ones involving “boxed constants terms” that is, terms arising from \( I_{\leq 24} \) and \( V_{\leq 24} \) (see Def. 20.4). We now derive a suitable bound for these difficult terms. To handle the term corresponding to \( I_{\leq 24} \) (see definition (20.2a)), we have to bound

\[
\sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \mu(\hat{t}, \hat{u}) I_{\leq 24}(\hat{t}, \hat{u}) \right\}.
\]
Using an argument similar to the one we used to prove inequality (20.146), and in particular using the crucially important integral estimate (13.143) twice since the right-hand side of (20.2a) involves two time integrations, we deduce that the right-hand side of (20.162) is

\[(20.163) \quad \leq (1 + C\sqrt{\varepsilon}) \times \frac{1}{8.75} \times \frac{1}{8.75} q(t, u).\]

A similar argument based on the same crucially important estimate (13.143) leads to the following bound for the term involving \(V\) (see definition (20.2e)):

\[(20.164) \quad \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \iota(\hat{t}, \hat{u}) V_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq \frac{9}{17.5} \times \frac{9}{8.75}.\]

As before, the important point is that the constants \(\frac{9}{8.75} \times \frac{1}{8.75}\) and \(\frac{9}{17.5}\) from the estimates (20.163) and (20.164) verify \(\frac{9}{8.75} + \frac{9}{17.5} < 1\). As we will see, the remaining terms on the right-hand side of (20.6a) can be suitably bounded by choosing \(P\) and \(A^*_\ast\) to be sufficiently large.

In our analysis of the remaining terms, in order to connect the quantity \(\tilde{Q}_{(\leq 24)}(t, u)\) to the quantity \(q(t, u)\) and to account for the \(q_4(t, u)\) discrepancy between \(q(t, u)\) and \(\tilde{q}(t, u)\), we use the following estimate, which follows from the definitions of the quantities involved, the approximate monotonicity of the integrating factors, and (20.143):

\[(20.165) \quad \sup_{(t', u') \in [0, t] \times [0, u]} \left\{ \iota_1^{-2P}(t', u') \iota_3^{-4}(t', u') \tilde{Q}_{(\leq 24)}(t', u') \right\} \leq C \iota_1^{-2P}(t, u) \sup_{(t', u') \in [0, t] \times [0, u]} \left\{ \iota_1^{-2P}(t', u') \iota_2^{-2P}(t', u') \iota_3^{-(2A^*_\ast + 4)}(t', u') \mu_{17.5}(t', u') \tilde{Q}_{(\leq 24)}(t', u') \right\} \leq C \iota_1^{-2P}(t, u) \left\{ \tilde{e}^2 + \varepsilon^3 + q(t, u) \right\}.

Furthermore,

\[(20.166) \quad (20.165) \quad \text{also holds with the factors } \iota_1^{-2P} \text{ on the left and right replaced with any of } 1, \iota_2^{-2P}, \iota_3^{-2A^*_\ast}, \text{ or } \mu_{17.5},\]

\[(20.167) \quad \text{and the same estimates hold with } \tilde{K}_{(\leq 24)} \text{ in place of } \tilde{Q}_{(\leq 24)}.\]
We now claim that the following estimates hold for the remaining terms on the last three lines of the right-hand side of (20.6a) (see Def. 20.4 and Def. 20.5):

\[(20.168) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) II_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq C \varepsilon q(t, u), \]

\[(20.169) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) III_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq C \left\{ \varepsilon^2 + \varepsilon^3 + \varepsilon q(t, u) \right\}, \]

\[(20.170) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) IV_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{A_v} q(t, u), \]

\[(20.171) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) VI_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{A_v} q(t, u), \]

\[(20.172) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) VII_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq C \varepsilon q(t, u), \]

\[(20.173) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) VIII_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq C \left\{ \varepsilon^2 + \varepsilon^3 + \varepsilon q(t, u) \right\}, \]

and

\[(20.174) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) I_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{P} (1 + \varsigma^{-1}) q(t, u), \]

\[(20.175) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) II_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{P} (1 + \varsigma^{-1}) \left\{ \varepsilon^2 + \varepsilon^3 + C \varepsilon^{1/2} q(t, u) \right\}, \]

\[(20.176) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) III_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{P} \left\{ (1 + \varsigma^{-1}) \left\{ \varepsilon^2 + \varepsilon^3 + q(t, u) \right\} \right\}, \]

\[(20.177) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) IV_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{P} q(t, u), \]

\[(20.178) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) V_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{P} \left\{ (1 + \varsigma^{-1}) \left\{ \varepsilon^2 + \varepsilon^3 + q(t, u) \right\} \right\}, \]

\[(20.179) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \ell^{-1}(\hat{t}, \hat{u}) VI_{(\leq 24)}(\hat{t}, \hat{u}) \right\} \leq C(\varepsilon + \varsigma) \left\{ \varepsilon^2 + \varepsilon^3 + q(t, u) \right\}. \]

We now explain how to derive the bounds (20.168)-(20.173). The bound (20.170) (see definition (20.24)) can be proved by using an argument similar to the one used to prove (20.146). More precisely, we handle the inner time integral on the right-hand side of (20.24) with the key integral estimate (13.143), and then we handle the outer time integral on the right-hand side of (20.24) with the help of inequality (20.138), which provides the smallness factor \( \frac{1}{A_v} \) on the right-hand side of (20.170).

To obtain the bound (20.169) (see definition (20.24)), we first use the approximate monotonicity of the integrating factors to bound the term in braces on the
left-hand side of \((20.169)\) as follows:

\[
\begin{align*}
(20.180) \quad & \leq C\varepsilon^{-1}(\hat{t}, \hat{u}) \int_{t'=0}^{\hat{t}} \frac{1}{(1 + t')^{1+\alpha} \mu_\ast(t', \hat{u})} Q^{1/2}_{(\leq N)}(t', u) \\
& \quad \times \int_{s=0}^{t'} \frac{1}{(1 + s)} \mu_\ast(s, \hat{u}) Q^{1/2}_{(\leq N)}(s, \hat{u}) \, ds \, dt' \\
& \leq C\varepsilon^{-1}(\hat{t}, \hat{u}) \left\{ \sup_{(t', u') \in [0, \hat{t}] \times [0, \hat{u}]} \mu_\ast^{8.75}(t', u') Q^{1/2}_{(\leq 24)}(t', u') \right\} \\
& \quad \times \left\{ \sup_{(t', u') \in [0, \hat{t}] \times [0, \hat{u}]} \nu_3^{-2}(t', u') \mu_\ast^{8.75}(t', u') Q^{1/2}_{(\leq 24)}(t', u') \right\} \\
& \quad \times \int_{t'=0}^{\hat{t}} \frac{1}{(1 + t')^{1+\alpha} \mu_\ast^{0.75}(t', \hat{u})} \nu_3^{2}(t', \hat{u}) \int_{s=0}^{t'} \frac{1}{(1 + s)} \mu_\ast^{8.75}(s, \hat{u}) \, ds \, dt'.
\end{align*}
\]

We bound the inner time integral on the right-hand side of \((20.180)\) with the estimate \((13.147)\) and then the outer time integral with the estimate \((13.146)\), which yields that the right-hand side of \((20.180)\) is

\[
\begin{align*}
(20.181) \quad & \leq C\varepsilon_{\mu}^{-17.5}(\hat{t}, \hat{u}) \varepsilon^{-1}(\hat{t}, \hat{u}) \left\{ \sup_{(t', u') \in [0, \hat{t}] \times [0, \hat{u}]} \mu_\ast^{8.75}(t', u') Q^{1/2}_{(\leq 24)}(t', u') \right\} \\
& \quad \times \left\{ \sup_{(t', u') \in [0, \hat{t}] \times [0, \hat{u}]} \nu_3^{-2}(t', u') \mu_\ast^{8.75}(t', u') Q^{1/2}_{(\leq 24)}(t', u') \right\}.
\end{align*}
\]

Using the monotonicity of \(\nu_1\), \(\nu_2\), and \(\nu_3\) in both of their arguments and the bound \((20.143)\) we deduce that the right-hand side of \((20.181)\) is

\[
(20.182) \quad \leq C\varepsilon q^{1/2}(\hat{t}, \hat{u}) q^{1/2}(\hat{t}, \hat{u}) \leq C \left\{ \hat{c}^2 + \hat{c}^3 + \varepsilon q(t, u) \right\}.
\]

The desired estimate \((20.169)\) now follows from taking \(\sup \) in inequality \((20.182)\). The bound \((20.168)\) (see definition \((20.2b)\)) can be proved by using arguments similar to the ones we used to prove \((20.169)\).

The bound \((20.171)\) (see definition \((20.2b)\)) can be proved by using the same argument we used to prove \((20.148)\).

The bound \((20.172)\) (see definition \((20.2g)\)) can similarly be proved by using inequality \((13.146)\) with \(A = 0\) and \(B = 17.5 + 1 = 18.5\). The bound \((20.173)\) (see definition \((20.2h)\)) can similarly be proved with the help of the estimate \((20.146)\).

We now explain how to derive the easier estimates \((20.174)\)-(20.179). The bound \((20.174)\) (see definition \((20.3b)\)) can be proved by using an argument similar to the one we used to prove \((20.146)\), but with \(\nu_3^{-2P}\) in place of \(\mu_\ast^{-17.5}\) and the estimate \((20.137)\) in place of the estimate \((13.143)\).

To obtain the bound \((20.175)\) (see definition \((20.3c)\)), we use inequality \((20.166)\) in the case of the constant function 1 to bound the term in braces on the left-hand
Hence, the term in braces on the left-hand side of (20.179) can be bounded as follows:

\[
C\varepsilon^{1/2}t^{-1}(\hat{t}, \hat{u}) \int_{t'}^{t} \frac{\ln(e + t')}{(1 + t')^{2/3} \sqrt{\ln(e + \hat{t}) - \ln(e + t')}} \tilde{Q}_{(\leq 24)}(t', \hat{u}) \, dt'.
\]

\[
\leq C\varepsilon^{1/2} \{ \varepsilon^2 + \varepsilon^3 + q(t, u) \} \int_{t'}^{t} \frac{\ln(e + t')}{(1 + t')^{2/3} \sqrt{\ln(e + \hat{t}) - \ln(e + t')}} \, dt'.
\]

The desired estimate (20.175) now follows from (20.183) and Lemma 20.35.

To obtain the bound (20.176) (see definition (20.3d)), we use inequality (20.166) in the case of the function \( t^{-2P} \) to bound the term in braces on the left-hand side of (20.176) as follows:

\[
C(1 + z^{-1})t^{-1}(\hat{t}, \hat{u}) \int_{t'}^{t} \frac{1}{(1 + t')^{3/2}} \tilde{Q}_{(\leq 24)}(t', \hat{u}) \, dt'.
\]

\[
\leq C(1 + z^{-1}) \{ \varepsilon^2 + \varepsilon^3 + q(t, u) \} \tilde{t}^{-2P}(\hat{t}, \hat{u}) \int_{t'}^{t} \frac{\varepsilon_3^{-1}(t', u) \tilde{K}_{(\leq 24)}(t', \hat{u})}{(1 + t')^{1/2}} \, dt'.
\]

The desired bound (20.176) now follows from (20.184) and inequality (20.137).

The bound (20.177) (see definition (20.3e)) can be proved by using an argument similar to the one we used to prove (20.174), but with \( t^{-2P} \) in place of \( t^{-2P} \) and the estimate (20.136) in place of the estimate (20.137).

To obtain the bound (20.179) (see definition (20.3g)), we first use inequality (20.167) in the case of the constant function \( 1 \) to deduce that

\[
\varepsilon^{-1}(t', \hat{u}) \tilde{K}_{(\leq 24)}(t', \hat{u}) = \varepsilon_3^{-1}(t', \hat{u}) \varepsilon^{-1}(t', \hat{u}) \left\{ \varepsilon_3^{-1}(t', \hat{u}) \tilde{K}_{(\leq 24)}(t', \hat{u}) \right\}
\]

\[
\leq C \varepsilon_3^{-1}(t', \hat{u}) \left( \varepsilon^2 + \varepsilon^3 + q(t', \hat{u}) \right).
\]

Hence, the term in braces on the left-hand side of (20.179) can be bounded as follows:

\[
\leq C \varepsilon^{-1}(\hat{t}, \hat{u}) \sup_{t' \in [0, \hat{t}]} \tilde{K}_{(\leq 24)}(t', \hat{u}) \left( \varepsilon^2 + \varepsilon^3 + q(t', \hat{u}) \right).
\]

The desired bound (20.179) now easily follows from inequality (20.186).

To obtain the bound (20.180) (see definition (20.3h)), we use an argument similar to the one used to prove (20.179), but we use inequality (20.166) in the case of the constant function \( 1 \) in place of inequality (20.167).

In order to complete the proof of (20.161), it remains for us to bound the terms arising from the terms on the first two lines of the right-hand side of (20.6a). The terms generated by the three terms on the first line are respectively bounded from above by \( \leq C\varepsilon^2, C\varepsilon^3, \) and \( C\varepsilon q(t, u) \). The first of these bounds follows from Lemma 14.8 while the next two are easy to derive. The terms generated by the two
In order to prove (20.194), we will prove the following analog of (20.144):

\[ (20.194) \]

\[ q(t, u) \leq C(1 + \epsilon^{-1} + \epsilon) \left\{ \epsilon^2 + \epsilon^3 \right\} \]

where \( \epsilon > 0 \)

\[ (20.195) \]

\[ \leq \frac{9}{(8.75)^2} + \frac{9}{17.5} \epsilon + \frac{C}{A_*} \left( 1 + \epsilon^{-1} \right) + C \epsilon + C \epsilon^{1/2} \] \( q(t, u) \).

The desired bound (20.161) thus follows from (20.187) if we first choose and \( P \) to be sufficiently large (at least as large as they were chosen to be in the part of the proof following inequality (20.160)), and finally choose \( \epsilon \) to be sufficiently small.

**Proof of the estimates for the just-below-top-order quantities.** We now prove the desired estimates for the below top-order quantities \( \bar{Q}_{(\leq N)}(t, u), \bar{\bar{Q}}_{(\leq N)}(t, u), \) and \( \bar{\bar{K}}_{(\leq N)}(t, u) \) for \( 0 \leq N \leq 23 \). These estimates are much easier to prove than the top-order estimates. We give complete details for the estimates of \( \bar{Q}_{(\leq 23)}(t, u), \bar{\bar{Q}}_{(\leq 23)}(t, u), \) and \( \bar{\bar{K}}_{(\leq N)}(t, u) \) when \( 0 \leq N \leq 22 \).

To begin, in place of (20.131) and (20.132), we define

\[ (20.188) \]

\[ \iota(t, u) := \iota_1^2 P(t, u) \iota_2^2 P(t, u) \mu_*^{-15.5}(t, u), \]

\[ (20.189) \]

\[ \bar{\iota}(t, u) := \iota_1^2 P(t, u) \iota_2^2 P(t, u) \iota_3^2(t, u) \mu_*^{-15.5}(t, u), \]

where \( \iota_1, \iota_2, \) and \( \iota_3 \) are defined in (20.128)-(20.130). Notice in particular that the power of \( \mu_*^{-1} \) in (20.188) and (20.189) has been reduced by 2 and that there is no logarithmic factor \( \iota_3(t, u) \) in (20.188). Next, in place of (20.139) and (20.140), we define (with \( \iota \) and \( \bar{\iota} \) defined in (20.188)-(20.189))

\[ (20.190) \]

\[ q(t, u) := \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \iota^{-1}(\hat{t}, \hat{u}) \bar{Q}_{(\leq 23)}(\hat{t}, \hat{u}), \]

\[ (20.191) \]

\[ \bar{q}(t, u) := \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \bar{\iota}^{-1}(\hat{t}, \hat{u}) \left\{ \bar{Q}_{(\leq 23)}(\hat{t}, \hat{u}) + \bar{\bar{K}}_{(\leq 23)}(\hat{t}, \hat{u}) \right\}. \]

Our goal is to prove the following analogs of (20.141) and (20.142):

\[ (20.192) \]

\[ q(t, u) \leq C \left\{ \epsilon^2 + \epsilon^3 \right\}, \]

\[ (20.193) \]

\[ \bar{q}(t, u) \leq C \left\{ \epsilon^2 + \epsilon^3 \right\}. \]

The desired estimates (20.8c) and (20.8d) for \( Q_{(\leq 23)}, \bar{Q}_{(\leq 23)}, \) and \( \bar{\bar{K}}_{(\leq 23)} \) easily follow from (20.192)-(20.193) and the definitions of the quantities involved.

In order to prove (20.192) and (20.193), we first prove the following analog of (20.143)

\[ (20.194) \]

\[ \bar{q}(t, u) \leq C \left\{ \epsilon^2 + \epsilon^3 + q(t, u) \right\}. \]

In order to prove (20.194), we will prove the following analog of (20.144):

\[ (20.195) \]

\[ \bar{q}(t, u) \leq C \left\{ \epsilon^2 + \epsilon^3 + q(t, u) \right\} + \alpha \bar{q}(t, u), \]

where \( 0 < \alpha < 1 \) and \( C > 0 \) are constants.
We now claim that the following estimates hold for the terms on the second through fourth lines of the right-hand side of (20.7b) in the case $N = 23$ (see Def. 20.7):

\begin{align}
(20.196) \quad \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{\iota}^{-1}(\hat{t}, \hat{u}) \tilde{0}_{(\leq 24)}(\hat{t}, \hat{u}) \right\} &\leq C\varepsilon^3, \\
(20.197) \quad (1 + \varepsilon^{-1}) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{\iota}^{-1}(\hat{t}, \hat{u}) \tilde{\iota}_{(\leq 23)}(\hat{t}, \hat{u}) \right\} &\leq C(1 + \varepsilon^{-1})q(t, u), \\
(20.198) \quad \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{\iota}^{-1}(\hat{t}, \hat{u}) \tilde{\iota}_{(\leq 23)}(\hat{t}, \hat{u}) \right\} &\leq \frac{1}{2}q(t, u), \\
(20.199) \quad (1 + \varepsilon^{-1}) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{\iota}^{-1}(\hat{t}, \hat{u}) \tilde{\iota}_{(\leq 23)}(\hat{t}, \hat{u}) \right\} &\leq \frac{1}{2}C\varepsilon^3q(t, u), \\
(20.200) \quad (1 + \varepsilon^{-1}) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{\iota}^{-1}(\hat{t}, \hat{u}) \tilde{\iota}_{(\leq 23)}(\hat{t}, \hat{u}) \right\} &\leq \frac{1}{2}C(1 + \varepsilon^{-1})q(t, u), \\
(20.201) \quad (\varepsilon + \bar{\varepsilon}) \sup_{(\hat{t}, \hat{u}) \in [0, t] \times [0, u]} \left\{ \tilde{\iota}^{-1}(\hat{t}, \hat{u}) \tilde{\iota}_{(\leq 23)}(\hat{t}, \hat{u}) \right\} &\leq C(\varepsilon + \bar{\varepsilon})q(t, u).
\end{align}

The bounds (20.197)-(20.200) can be proved by using arguments similar to the ones we used to prove (20.154)-(20.158). We note that the factor $1/2$ on the right-hand side of (20.198) arises from the fact that the constant on the right-hand side of (20.5c) is precisely $2$.

To obtain (20.196), we set $N = 23$ in (20.5a), insert the already proven estimates $\tilde{\iota}_{(\leq 24)}(t, u) \leq C \left\{ \tilde{\iota} + \varepsilon^{3/2} \right\} \ln A_{\varepsilon}(e + t)\mu_{s,t}^{-8.75}(t, u)$ and $\tilde{\iota}_{(\leq 24)}(t, u) \leq C \left\{ \tilde{\iota} + \varepsilon^{3/2} \right\} \ln A_{\varepsilon}(e + t)\mu_{s,t}^{-8.75}(t, u)$, which follow from (20.141)-(20.142) (and the constant $A_{\varepsilon}$ has already been chosen above), and use the integral estimates (13.146) and (13.147) to deduce that

\begin{align}
(20.202) \quad \tilde{0}_{(\leq 24)}(\hat{t}, \hat{u}) &\leq C\varepsilon^3 \int_{t'}=0 \int_{t'}^{t} \frac{\ln^{2A_{\varepsilon} + 4}(e + t')}{(1 + t')^2} \left( \int_{s}=-0 \int_{s}^{t'} \frac{1}{\mu_{s,t}^{8.75 + 5}(s, u)} ds \right)^2 dt' \\
&\leq C\varepsilon^3 \int_{t'}=0 \int_{t'}^{t} \frac{1}{\mu_{s,t}^{8.25}(t', u)} \left( \int_{s}=-0 \int_{s}^{t'} \frac{1}{\mu_{s,t}^{8.25}(t', u)} ds \right)^2 dt' \leq C\varepsilon^3\mu_{s,t}^{-15.5}(\hat{t}, \hat{u}).
\end{align}

The desired estimate (20.196) now follows from (20.202) and the definitions of the quantities involved.

In order to complete the proof of (20.195), it remains for us to bound the terms arising from the terms on the first line of the right-hand side of (20.7b). Arguing as in our proof of the bounds for the terms on the first line of the right-hand side of (20.6b), we deduce that the two corresponding terms are respectively bounded by $\leq C\varepsilon^2$ and $C\varepsilon^3$.

Combining all of the above bounds, we arrive at the following analog of (20.160):

\begin{align}
(20.203) \quad q(t, u) &\leq C \left\{ \tilde{\iota}^2 + \varepsilon^3 \right\} + C \left\{ 1 + \varepsilon^{-1} \right\} q(t, u) + \left\{ \frac{1}{2} + \frac{C}{P} \right\} \left( 1 + \varepsilon^{-1} \right) + C\bar{\varepsilon} + C\varepsilon \right\} q(t, u),
\end{align}
and the desired bound (20.195) thus follows if first \( \tilde{\varepsilon} \) is chosen to be sufficiently small and fixed, then \( P \) is chosen to be sufficiently large, and finally \( \varepsilon \) is chosen to be sufficiently small.

We now use inequality (20.194) to help us derive the estimate (20.192). To prove (20.192), we will argue as in our proof of (20.194) to show that there exist constants \( 0 < \beta < 1 \) and \( C > 0 \) such that

\[
(20.204) \quad q(t, u) \leq C \{ \tilde{\varepsilon}^2 + \varepsilon^3 \} + \beta q(t, u).
\]

The desired bound (20.192) follows easily once we have shown (20.204).

We claim that the following estimates hold for the terms on the second through fourth lines of the right-hand side of (20.7a) in the case \( N = 23 \) (see Def. 20.5):

\[
(20.205) \sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \left\{ \varepsilon^{-1}(\hat{t}, \hat{u})0_{(24)}(\hat{t}, \hat{u}) \right\} \leq C\varepsilon^3,
\]

\[
(20.206) \quad (1 + \varepsilon^{-1}) \sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \left\{ \varepsilon^{-1}(\hat{t}, \hat{u})i_{(23)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{P}(1 + \varepsilon^{-1})q(t, u),
\]

\[
(20.207) \quad \sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \left\{ \varepsilon^{-1}(\hat{t}, \hat{u})ii_{(23)}(\hat{t}, \hat{u}) \right\} \leq C \left\{ \tilde{\varepsilon}^2 + \varepsilon^3 + \varepsilon^1/2 q(t, u) \right\},
\]

\[
(20.208) \quad (1 + \varepsilon^{-1}) \sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \left\{ \varepsilon^{-1}(\hat{t}, \hat{u})iii_{(23)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{P}(1 + \varepsilon^{-1}) \left\{ \tilde{\varepsilon}^2 + \varepsilon^3 + q(t, u) \right\},
\]

\[
(20.209) \quad \sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \left\{ \varepsilon^{-1}(\hat{t}, \hat{u})iiv_{(23)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{P}q(t, u),
\]

\[
(20.210) \quad (1 + \varepsilon^{-1}) \sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \left\{ \varepsilon^{-1}(\hat{t}, \hat{u})iv_{(23)}(\hat{t}, \hat{u}) \right\} \leq \frac{C}{P}(1 + \varepsilon^{-1}) \left\{ \tilde{\varepsilon}^2 + \varepsilon^3 + q(t, u) \right\},
\]

\[
(20.211) \quad (\varepsilon + \varepsilon^{-1}) \sup_{(\hat{t}, \hat{u}) \in [0, \hat{t}] \times [0, \hat{u}]} \left\{ \varepsilon^{-1}(\hat{t}, \hat{u})vi_{(23)}(\hat{t}, \hat{u}) \right\} \leq C(\varepsilon + \varepsilon^{-1}) \left\{ \tilde{\varepsilon}^2 + \varepsilon^3 + q(t, u) \right\}.
\]

The estimate (20.205) can be proved by using an argument similar to the one we used to prove (20.196) with one small change: because of the factor \( Q_{(\leq 23)}^{1/2} \) on the right-hand side of (20.3a), we also need to use the bootstrap assumption (20.1c) for \( Q_{(\leq 23)}^{1/2}(t, u) \) in addition to the already proven estimates \( Q_{(\leq 24)}^{1/2}(t, u) \leq C \left\{ \tilde{\varepsilon} + \varepsilon^3/2 \right\} \ln A^1(e + t) \mu_{-8.75}(t, u) \) and \( \bar{Q}_{(\leq 24)}^{1/2}(t, u) \leq C \left\{ \tilde{\varepsilon} + \varepsilon^3/2 \right\} \ln A^1+2(e + t) \mu_{-8.75}(t, u) \) mentioned above. The estimates (20.206)-(20.211) can be proved by using arguments similar to the ones we used to prove (20.174)-(20.179).

In order to complete the proof of (20.204), it remains for us to bound the terms arising from the terms on the first line of the right-hand side of (20.7a). Arguing as in our proof of the bounds for the terms on the first line of the right-hand side of (20.6a), we deduce that the two corresponding terms are respectively bounded by \( \leq C\varepsilon^2 \) and \( C\varepsilon^3 \).
Combining all of the above bounds, we arrive at the following analog of (20.187):

\[ q(t,u) \leq C(1 + \zeta^{-1} + \zeta) \left\{ \hat{\epsilon}^2 + \epsilon^3 \right\} + \left\{ \frac{C}{P}(1 + \zeta^{-1}) + C\zeta + C\epsilon \right\} q(t,u), \]

and the desired bound (20.204) thus follows if first \( \zeta \) is chosen to be sufficiently small and fixed, then \( P \) is chosen to be sufficiently large, and finally \( \epsilon \) is chosen to be sufficiently small.

Further descent. We now explain how to inductively derive the desired estimates for the remaining lower-order quantities \( \tilde{Q}_{\leq N}(t,u), \tilde{\tilde{Q}}_{\leq N}(t,u), \tilde{K}_{\leq N}(t,u), 0 \leq N \leq 22 \) by descending. At each step in the descent, we define the approximate integrating factors (20.188)-(20.189) with one key change: at each step, we reduce the power of \( \mu^{-1} \) by two on the right-hand sides of (20.188)-(20.189). Moreover, starting at the case \( N = 15 \), the factor involving \( \mu^{-1} \) is completely absent from the right-hand side of (20.188)-(20.189). At each step, we prove the estimates (20.196)-(20.201) and (20.205)-(20.211) (with 24 replaced by \( N + 1 \) and 23 replaced by \( N \)) by using essentially the same arguments that we used in the case \( N = 23 \). One small change is needed starting at \( N = 15 \); \( N = 15 \) is the first instance in which the \( \mu^{-1} \) degeneracy is completely absent. Specifically, when proving the desired estimates for \( N \leq 15 \), we use inequalities (13.151) and (13.152) to help prove the corresponding analogs of the estimates (20.196) and (20.205); inequalities (13.151) and (13.152) are the ones that break the \( \mu^{-1} \) degeneracy. This completes the proof of Lemma 20.10.

\[ \Box \]
CHAPTER 21

Local Well-Posedness and Continuation Criteria

In this chapter, we sketch the proof of a proposition that provides local well-posedness and related continuation criteria for the covariant wave equation \( \square_{g(\psi)} \psi = 0 \). We state some results in terms of the rectangular coordinates \((t, x^1, x^2, x^3)\) and others in terms of the geometric coordinates \((t, u, \vartheta^1, \vartheta^2)\). The rectangular coordinates are a natural coordinate system for showing that the solution exists for short times and thus for initiating the bootstrap argument that we use in the proof of the sharp classical lifespan theorem (Theorem 22.1). On the other hand, the geometric coordinates are the ones we have used throughout the monograph to derive sharp estimates.

21.1. Local well-posedness and continuation criteria

We now provide the proposition. For convenience, we assume the amount of regularity on the data that we use in proving our sharp classical lifespan theorem; in view of Prop. 1.6, we see that this assumption is highly non-optimal.

Proposition 21.1 \( \text{(Local well-posedness and continuation criteria)} \). Let \( N = 24 \), let \( 0 < U_0 < 1 \) be a constant, and let \( \Sigma_{U_0}^{U_0} = \bigcup_{u \in [0, U_0]} S_{0,u} \subset \mathbb{R}^3 \) be the annular region foliated by the level sets \( S_{0,u} \) of the function \( u = 1 - r \) defined on \( \Sigma_{U_0}^{U_0} \). Let \( \psi := \psi|_{\Sigma_0, 0} := \partial_t \psi|_{\Sigma_0} \) be initial data for the covariant wave equation \( \square_{g(\psi)} \psi = 0 \) (that is, equation (2.1a) that are compactly supported in the unit Euclidean ball \( \Sigma_{1,0}^1 \) (and hence have vanishing trace on the outer sphere \( S_{0,0} \)). Assume that the metric \( g(\psi) \) verifies (2.4) and \((g^{-1})^{00} \equiv -1 \). Let \( \tilde{e} := \| \psi \|_{H^{N+\frac{1}{2}}(\Sigma_0^1)} + \| \psi_0 \|_{H^{N}(\Sigma_0^1)} \) denote the size of the data as defined in Def. 12.3. and let \( H \) be the set of real numbers \( b \) such that the following conditions hold:

- The rectangular components \( g_{\mu\nu}(\cdot) \), \((\mu, \nu = 0, 1, 2, 3)\), are smooth on a neighborhood of \( b \).
- \( g_{00}(b) < 0 \).
- The eigenvalues of the \( 3 \times 3 \) matrix \( g_{ij}(b) \) (see Def. 3.8), \((i, j = 1, 2, 3)\), are positive.

Part I): Local well-posedness.

Local well-posedness. Assume that there is a compact subset \( K \subset \text{int}(H) \) such that \( \psi(\Sigma_{U_0}^{U_0}) \subset K \). Then these data launch a unique classical solution \( \psi \) to the

---

1Because we are studying only the influence of the nontrivial portion of the data belonging to the subset \( \Sigma_{U_0}^{U_0} \) of \( \Sigma_{0,U}^U \), we could replace the data norms \( \| \cdot \|_{H^s(\Sigma_0^1)} \) with \( \| \cdot \|_{H^s(\Sigma_{U_0}^{U_0})} \) without altering any of the conclusions of the proposition.

2\( H \) can be viewed as a set of \( \psi \) for which the metric \( g(\psi) \) is Lorentzian and for which the hypersurfaces \( \Sigma_t \) are spacelike.
The change of variables map \( \Phi : \mathbb{R}^3 \to \mathbb{R}^3 \) is a classical solution to \((g^{-1})^{\alpha \beta} (\Phi) \partial_\alpha u \partial_\beta u = 0\), that takes on the initial condition \(1 - r\) along \( \Sigma_0^{U_0} \), and that verifies \(0 < \mu < \infty\) along \( \Sigma_0^{U_0} \), where \( \mu := -\frac{1}{(g^{-1})^{\alpha \beta} (\Phi) \partial_\alpha t \partial_\beta u} > 0 \) is the inverse foliation density from Def. [3.12]. The solution exists on a nontrivial spacetime region of the form \( \mathcal{M}_{\text{E} \left( \text{Local} \right)}^{\text{Local}}(\mathcal{U}_0, \mathcal{U}_0) \) (see definition (3.6e) for some \( \mathcal{U}_0^{\text{Local}} > 0 \)). Moreover, there exists a compact subset \( \mathcal{R}' \) such that \( \mathcal{R} \subset \mathcal{R}' \subset \text{interior}(\mathcal{H}) \) and such that \( \Psi(\mathcal{M}_{\text{T} \left( \text{Local} \right)}^{\text{Local}}, \mathcal{U}_0) \subset \mathcal{R}' \). Furthermore, on \( \mathcal{M}_{\text{T} \left( \text{Local} \right)}^{\text{Local}}, \mathcal{U}_0 \), each \( S_{t,u} \) is an embedded two-dimensional sphere, \( \sum_{a=1}^3 |\partial_a u| > 0 \), the one-form with rectangular components \((\partial_1 u, \partial_2 u, \partial_3 u)\) on \( \Sigma_0^{U_0} \) is inward-pointing relative to \( S_{t,u} \), \((g^{-1})^{\alpha \beta} (\Psi) \partial_\alpha t \partial_\beta u < 0\), and \( 0 < \mu < \infty \). In addition, on \( \mathcal{M}_{\text{T} \left( \text{Local} \right)}^{\text{Local}}, \mathcal{U}_0 \), \( \mu \), the scalar-valued functions \( \ell_i^{(\text{Small})} \) \((i = 1, 2, 3)\), which are defined by (3.5), (3.12), and (4.1a), and the geometric angular coordinates \((\beta, \theta)\) constructed in Chapter 3, are \( C^{N-2} \) functions of the rectangular coordinates. A similar statement holds (with, in some cases, a different degree of differentiability) for the rectangular components \( \mathcal{V}^\mu, \chi_{\mu \nu}^{(\text{Small})}, L^\mu, R_{\text{Small}}^{\text{Small}}, R^\mu, \tilde{R}^\mu, \mathcal{L}^\mu, \) and \( O^\mu \), \((\mu, \nu = 0, 1, 2, 3)\), and for the rectangular components of all of the other geometric quantities defined throughout the monograph. The (open-at-the-top) region \( \mathcal{M}_{\text{T} \left( \text{Local} \right)}^{\text{Local}}, \mathcal{U}_0 \) is foliated by level sets \( \mathcal{C}_u^{\text{T} \left( \text{Local} \right)} \) of the eikonal function \( \Psi \), where each \( \mathcal{C}_u^{\text{T} \left( \text{Local} \right)} \) is a truncated null hypersurface of the metric \( g(\Psi) \) that is foliated by spheres \( S_{t,u} = \mathcal{C}_u^{\text{T} \left( \text{Local} \right)} \cap \Sigma_0^{U_0} \). That is, we have \( \mathcal{C}_u^{\text{T} \left( \text{Local} \right)} = \cup_{t \in [0, T_{\text{Local}})} S_{t,u} \). Moreover, we have \( \Sigma_i^{U_0} = \cup_{t \in [0, U_0]} S_{t,u} \). The solution has the following regularity properties relative to the rectangular coordinates:

\[
\begin{align*}
(21.1a) & \quad \Psi, u \in \mathcal{C}^{N-1}(\mathcal{M}_{\text{T} \left( \text{Local} \right)}^{\text{Local}}, \mathcal{U}_0), \\
(21.1b) & \quad \partial^I \Psi, \partial^I u \in \mathcal{C}([0, T_{\text{Local}})), H^{N+1-|I|}(\Sigma_0^{U_0}), |I| \leq N + 1,
\end{align*}
\]

where \( I \) denotes a multi-index corresponding to repeated differentiation with respect to the rectangular spacetime coordinate vector fields \( \partial^\nu \), \((\nu = 0, 1, 2, 3)\), and \( H^N(\Sigma_0^{U_0}) \) is the standard Euclidean Sobolev space involving order \( \leq N \) rectangular spatial coordinate partial derivatives along \( \Sigma_0^{U_0} \).

In addition, the solution depends continuously on the data. Furthermore, if \( \varepsilon \) is sufficiently small, then the existence time \( T_{\text{Local}} \) from above can be bounded from below by \( f(\varepsilon^{-1}) \), where \( f \) is a continuous increasing function such that \( f(\varepsilon^{-1}) \uparrow \infty \) as \( \varepsilon \downarrow 0 \).

**Regularity of the change of variables map.** The change of variables map \( \Upsilon : \left[ 0, T_{\text{Local}} \right] \times \left[ 0, U_0 \right] \times \mathbb{S}^2 \to \mathcal{M}_{\text{T} \left( \text{Local} \right)}^{\text{Local}}, \mathcal{U}_0 \) from geometric to rectangular coordinates (see Def. [3.6a] and Lemma [3.6d]) is a \( C^{N-2} \) diffeomorphism with an everywhere positive Jacobian determinant. Hence, on \( \mathcal{M}_{\text{T} \left( \text{Local} \right)}^{\text{Local}}, \mathcal{U}_0 \), we have that the scalar-valued functions \( \Psi, u, \mu, L^i_{\text{Small}}, \) etc. are many times continuously differentiable with respect to the geometric coordinates \((t, u, \theta)\). The same statement holds for the rectangular vector field components \( L^\mu, R^\mu, \tilde{R}^\mu, \mathcal{L}^\mu, O^\mu, \) and the rectangular components of all of the other geometric quantities defined throughout the monograph.

---

3In particular, for short times, the \( S_{t,u} \) do not "self-intersect."
21.1. LOCAL WELL-POSEDNESS AND CONTINUATION CRITERIA

Regularity of the geometric norms and energies. The geometric norm and energy quantities appearing on the left-hand sides of (22.6)–(22.14p) are well-defined, continuous functions of \((t,u)\) on \([0,T_{\text{(Local)})} \times [0,U_0]\). Furthermore, if \(\varepsilon\) is sufficiently small, then at \((t,u) = (0,U_0)\), these quantities are all bounded by \(\lesssim \varepsilon\).

Part II: Continuation criteria. Let \(T > 0\) be a time such that on \(M_{T,U_0}\), the solution exists and has all of the properties stated in Part I. Assume that none of the following breakdown scenarios occur:

1. \(\inf_{M_{T,U_0}} \mu = 0\).
2. \(\sup_{M_{T,U_0}} \mu = \infty\).
3. There exists a sequence \(p_n \in M_{T,U_0}\) such that \(\Psi(p_n)\) escapes every compact subset of \(\mathcal{H}\) as \(n \to \infty\).
4. \(\sup_{M_{T,U_0}} \max_{\alpha=0,1,2,3} |\partial_\alpha \Psi| = \infty\).

In addition, assume that the following condition is verified:

5. The change of variables map \(\Upsilon\) extends to the compact set \([0,T] \times [0,U_0] \times \mathbb{S}^2\) as a (global) \(C^1\) diffeomorphism onto its image.

Then there exists a \(\Delta > 0\) such that \(\Psi, u, \mu, \Upsilon, \vartheta^1, \vartheta^2, L^\mu, L_{\text{(Small)}}^i, \Xi^\mu\), and all of the other quantities can be uniquely extended (where \(\Psi\) and \(u\) are solutions) to a strictly larger region of the form \(M_{T+\Delta,U_0}\) on which they have all of the properties stated in Part I.

Remark 21.2 (Controlling top-order derivatives of \(u\)). The proof of the finiteness of the quantities (22.14j)–(22.14p), which play an essential role in our proof of the sharp classical lifespan theorem, is highly nontrivial. These quantities involve some 26th geometric derivatives of \(u\), whereas (21.1b) yields only the finiteness of the \(L^2\) norms of the 25th rectangular derivatives of \(u\). The gain of one derivative is made possible by the following key ingredients:

- The special structure of the right-hand side of the divergence identity (9.13) and of the deformation tensors of the commutation vectorfields \(\mathcal{Z}\) (see Prop. 7.7).
- The special structure of the equations verified by the modified quantities from Chapter 11.
- The availability of the elliptic estimates of Sect. 18.1.

Sketch of a proof. Discussion of aspects of the proof of Part I involving rectangular coordinates. These aspects of the proposition can be proved with rather standard techniques based on deriving a priori energy estimates on regions of the form \(M_{t,U_0}\). For the main ideas behind the proof of local well-posedness for the wave equation (2.1a) relative to the rectangular coordinates, readers may consult, for example, [30, Chapter VI]. In this step of the proof, it is convenient to construct a development (that is, a local solution region) that is determined by the data in a slightly larger region \(\Sigma_{U_0+\delta}\), where \(\delta > 0\) is a small constant. After \(\Psi\) has been solved for relative to rectangular coordinates, we can then solve for the eikonal function \(u\) and deduce its regularity properties relative to the rectangular coordinates. To achieve this, we first use the eikonal equation \((g^{-1})^{\alpha\beta}(\Psi)\partial_\alpha u \partial_\beta u = 0\) to solve for \(\partial_t u = f(\Psi, \partial_1 u, \partial_2 u, \partial_3 u) > 0\), where \(f\) is smooth. We then apply standard

\[\text{If the data are specified only in } \Sigma_{U_0}^0, \text{ then we can use a Sobolev extension operator to extend them to data on } \Sigma_0.\]
$L^2$-type energy methods to this scalar equation, which leads to the existence of $u$ and its properties. In particular, the fact that the $S_{t,u}$ are embedded spheres for short times and $u \in [0, U_0]$ follows from the fact that for short times, $\sum_{i=1}^{3} |\partial_{u_i} u|$ is uniformly bounded from above and uniformly from below strictly away from 0. This step is one instance in which we rely on the fact that $\Psi$ and $u$ have been solved for in a development of $\Sigma_0^{U_0 + \delta}$; this allows us to avoid showing that the inner sphere $S_{t,U_0 + \delta}$ does not self-intersect for short times. The remaining quantities $\mu, L_{(Small)}$, etc. are constructed out of $\Psi$ and $u$. Hence, their existence and regularity properties are straightforward consequences of the properties of $\Psi$ and $u$.

Discussion of aspects of the proof of Part I) involving geometric coordinates. We first note that we have already sketched a proof that $\Psi$, $u$, $\mu$, $L_{(Small)}$, etc. are many times differentiable with respect to the rectangular coordinates on $\mathcal{M}_{T_{(Local)},U_0}$.

We now show that (shrinking $T_{(Local)}$ if necessary) the change of variables map $\Upsilon$ from geometric to rectangular coordinates (see Def. 3.65 and Lemma 3.66) is a bijection from $[0, U_0] \times \Sigma_0$ to $\mathcal{M}_{T_{(Local)},U_0}$. Since $t$ is the same function in both coordinate systems, we have to show only that for any $t \in [0, T_{(Local)}]$, $\Upsilon(t, \cdot) : [0, U_0] \times \Sigma_0 \rightarrow \Sigma_0$ is bijective. To this end, let $\varphi_t|_{\Sigma_0}$ denote the restriction of the flow map $\varphi_t$ of $L$ (see Remark 3.55) to $\Sigma_0$. The main point is that the estimates proved relative to rectangular coordinates guarantee that the rectangular components $L^\nu = L_{x^\nu}$ are $C^{N-2}$ functions of the rectangular coordinates on $\mathcal{M}_{t,U_0}$. Hence, since $Lt = 1$, it follows from the standard theory of ODEs that $\varphi_t|_{\Sigma_0}$ is, relative to the rectangular spatial coordinates, a bijection from $\Sigma_0$ to $\Sigma_0$. In view of the manner in which we constructed the geometric coordinates in Chapter 3 (see especially Sect. 3.3), we see that $\Upsilon(t, u, \vartheta)$ is equal to $\varphi_t|_{\Sigma_0}$ pre-composed with the $C^\infty$ diffeomorphism $[0, U_0] \times \Sigma_0 \rightarrow \Sigma_0$ that maps the geometric coordinates $(u, \vartheta) \in [0, U_0] \times \Sigma_0$ along $\Sigma_0$ to the rectangular spatial coordinates $(x^1, x^2, x^3)$ along $\Sigma_0$. We have thus shown the bijectivity of $\Upsilon$.

Furthermore, examining the proof of Lemma 3.66, we see that the Jacobian of $\Upsilon^{-1}$ is the $C^{N-3}$ matrix $\frac{\partial (t, u, \vartheta^1, \vartheta^2)}{\partial (x^0, x^1, x^2, x^3)}$, which has the form $\left( \begin{array}{c} 1 \\ 0_{3 \times 1} \\ M \end{array} \right)^{-1}$, where at $t = 0$, $M$ is an invertible $3 \times 3$ matrix. Hence, at least for short times, the Jacobian of $\Upsilon^{-1}$ remains invertible, and by the inverse function theorem, $\Upsilon$ has the same regularity as $\Upsilon^{-1}$. We remark that the $\Xi^i$ ($i = 1, 2, 3$), are the terms in the Jacobian (see equation (3.83)) with the least regularity (specifically, they are elements of $C^{N-3}$); their regularity can be derived with the help of the transport equation (3.47), expressed relative to the rectangular coordinates (see Footnote 1 on pg. 189).

The statements concerning the finiteness and the $(t, u)$-continuity of the geometric norms and energies (22.6)-(22.14p) are difficult to derive. However, the only difficult step is obtaining a priori estimates for these quantities and, in particular,
21.1. LOCAL WELL-POSEDNESS AND CONTINUATION CRITERIA

avoiding derivative loss in some of the top-order eikonal function quantities (see Remark 21.2). In our proof of Theorem 22.1, we show how to derive such a priori estimates and hence we do not repeat the lengthy argument here. To bound the geometric norms and energies at \((t, u) = (0, U_0)\) by \(\lesssim \dot{\epsilon}\), we use the small-data estimates derived in Sect. 12.8.

**Discussion of the proof of Part II).** The continuation criteria of Part II) can also be proved by using mostly standard arguments, with one exception that we describe below; see, for example, [76] for the main ideas behind a proof. The main idea is that once we rule out the possible breakdown in the hyperbolic character of the equations, the possible blow-up of the first rectangular derivatives of various quantities, and the possible degeneracy of the region \(M_{T,U_0}\), we can then ensure that the solutions \(\Psi\) and \(u\) can be continued relative to rectangular coordinates.

Furthermore, assuming that the condition 5 holds and using the extendibility of the solution relative to the rectangular coordinates, it is straightforward to show that we can extend the change of variables map \(\Upsilon\) to a strictly larger set \([0, T + \Delta) \times [0, U_0] \times S^2\) (for some \(\Delta > 0\)) as a diffeomorphism onto its image. We can then derive the desired properties, on the domain \([0, T + \Delta) \times [0, U_0] \times S^2\), for all of the quantities of interest relative to the geometric coordinates by using the same arguments given in the proof of local well-posedness.

We now provide the proof of the one somewhat subtle aspect, namely showing that if none of the 4 breakdown scenarios occur, then \(u\) remains regular in the following sense:

\[
(21.2) \quad 0 < \inf_{M_{T,U_0}} \sum_{a=1}^{3} |\partial_a u| \leq \sup_{M_{T,U_0}} \sum_{a=1}^{3} |\partial_a u| < \infty.
\]

Assuming that none of the 4 breakdown scenarios occur, we have in particular that the \(3 \times 3\) matrices \(g_{ij}(\Psi)\) and \((g^{-1})^{ij}(\Psi)\) are uniformly positive definite on \(M_{T,U_0}\) (because their eigenvalues are bounded from above and uniformly from below strictly away from 0). Hence, the inequalities in (21.2) follow from the identity \((g^{-1})^{ab} \partial_a u \partial_b u = \mu^{-2}\) (see (3.24)).

\(\square\)
CHAPTER 22

The Sharp Classical Lifespan Theorem

In this chapter, we state and prove our sharp classical lifespan theorem, which is the main theorem of the monograph. It guarantees that under a small-data assumption, the solution persists unless the quantity \( \mu^\star \) defined in (13.6) becomes 0 in finite time, in which case some rectangular derivatives of \( \Psi \) blow-up and a shock singularity has formed. We also prove Cor. 22.4, which shows that if the data have “very small” angular derivatives, then this property is propagated by the solution. We use the theorem and the corollary in Chapter 23 in our proof of finite-time shock formation for an open set of nearly spherically symmetric small data.

22.1. The sharp classical lifespan theorem

We now state and prove the main theorem of the monograph.

**Theorem 22.1 (The sharp classical lifespan theorem together with estimates).** Let \( (\Psi := \Psi|_{\Sigma_0}, \Psi_0 := \partial_t \Psi|_{\Sigma_0}) \) be initial data for the covariant wave equation (2.1a) under the assumption (2.3). Assume that the data are supported in the Euclidean unit ball \( \Sigma_0^1 \). Let \( \hat{\epsilon} = \|\Psi\|_{H^5(\Sigma_0^1)} + \|\Psi_0\|_{H^3(\Sigma_0^1)} \) be the size of the data as defined in Def. 12.3. Assume that the data verify the hypotheses of Prop. 21.1 (the local well-posedness proposition) and let \( 0 < U_0 < 1 \) be a constant. Let \( \Psi \) denote the solution corresponding to the data existing on a nontrivial region of the form \( \mathcal{M}_{T(Lifespan)}(U_0) \) (see definition (3.6e)). Recall that \( \mu_\star(t, u) := \min\{1, \min_{\Sigma_0^1} \mu\} \), \( t \) denotes the Minkowski time coordinate, \( u \) is the eikonal function (with initial data \( u|_{\Sigma_0} = 1 - r \), where \( r = \sqrt{\sum_{a=1}^{3} (x^a)^2} \)), and \( \varrho(t, u) := 1 - u + t \) is the geometric radial variable. There exist large constants \( C > 0, C_{(Lower-Bound)} > 0 \), and \( A_\star > 4 \) and a small constant \( \epsilon_0 > 0 \) such that if \( \hat{\epsilon} \leq \epsilon_0 \), then the following statements hold true. In the statements, the constants can depend on \( U_0 \) and the nonlinearities in (2.1a) and in particular, \( C \) can blow-up as \( U_0 \uparrow 1 \).

**Existence as long as \( \mu_\star > 0 \) and a classical lifespan lower bound.** Let

\[
T_{(Lifespan)}(U_0) := \sup \{ t \in [0, \infty) \mid \inf \{ \mu_\star(s, U_0) \mid s \in [0, t) \} > 0 \}.
\]

Then \( T_{(Lifespan)}(U_0) \) is the classical lifespan of the solution in the region determined by the portion of the data in \( \Sigma_0 \) belonging to the exterior of the Euclidean sphere \( S_0, U_0 \) of radius \( 1 - U_0 \) centered at the origin (see (3.4b) and (3.6d)). That is, \( \Psi \) can be extended as a classical solution (relative to both the geometric and the rectangular coordinates) to the region \( \mathcal{M}_{T_{(Lifespan)}(U_0)} \) on which it has all of the

---

1 As we described in Chapter 3, this assumption is easy to eliminate.
properties stated in Prop. 21.1. Furthermore, if \( T_{\text{Lifespan}}; U_0 < \infty \), then

\[
\sup_{M \in (\text{Lifespan})}; U_0 \max_{\nu=0,1,2,3} |\partial_{\nu} \Psi| = \infty.
\]

In addition, with \( \mu(u, \vartheta) = \mu(0, u, \vartheta) \), \( G_{LL} = \frac{d}{d\Psi} g_{\alpha \beta}(\Psi)L^\alpha L^\beta \), and \( (\Leftrightarrow) \hat{\mathcal{R}}(\vartheta) = (\Leftrightarrow) \hat{\mathcal{R}}(\vartheta) \) as in Def. 3.34, we have the following estimates for \( 0 \leq s \leq t < T_{\text{Lifespan}}; U_0 \):

\[
\begin{align*}
(22.3a) & \quad \left| \mu(s, u, \vartheta) - \left\{ \mu(u, \vartheta) + 1 \left( \frac{g(s, u)}{g(0, u)} \right) \left[ g G_{LL} \hat{\mathcal{R}} \Psi \right](t, u) \right\} \right| \leq C \hat{\varepsilon}, \\
(22.3b) & \quad \left| G_{LL}(t, u, \vartheta) - (\Leftrightarrow) \hat{\mathcal{R}}(\vartheta) \right| \leq C \hat{\varepsilon}, \\
(22.3c) & \quad |\mu(u, \vartheta) - 1| \leq C \hat{\varepsilon}, \\
(22.3d) & \quad |g \hat{\mathcal{R}} \Psi| (t, u) \leq C \hat{\varepsilon}.
\end{align*}
\]

Furthermore, \( \mu_*(t, U_0) > 0 \) whenever \( t < \exp \left( \left\{ C_{\text{Lower-Bound}} \hat{\varepsilon} \right\}^{-1} \right) \), and hence

\[
T_{\text{Lifespan}}; U_0 > \exp \left( \frac{1}{C_{\text{Lower-Bound}} \hat{\varepsilon}} \right).
\]

\( G_{LL}(t, u, \vartheta) = 0 \implies \mu(s, u, \vartheta) \text{ is large for } 0 \leq s \leq t. \) For \( (t, u) \in [0, T_{\text{Lifespan}}; U_0) \times [0, U_0] \) and \( 0 \leq s \leq t \), let \( \Sigma_{s, t}^{U_0} := \{ (s, u, \vartheta) \in \Sigma_{s, t} U_0 \mid G_{LL}(t, u, \vartheta) = 0 \} \). Then we have the following estimate:

\[
\inf_{\Sigma_{s, t}^{U_0}} \mu \geq 1 - C \hat{\varepsilon}.
\]

\( \Psi \) remains bounded at low levels. The following \( C^0 \) estimate\(^\text{2}\) for the lower-order derivatives of \( \Psi \) hold on the domain \( (t, u) \in [0, T_{\text{Lifespan}}; U_0) \times [0, U_0] \):

\[
\| \mathcal{F}^N \Psi \|_{C^0(\Sigma_t)} \leq C \hat{\varepsilon} \frac{1}{1+t}, \quad (N \leq 13).
\]

In (22.6), \( \mathcal{F}^N \) denotes an arbitrary \( N \)th order differential operator corresponding to repeated differentiation with respect to commutation vectorfields belonging to the set \( \mathcal{F} \) defined in (7.1). Moreover, if \( T_{\text{Lifespan}}; U_0 < \infty \), then the quantities \( \mathcal{F}^{12} \Psi \) extend as continuous functions of \( (t, u) \) to \( \Sigma_{T_{\text{Lifespan}}; U_0} \).

The rectangular metric components remain bounded at low levels. The following \( C^0 \) estimates for the lower-order derivatives of the rectangular components \( g_{\mu \nu} \), \( (\mu, \nu = 0, 1, 2, 3) \), of the spacetime metric and the rectangular spatial components \( \tilde{g}_{ij} \), \( (i, j = 1, 2, 3) \), of the metric induced by \( g \) on \( S_{t, u} \) (see Def. 3.8) hold on the domain \( (t, u) \in [0, T_{\text{Lifespan}}; U_0) \times [0, U_0] \):

\[
\begin{align*}
(22.7a) & \quad \| \mathcal{F}^N \{ g_{\mu \nu} - m_{\mu \nu} \} \|_{C^0(\Sigma_t)} \leq C \hat{\varepsilon} \frac{1}{1+t}, \quad (N \leq 13), \\
(22.7b) & \quad \| \mathcal{F}^N \left\{ \tilde{g}_{ij} - \left( \delta_{ij} - \frac{x^i x^j}{\bar{g}^2} \right) \right\} \|_{C^0(\Sigma_t)} \leq C \hat{\varepsilon} \frac{\ln(e + t)}{1+t}, \quad (N \leq 12).
\end{align*}
\]

\(^2\)See Remark 3.70 concerning our use of the norm \( \| \cdot \|_{C^0(\Sigma_t)} \).
In \([22.7a]\), \(m_{\mu\nu} = \text{diag}(-1, 1, 1, 1)\) denotes the Minkowski metric. Moreover, if \(T_{(\text{Lifespan})}; U_0 < \infty\), then the quantities \(\mathcal{F}^{\leq 12}\{g_{\mu\nu} - m_{\mu\nu}\}\) and \(\mathcal{F}^{\leq 11}\left\{\psi_{ij} - \left(\delta_{ij} - \frac{x^i x^j}{\varrho^2}\right)\right\}\) extend as continuous functions of \((t, u, \vartheta)\) to \(\Sigma_{T_{(\text{Lifespan})}}; U_0\).

The eikonal function quantities remain bounded at low levels. For \((t, u) \in [0, T_{(\text{Lifespan})}; U_0) \times [0, U_0]\), the following \(C^0\) estimates hold for the inverse foliation density \(\mu\), the rectangular components \(L^i_{(\text{Small})} = L^i - \frac{x^i}{\varrho}\) and \(R^i_{(\text{Small})} = R^i + \frac{x^i}{\varrho}\),

and the \(S_{t,u}\) tensorfield \(\chi^{(\text{Small})} = \chi - \psi_{ij}\):

\[
\begin{align*}
(22.8a) & \quad \|\mathcal{F}^N(\mu - 1)\|_{C^0(\Sigma_T^\circ)} \leq C\varrho \ln(t + 1), \quad (N \leq 12), \\
(22.8b) & \quad \|\mathcal{F}^N L^i_{(\text{Small})}\|_{C^0(\Sigma_T^\circ)} \leq C\varrho \ln(t + 1), \quad (N \leq 13), \\
(22.8c) & \quad \|\mathcal{F}^N R^i_{(\text{Small})}\|_{C^0(\Sigma_T^\circ)} \leq C\varrho \ln(t + 1), \quad (N \leq 13), \\
\end{align*}
\]

Moreover, if \(T_{(\text{Lifespan})}; U_0 < \infty\), then the quantities \(\mathcal{F}^{\leq 12}\mu\), \(\mathcal{F}^{\leq 12}\mathcal{L}^i_{(\text{Small})}\), \(\mathcal{F}^{\leq 12}\mathcal{R}^i_{(\text{Small})}\), and \(\mathcal{L}^{\leq 11}\chi^{(\text{Small})}\) extend as continuous functions of \((t, u, \vartheta)\) to \(\Sigma_{T_{(\text{Lifespan})}}; U_0\).

Behavior of the change of variables map \(\Upsilon\). If \(T_{(\text{Lifespan})}; U_0 < \infty\), then the change of variables map (from geometric to rectangular coordinates) \(\Upsilon : [0, T_{(\text{Lifespan})}; U_0) \times [0, U_0] \times S^2 \to M_{T_{(\text{Lifespan})}}; U_0\), \(\Upsilon(t, u, \vartheta) = (t, x^1, x^2, x^3)\), extends as a \(C^{11}\) function to \([0, T_{(\text{Lifespan})}; U_0) \times [0, U_0] \times S^2\). In addition, \(\Upsilon\) is a bijection from \([0, T_{(\text{Local})}) \times [0, U_0] \times S^2\) to \(M_{T_{(\text{Local})}}; U_0\) with a positive Jacobian determinant. Furthermore, if \(T_{(\text{Lifespan})}; U_0 < \infty\), then on \([0, T_{(\text{Lifespan})}; U_0) \times [0, U_0] \times S^2\), the Jacobian determinant of \(\Upsilon\) vanishes precisely on the subset

\[
\{(T_{(\text{Lifespan})}; U_0, u, \vartheta) \in \{T_{(\text{Lifespan})}; U_0\} \times [0, U_0] \times S^2 \mid \mu(T_{(\text{Lifespan})}; U_0, u, \vartheta) = 0\}\.
\]

**What happens when** \(\mu \to 0\). In the spacetime subset

\[
\left\{(t, u, \vartheta) \in [0, T_{(\text{Lifespan})}; U_0) \times [0, U_0] \times S^2 \mid \mu(t, u, \vartheta) \leq 1/4 \text{ and } G_{LL}(t, u, \vartheta) \neq 0\right\},
\]

we have

\[
\begin{align*}
(22.10) & \quad L\mu(t, u, \vartheta) \leq -\frac{2}{\varrho(t, u)} \left\{1 + \ln\left(\frac{\varrho(t, u)}{\varrho(0, u)}\right)\right\}^2, \\
(22.11) & \quad |R\Psi|(t, u, \vartheta) \geq \frac{1}{\mu(t, u, \vartheta)} \left(\frac{1}{\varrho(t, u)} \left\{1 + \ln\left(\frac{\varrho(t, u)}{\varrho(0, u)}\right)\right\}\right) \left\{\Omega_{LL}(t, u, \vartheta)\right\}^2,
\end{align*}
\]

where the vectorfield \(R\) (see definition \((3.19b)\)) verifies the Euclidean length estimate \(|R - (-\partial_t)|_e \leq \varrho \ln(1 + t) \leq (1 + t)^{-1}\). Here, \(|V|_e := \delta_{ab}V^aV^b\) and \(\partial_r = \frac{x^a}{r} \partial_a\) is the standard Euclidean radial vectorfield.

\(^3\)Recall that \(M_{T_{(\text{Local})}}; U_0\) is, by definition, “open at the top.”
If $T_{(\text{LifeSpan}):(U)} < \infty$, then let

$$\Sigma_{(\text{LifeSpan}):(U)}(\text{ Blow-up}) := \{(T_{(\text{LifeSpan}):(U)}, u, \vartheta) \in \{T_{(\text{LifeSpan}):(U)}\} \times [0, U] \times S^2 \mid \mu(T_{(\text{LifeSpan}):(U)}, u, \vartheta) = 0\}.$$ 

In particular, from (22.5) and the fact that $G_{LL}$ extends to $\Sigma_{(\text{LifeSpan}):(U)}$ as a continuous function of $(t, u, \vartheta)$, we see that no point $p = (T_{(\text{LifeSpan}):(U)}, u, \vartheta)$ with $G_{LL}(p) = 0$ can belong to $\Sigma_{(\text{LifeSpan}):(U)}(\text{ Blow-up})$. Hence, it follows from (22.11) that at any point in $\Sigma_{(\text{LifeSpan}):(U)}(\text{ Blow-up})$, the near-Euclidean-unit-length derivative $\Phi$ blows up.

**A hierarchy of $L^2$ estimates for $\Psi$.** The following estimates hold for the $L^2$-based quantities $\tilde{Q}(N)$ and $\tilde{Q}(N)$ defined in Def. 14.2 and the spacetime Morawetz integral $\tilde{K}(N)$ defined in Def. 14.3 on the domain $(t, u) \in \{T_{(\text{LifeSpan}):(U)}\} \times [0, U]$:

(22.13a) \[ \tilde{Q}_{(N)}^{1/2}(t, u) \leq C\tilde{e}, \quad (0 \leq N \leq 15), \]

(22.13b) \[ \tilde{Q}_{(N)}^{1/2}(t, u) + \tilde{K}_{(N)}^{1/2}(t, u) \leq C\tilde{e}\ln^2(e + t), \quad (0 \leq N \leq 15), \]

(22.13c) \[ \tilde{Q}_{(16+M)}^{1/2}(t, u) \leq C\tilde{e}\mu_{e^{-25-M}}(t, u), \quad (0 \leq M \leq 7), \]

(22.13d) \[ \tilde{Q}_{(16+M)}^{1/2}(t, u) + \tilde{K}_{(16+M)}^{1/2}(t, u) \leq C\tilde{e}\ln^2(e + t)\mu_{e^{-25-M}}(t, u), \quad (0 \leq M \leq 7), \]

(22.13e) \[ \tilde{Q}_{(24)}^{1/2}(t, u) \leq C\tilde{e}\ln^4(e + t)\mu_{e^{-8.75}}(t, u), \]

(22.13f) \[ \tilde{Q}_{(24)}^{1/2}(t, u) + \tilde{K}_{(24)}^{1/2}(t, u) \leq C\tilde{e}\ln^4(e + t)\mu_{e^{-8.75}}(t, u). \]

**A hierarchy of $L^2$ estimates for the eikonal function quantities.** The following $L^2$ estimates hold for the eikonal function quantities on the domain $(t, u) \in \{T_{(\text{LifeSpan}):(U)}\} \times [0, U]$:

(22.14a) \[ \|\mathcal{F}^N(\mu - 1)\|_{L^2(\Sigma)} \leq C\tilde{e}(1 + t)\ln(e + t), \quad (0 \leq N \leq 15), \]

(22.14b) \[ \|\mathcal{F}^N L_{(\text{Small})}^i\|_{L^2(\Sigma)} \leq C\tilde{e}\ln(e + t), \quad (0 \leq N \leq 15), \]

(22.14c) \[ \|\mathcal{F}^N X_{(\text{Small})}\|_{L^2(\Sigma)} \leq C\tilde{e}\ln(e + t) \frac{\ln(e + t)}{1 + t}, \quad (0 \leq N \leq 14), \]

(22.14d) \[ \|\mathcal{F}^{16+M}\mu\|_{L^2(\Sigma)} \leq C\tilde{e}(1 + t)\ln^3(e + t)\mu_{e^{-25-M}}(t, u), \quad (0 \leq M \leq 7), \]

(22.14e) \[ \|\mathcal{F}^{16+M} L_{(\text{Small})}^i\|_{L^2(\Sigma)} \leq C\tilde{e}\ln^3(e + t)\mu_{e^{-25-M}}(t, u), \quad (0 \leq M \leq 7), \]

(22.14f) \[ \|\mathcal{F}^{15+M} X_{(\text{Small})}\|_{L^2(\Sigma)} \leq C\tilde{e}\ln^3(e + t) \frac{\ln(e + t)}{1 + t} \mu_{e^{-25-M}}(t, u), \quad (0 \leq M \leq 7), \]
(22.14d) \[ \| \mathcal{T}^{N} \|_{L^{2}(\Sigma_{T})} \leq C \epsilon (1 + t) \ln A^{\epsilon} \| \mathcal{T}^{N} \|_{L^{2}(\Sigma_{T})}. \]

(22.14e) \[ \| \mathcal{T}^{N} L_{i} \|_{L^{2}(\Sigma_{T})} \leq C \epsilon \ln A^{\epsilon} + 3 \| \mathcal{T}^{N} \|_{L^{2}(\Sigma_{T})}. \]

(22.14f) \[ \| \mathcal{T}^{N} L_{i} \|_{L^{2}(\Sigma_{T})} \leq C \epsilon \ln A^{\epsilon} + 3 \| \mathcal{T}^{N} \|_{L^{2}(\Sigma_{T})}. \]

(22.14g) \[ \| \mathcal{T}^{N} \|_{L^{2}(\Sigma_{T})} \leq C \epsilon \ln A^{\epsilon} + 3 \| \mathcal{T}^{N} \|_{L^{2}(\Sigma_{T})}. \]

Remark 22.2 (Global existence when the classic null condition holds).
When Klainerman’s classic null condition \[ \text{Def. 3.31} \] is verified, that is, when \( \epsilon \rightarrow 0 \) (see Def. 2.3), one can show, under a revised set of bootstrap assumptions, that the estimate (22.3b) can be improved to \( |G_{LL}|(t, u, \theta) \leq C \epsilon (1 + t)^{-1} \). Consequently, Theorem 22.1 implies, in particular via the estimates (22.3a) and (22.3b), that \( \mu_{s} \) never vanishes and hence the solution exists globally in the spacetime region bounded by the inner outgoing null cone \( C_{U_{0}} \) and the outer flat outgoing null cone \( C_{0} \).

Remark 22.3 (Extensions to data with additional regularity). Theorem 22.1 can of course be extended to apply to data of higher Sobolev regularity, that is, with the smallness of \( \| \mathcal{Y} \|_{H^{25}(\Sigma_{0})} + \| \mathcal{Y}_{0} \|_{H^{25}(\Sigma_{0})} \) replaced by the smallness of \( \| \mathcal{Y} \|_{H^{25}(\Sigma_{0})} + \| \mathcal{Y}_{0} \|_{H^{25}(\Sigma_{0})} \), where \( N_{T_{0}} \geq 25 \) is an integer. In this case, the estimates (22.13c)-(22.13d) hold with 24 replaced by \( N_{T_{0}} \), the estimates (22.13c)-(22.13d) hold with 16 + \( M \) replaced by \( N_{T_{0}} - 8 + M \), the estimates (22.13c)-(22.13d) hold with \( 0 \leq N \leq 15 \) replaced by \( 0 \leq N \leq N_{T_{0}} - 9 \), and similarly for the other estimates in the theorem.

Alternatively, we could assume the smallness of \( \| \mathcal{Y} \|_{H^{25}(\Sigma_{0})} + \| \mathcal{Y}_{0} \|_{H^{25}(\Sigma_{0})} \) and that \( \| \mathcal{Y} \|_{H^{25}(\Sigma_{0})} + \| \mathcal{Y}_{0} \|_{H^{25}(\Sigma_{0})} \) < \( \infty \) (without smallness) for \( M = 25, 26, \ldots, N_{T_{0}} \). Here, \( \| \cdot \|_{H^{M}(\Sigma_{0})} \) denotes the standard homogeneous Sobolev norm corresponding to \( M^{th} \) order rectangular derivatives along \( \Sigma_{0} \). The results of Theorem 22.1 would of course hold verbatim, and we could also prove estimates of the form \( \mathcal{Q}_{(25+M)}(t, u) \leq f(\| \mathcal{Y} \|_{H^{25+M}(\Sigma_{0})} + \| \mathcal{Y}_{0} \|_{H^{25+M}(\Sigma_{0})}) \ln A^{\epsilon} \| \mathcal{Y} \|_{L^{2}(\Sigma_{T})} \) where \( f \) is a smooth increasing function and \( A, B \) are positive constants. We could also prove similar estimates for \( \mathcal{Q}_{(25+M)}^{1/2}(t, u) \). We could prove these higher-order estimates by
using arguments similar to the ones we used to prove (20.86)-(20.87). In particular, in order to avoid derivative loss, our proofs of these estimates would rely on the modified quantities of Chapter [II] at least at the top order.

**Proof of Theorem 22.1.** Let $C_* > 1$ be a constant (we will adjust $C_*$ throughout the proof). We define

\[(22.15)\]

\[T_{(\text{Max})};U_0 := \text{The supremum of the set of times } T_{(\text{Bootstrap})} \geq 0 \text{ such that:} \]

- $\Psi$, $u$, $\mu$, $L_{(\text{Small})}$, $T$, and all of the other quantities defined throughout the monograph exist classically on $M_{T_{(\text{Bootstrap})}}, U_0$
- and all of the solution properties from **Part 1** of Prop. 21.1 hold on $M_{T_{(\text{Bootstrap})}}, U_0$.
- $\inf \{ \mu_\ast(t, U_0) \mid t \in [0, T_{(\text{Bootstrap})}] \} > 0$.
- The fundamental $C^0$ bootstrap assumptions $\text{(BA}_{\Psi}) - \text{(BA}_{\Psi}$ hold with $\varepsilon := C_* \varepsilon$ for $(t, u) \in \times [0, T_{(\text{Bootstrap})}) \times [0, U_0]$.
- The $L^2$-type bootstrap assumptions $\text{(20.1a)} - \text{(20.1f)}$ hold with $\varepsilon := C_* \varepsilon$ for $(t, u) \in \times [0, T_{(\text{Bootstrap})}) \times [0, U_0]$.

From Proposition 21.1, we deduce that if $\varepsilon$ is sufficiently small and $C_*$ is sufficiently large, then $T_{(\text{Max})};U_0 > 0$.

In the first part of the proof, we focus mostly on deriving the quantitative estimates stated in the theorem, but with the time $T_{(\text{Lifespan})};U_0$ defined by (22.1) replaced by the time $T_{(\text{Max})};U_0$ defined by (22.15). In the second part of the proof, we focus mostly on proving the qualitative statements, on showing that $T_{(\text{Max})};U_0 = T_{(\text{Lifespan})};U_0$, and on showing that $T_{(\text{Lifespan})};U_0$ is the classical lifespan of the solution. Note that the definitions imply that $T_{(\text{Max})};U_0 \leq T_{(\text{Lifespan})};U_0$ and hence to show that $T_{(\text{Max})};U_0 = T_{(\text{Lifespan})};U_0$, we have to show only that $T_{(\text{Max})};U_0 \geq T_{(\text{Lifespan})};U_0$.

We now derive quantitative estimates. By enlarging $C_*$ if necessary, we may assume that the estimates (20.86)-(20.87) of Lemma 20.10 hold with the constant $C_*$ on the right-hand sides replaced by $C_*$. We then see that if $C_* \varepsilon^{1/2} = C_*^{3/2} \varepsilon^{1/2} < 1$, then the $L^2$ bootstrap assumptions (20.1a)-(20.1f) hold for $(t, u) \in \times [0, T_{(\text{Max})};U_0) \times [0, U_0]$ with the factor $\varepsilon = C_* \varepsilon$ on the right-hand side replaced by the strictly smaller quantity $\frac{1}{2} C_* \varepsilon$. This fact follows from the following simple calculations:

\[(22.16)\]

\[\frac{1}{4} C_* \left\{ \varepsilon + \varepsilon^{3/2} \right\} = \frac{1}{4} \left( 1 + C_* \varepsilon^{1/2} \right) \varepsilon \leq \frac{1}{2} \varepsilon = \frac{1}{2} C_* \varepsilon. \]

In particular, the estimates (22.13a)-(22.13b) follow from (22.16). Furthermore, using Cor. 18.11 Def. 14.2 inequality (12.47a), and the fact that $\rho L \in L^2$, and enlarging the constant $C_*$ from (22.16) if necessary, we deduce that the $C^0$ bootstrap assumptions $\text{(BA}_{\Psi})$ for $\Psi$ hold for $(t, u) \in \times [0, T_{(\text{Max})};U_0) \times [0, U_0]$ with $\varepsilon$ on the right-hand side of $\text{(BA}_{\Psi}$ replaced by the right-hand side of (22.16) and the norm $C^0(\Sigma^0)$ on the left-hand side replaced by $C^0(S_{\varepsilon, u})$. Similarly, in view of the estimate (22.13c) with $M = 0$ and the estimate (13.152), we obtain (again
enlarging $C_\ast$ if necessary) 
\[
\int_{t'=0}^t \left\| \left( \frac{\partial}{\partial t} \mathcal{Z}^{\leq 14} \right) \mathcal{Z}^{\leq 13} \right\|_{C^0(S_{t',u})} \, dt' \leq \frac{1}{2} C_\ast \hat{e} \ln(c + t).
\]

Hence, we have shown that the $C^0$ bootstrap assumptions $\{\mathcal{BA} \Psi\}$ for $\Psi$ hold for $(t, u) \in [0, T_{(\text{Max})}; U_0] \times [0, U_0]$ with $\hat{e}$ on the right-hand side of $\{\mathcal{BA} \Psi\}$ replaced by the right-hand side of (22.16) and the norm $C^0(\Sigma^u)$ on the left-hand side replaced by $C^0(S_{t',u})$. To recover the fact that for $N \leq 14$, $\mathcal{Z}^N \Psi$ is an element of $C^0(\Sigma^u)$ and not just $C^0(S_{t',u})$, we simply need non-quantitative estimates showing that $\mathcal{Z}^N \Psi$ is jointly continuous in $u$ and $\theta$. To this end, we note that at each point in $\mathcal{M}_{T_{(\text{Max})}; U_0}$, the vectorfields belonging to the commutation set $\mathcal{Z}$ have span equal to that of the geometric coordinate derivative frame \( \left\{ \frac{\partial}{\partial \theta^1}, \frac{\partial}{\partial \theta^2}, \frac{\partial}{\partial \theta^3}, \frac{\partial}{\partial \theta^4} \right\} \) and have components relative to this frame that are many times differentiable with respect to $(t, u, \theta^1, \theta^2)$. Hence, the desired non-quantitative fact follows from the $L^2$ bootstrap assumptions (20.1a) and (20.1c), the assumption that $\mu_\ast > 0$, and standard Sobolev embedding $H^2(\Sigma^u) \hookrightarrow C^0(\Sigma^u)$.

Throughout the remainder of the proof, we silently use the estimate $g(t, u) \approx 1 + t$ (on $\mathcal{M}_{T_{(\text{Max})}; U_0}$) and the fact that $\mathcal{Q}(\leq N)$ and $\hat{\mathcal{Q}}(\leq N)$ are increasing in their arguments.

The estimate (22.6) now follows from the above reasoning and (22.16). Furthermore, since $g \in \mathcal{Z}$, the estimate (22.6) implies that $\left\| L \mathcal{Z}^{\leq 12} \right\|_{C^0(S_{0}^{U_0})}$ is uniformly bounded for $0 \leq t < T_{(\text{Max})}; U_0$. Hence, recalling that $L = \frac{\partial}{\partial t}$, we conclude that if $T_{(\text{Max})}; U_0 < \infty$, then the functions $\mathcal{Z}^{\leq 12} \Psi$ extend as continuous functions of $(t, u, \theta)$ to $\Sigma_{T_{(\text{Max})}; U_0}$.

The estimates (22.7a) and (22.7b) now follow from inequalities (12.15a) and (12.15c), Cor. 12.48, and (22.16). As in the previous paragraph, the estimates (22.7a) and (22.7b) imply that if $T_{(\text{Max})}; U_0 < \infty$, then the quantities $\mathcal{Z}^{\leq 11} \{g_{\mu\nu} - m_{\mu\nu}\}$, etc. extend as continuous functions of $(t, u, \theta)$ to $\Sigma_{T_{(\text{Max})}; U_0}$.

The estimates (22.8a)-(22.8c) now follow from (12.129a), (22.6), and the fact that $H_{(\text{Small})}^\ast = -L_{(\text{Small})}^\ast$ plus a smooth function of $\Psi$ that vanishes at $\Psi = 0$ (see (4.3) and (4.3)). As in the previous two paragraphs, the estimates (22.8a)-(22.8c) imply that if $T_{(\text{Max})}; U_0 < \infty$, then the quantities $\mathcal{Z}^{\leq 11} \mu$, etc. extend as continuous functions of $(t, u, \theta)$ to $\Sigma_{T_{(\text{Max})}; U_0}$.

The estimates (22.14a)-(22.14p) now follow from inserting the already proven estimates for $\mathcal{Q}(\leq 24)$ and $\hat{\mathcal{Q}}(\leq 24)$ into inequality (20.24a) and using the inequalities (13.143) and (13.146).

The estimate (22.14m) now follows from inserting the already proven estimates for $\mathcal{Q}(\leq 24)$ and $\hat{\mathcal{Q}}(\leq 24)$ and (22.14n) into inequality (20.38) and using inequality (13.146).

The estimates (22.14j)-(22.14l) now follow from inserting the already proven estimates for $\mathcal{Q}(\leq 24)$ and $\hat{\mathcal{Q}}(\leq 24)$ into inequality (19.26).

The estimates (22.14g)-(22.14i) now follow from inserting the already proven estimates for $\mathcal{Q}(\leq 24)$ and $\hat{\mathcal{Q}}(\leq 24)$ into inequality (19.2a) and using inequality (13.147).
The estimates 22.14d-22.14l now follow from inserting the already proven estimates for $Q_{(\leq 16+M)}$ and $Q_{(\leq 16+M)}$ into inequality (19.2a) and using inequality 13.147.

The estimates 22.14a-22.14c now follow from inserting the already proven estimates for $Q_{(\leq 16)}$ and $Q_{(\leq 16)}$ into inequality (19.1a) and, in the case of $L_{(Small)}^1 \|_{L^2(\Sigma_t^n)}$ and $L_{(Small)}^{14} \|_{L^2(\Sigma_t^n)}$, using inequality 13.152.

The estimate (22.3a) now follows from (13.18) and (22.16). The estimate (22.3b) now follows from (12.142), (12.143), and (22.16). The estimate (22.3c) follows from (12.22a). The estimate (22.3d) is a special case of the already proven estimate 22.6d.

The estimate (22.10) was proved as (13.28). Inequality (22.11) then follows from the estimates of Lemma 12.60, the argument that we used to prove the continuous extendability of $\Psi$, and the identity that we used in the proof of Cor. 12.61. To prove the continuous extendability of $\Psi$, we first note that the vectorfields $\mathcal{L}_{\mathcal{F}}^{\leq 11} X_A = \mathcal{L}_{\mathcal{F}}^{\leq 11} X_A$ also continuously extend as functions of $(t, u, \vartheta, \varphi)$ to $\Sigma U_0^{T_{(Max)}:U_0}$. To prove the continuous extendability of $\mathcal{F}^{\leq 11} T$, we first note that the previous arguments have shown that $\mathcal{F}^{\leq 12} L^i, \mathcal{F}^{\leq 12} \tilde{R}^i, \mathcal{F}^{\leq 11} X^i_A$ extend as continuous functions of $(t, u, \vartheta, \varphi)$ to $\Sigma U_0^{T_{(Max)}:U_0}$. Using similar reasoning and the estimate (12.175c), we conclude that $\mathcal{F}^{\leq 11} \Xi^i$ extends as a continuous function of $(t, u, \vartheta, \varphi)$ to $\Sigma U_0^{T_{(Max)}:U_0}$. To handle the rectangular components $X^i_A$, we first use similar reasoning and the estimate (12.58b) to deduce that the $S_{t,u}$ one-form $\partial \mathcal{F}^{\leq 11} X_A$ extends as a continuous function of $(t, u, \vartheta, \varphi)$ to $\Sigma U_0^{T_{(Max)}:U_0}$. Using the aforementioned continuous extendability of the vectorfields $\mathcal{L}_{\mathcal{F}}^{\leq 11} X_A$ and the identity $X^i_A = X_A \cdot \partial x^i$, we conclude that $\mathcal{F}^{\leq 11} X_A$ extends as a continuous function of $(t, u, \vartheta, \varphi)$ to $\Sigma U_0^{T_{(Max)}:U_0}$. We have thus proved the extendability of $\Psi$ as a $C^{11}$ function of $(t, u, \vartheta, \varphi)$.

With the help of the above results, we now show that either a) $T_{(Max)}:U_0 = \infty$ or b) $T_{(Max)}:U_0 < \infty$ and $\inf \{ \mu_\star(t, U_0) \mid t \in [0, T_{(Max)}:U_0) \} = 0$. We note that...
after we have shown that either a) or b) must hold, it follows from the comments made in the second paragraph of the proof that \( T_{(Max);U_0} = T_{(Lifespan);U_0} \) (where \( T_{(Lifespan);U_0} \) is defined in (22.1)). Furthermore, in the case \( T_{(Lifespan);U_0} < \infty \), it follows from the estimates (22.11) and (22.17) that the vanishing of \( \mu_*(t, U_0) \) at time \( T_{(Lifespan);U_0} \) leads to the blow-up result (22.2).

It remains for us to show that a) or b) must hold. It suffices to show that it is impossible to have \( T_{(Max);U_0} < \infty \) unless \( \inf \{ \mu_*(t, U_0) \mid t \in [0, T_{(Max);U_0}) \} = 0 \). To proceed, we assume for the sake of deriving a contradiction that: \( T_{(Max);U_0} < \infty \) and \( \inf \{ \mu_*(t, U_0) \mid t \in [0, T_{(Max);U_0}) \} > 0 \). We now rule out, on the spacetime domain \( \mathcal{M}_{T_{(Max);U_0}} \), the 4 breakdown scenarios from Part II of Prop. 21.1 and also show that the condition 5 for \( \Upsilon \) is verified (when \( \varepsilon \) is sufficiently small). Scenario 1 is ruled out by assumption. Scenario 2 is ruled out by the estimate (12.129a). Scenario 3 is ruled out by the bootstrap assumptions (BAΨ) and the fact that \( g_{\mu\nu}(\cdot) \) is a smooth function of \( \Psi \) that vanishes at \( \Psi = 0 \) (see (2.4)-(2.6)).

In the next paragraph, we show that \( \Upsilon \) is a \( C^{11} \) diffeomorphism from \( [0, T_{(Max);U_0}) \times [0, U_0] \times S^2 \) onto its image and hence \( \Upsilon \) verifies the condition 5 from Part II of Prop. 21.1. Given this fact, we can easily rule out the breakdown scenario 4 with the help of the following additional fact: \( \Psi \) extends to \( \Sigma^{U_0}_{T_{(Max);U_0}} \) as a \( C^{12} \) function of \( (t, u, \vartheta) \). This additional fact follows from the previously shown fact that the functions \( \mathcal{Z} \leq 12 \Psi \) extend as continuous functions of \( (t, u, \vartheta) \) to \( \Sigma_{U_0}^{T_{(Max);U_0}} \) and the argument that we used in our proof that \( \Upsilon \) extends to \( \Sigma^{U_0}_{T_{(Max);U_0}} \) as a \( C^{11} \) function of \( (t, u, \vartheta) \). Combining this fact with the regular nature of \( \Upsilon^{-1} \) (established in the next paragraph), we conclude that \( \partial_{\kappa} \Psi \) (\( \kappa = 0, 1, 2, 3 \)) extends to \( \mathcal{M}_{T_{(Max);U_0}} \cup \Sigma_{T_{(Max);U_0}}^{U_0} \) as a continuous function of the rectangular coordinates and that \( \sup_{\mathcal{M}_{T_{(Max);U_0}} \cup \Sigma_{T_{(Max);U_0}}^{U_0}} \max_{\kappa=0,1,2,3} \left| \partial_{\kappa} \Psi \right| < \infty \). Therefore, we have ruled out the breakdown scenario 4.

It remains for us to show that condition 5 from Part II of Prop. 21.1 holds. We first recall that we have already shown that \( \Upsilon \) is a bijection from the domain \( [0, T_{(Max);U_0}) \times [0, U_0] \times S^2 \) onto its image and that \( \Upsilon \) extends as a \( C^{11} \) function of \( (t, u, \vartheta) \) to the compact set \( [0, T_{(Max);U_0}) \times [0, U_0] \times S^2 \). Furthermore, from equation (3.81), the estimates (12.129a), (12.161a), and (22.6), and the assumption \( \inf \{ \mu_*(t, U_0) \mid t \in [0, T_{(Max);U_0}) \} > 0 \), we conclude that the Jacobian determinant of \( \Upsilon \) is strictly positive and finite on \( [0, T_{(Max);U_0}) \times [0, U_0] \times S^2 \). From the inverse function theorem, we conclude that \( \Upsilon \) extends to \( [0, T_{(Max);U_0}) \times [0, U_0] \times S^2 \) as a locally invertible \( C^{11} \) function. We now show that \( \Upsilon \) is a \( C^{11} \) (global) diffeomorphism from \( [0, T_{(Max);U_0}) \times [0, U_0] \times S^2 \) onto its image. To this end, we first note that inequality (12.188), the assumption \( \inf \{ \mu_*(t, U_0) \mid t \in [0, T_{(Max);U_0}) \} > 0 \), and the estimate \( r \geq (1 - O(\varepsilon)) \eta \geq (1 - O(\varepsilon))(1 - U_0) \) (which follows from (12.9a) and Cor. 12.48) imply that \( \sum_{\alpha=1}^3 \left| \partial_{\alpha} u \right| \) is uniformly bounded from above and below strictly away from 0. It follows that the closed outgoing null cone portions \( \mathcal{C}_u^{T_{(Max);U_0}} \) corresponding to two distinct values \( u \in [0, U_0) \) cannot intersect. Hence, to prove the global invertibility of \( \Upsilon \), it remains only for us to
show that\(^4\) for each \(u \in [0, U_0]\), the integral curves of \(L\), which rule \(C^\infty_u Tu_{(\text{Max}):U_0}\), do not intersect\(^5\) at time \(T_{(\text{Max}):U_0}\). Equivalently, we show that for each fixed \((t, u) \in [0, T_{(\text{Max}):U_0}] \times [0, U_0]\), the map \(\Upsilon(t, u, \cdot)\), defined on the domain \(S^2\), is injective. To this end, we define, relative to the rectangular coordinates, the map \(F(t, x^1, x^2, x^3) : \Sigma_t \setminus \{(t, 0, 0, 0)\} \to S^2 \subset \mathbb{R}^3\) by \(F(t, x^1, x^2, x^3) = (x^1/r, x^3/r, x^2/r)\).

Consider the composition \(F \circ \Upsilon(t, u, \cdot) : S^2 \to S^2\), which is \(C^{11}\) in view of the estimate \(r \geq (1 - \mathcal{O}(\varepsilon))(1 - U_0)\) mentioned above. Just below, we show that \(F \circ \Upsilon(t, u, \cdot)\) is a \(C^{11}\) immersion.\(^6\) Given this fact, it follows from standard topological arguments based on the compactness and connectedness of \(S^2\) that \(F \circ \Upsilon(t, u, \cdot)\) is a covering map.\(^7\) Then, since \(S^2\) is simply connected, it is a basic result of algebraic topology (see [65] Theorem 54.4) and note that \(S^2\) has a trivial fundamental group since it is simply connected) that \(F \circ \Upsilon(t, u, \cdot)\) must be a \(C^{11}\) diffeomorphism from \(S^2\) to \(S^2\), which yields the desired injectivity of \(\Upsilon(t, u, \cdot)\). It remains for us to show that for each fixed \((t, u) \in [0, T_{(\text{Max}):U_0}] \times [0, U_0]\), \(F \circ \Upsilon(t, u, \cdot)\) is an immersion.

That is, we must show that the \(3 \times 2\) matrix \(\frac{\partial F}{\partial (\vartheta^1, \vartheta^2)}\) is rank 2. To proceed, we first compute that the \(3 \times 4\) matrix \(\frac{\partial F}{\partial (t, x^1, x^2, x^3)}\) is rank 2 with kernel \(K\) given by \(K = \text{span}\{(1, 0, 0, 0)^\top, (0, x^1/r, x^3/r, x^2/r)^\top\}\), where \(^\top\) denotes the transpose. Next, we note that inequality \(\frac{12.188}{12.188}\) implies that the Euclidean outward normal to \(S_{t,u}\) in \(\Sigma_t\) at the point \((t, x^1, x^2, x^3) = \Upsilon(t, u, 0)\) has rectangular components equal to \((0, x^1/r, x^3/r, x^2/r)^\top\) up to a \(\Sigma_t\)-tangent error vector of Euclidean length \(\mathcal{O}(\varepsilon \ln(\varepsilon + t)(1 + t)^{-1})\). Hence, since the two columns of the \(4 \times 2\) matrix \(\frac{\partial \Upsilon}{\partial (\vartheta^1, \vartheta^2)}\) are tangent to \(S_{t,u}\), they do not belong to \(K\) whenever \(\varepsilon\) is sufficiently small. Since the two columns are also linearly dependent, it follows that their union with \(K\) forms a basis of \(\mathbb{R}^4\). It thus follows from the chain rule that the \(3 \times 2\) matrix \(\frac{\partial (F \circ \Upsilon)}{\partial (\vartheta^1, \vartheta^2)}\) is rank 2 as desired.

In total, we conclude from Part II of Prop. [21.1] that there exists a \(\Delta > 0\) such that \(\Psi, u, \mu, L^i_{(\text{Small})}\), etc. can be extended as solutions, for some \(\Delta > 0\), to a strictly larger region of the form \(\mathcal{M}_{T_{(\text{Max}):U_0} + \Delta, U_0}\) on which \(\mu\) is uniformly positive. Furthermore, the proposition also yields that the quantities appearing on the left-hand sides of (20.1a)–(20.1f) are continuous in \(t\) and \(u\). In view of this fact and the bound \(22.16\), we deduce that if \(\Delta\) is small enough, then the energy bootstrap assumptions (20.1a)–(20.1f) hold for \((t, u) \in \times [0, T_{(\text{Max}):U_0} + \Delta] \times [0, U_0]\) with \(\varepsilon\) replaced by \(\frac{3}{4} \varepsilon\). We have thus arrived at the desired contradiction of the definition of \(T_{(\text{Max}):U_0}\).

\(^4\)Recall that the angular coordinates \(\vartheta^A\) are, by construction, constant along the integral curves of \(L\).

\(^5\)Equivalently, we must show that if \(q \in C^\infty_u Tu_{(\text{Max}):U_0}\), then no point in \(C^\infty_u Tu_{(\text{Max}):U_0}\) can belong to the null cut locus of \(q\).

\(^6\)Recall that \(F \circ \Upsilon(t, u, \cdot)\) is said to be an immersion if the Jacobian \(\frac{\partial (F \circ \Upsilon)}{\partial (\vartheta^1, \vartheta^2)}\) is rank 2 at each point in its domain \(S^2\).

\(^7\)A continuous surjective function \(f : X \to S^2\) is said to be a covering map of \(S^2\) if for every \(p \in S^2\), there exists a neighborhood \(\Omega\) of \(p\) such that \(f^{-1}(\Omega)\) is a disjoint union of open sets in \(X\), each of which is mapped homeomorphically onto \(\Omega\) by \(f\).
To prove (22.4), that is, that there exists a constant $C_{\text{Lower-Bound}} > 0$ such that $\mu_*(t, U_0) > 0$ whenever $t < \exp\left(\{C_{\text{Lower-Bound}}\hat{\epsilon}\}^{-1}\right)$, we only have to combine (22.3a), (22.3c), and (22.3d). Similar reasoning also yields (22.5).

Finally, to conclude, in the case $T_{(\text{Lifespan}); U_0} < \infty$, that the Jacobian determinant of $Y$ vanishes precisely on the subset (22.9), we use equation (3.81), the estimate (22.6) for $\Psi$, and inequality (12.161) (which, by (22.16), is valid with $\epsilon$ replaced by $C\hat{\epsilon}$).

\[\square\]

### 22.2. More precise control over angular derivatives

We now state and prove a corollary of Theorem 22.1 that provides additional information about some of the angular derivatives of $\Psi$. Roughly, the corollary allows us to infer that nearly spherically symmetric data launch nearly spherically symmetric solutions, even though the wave equation (2.1a) is not necessarily invariant under Euclidean rotations. The estimates from the corollary play an important role in our proof of small data shock formation, which is based on arguments that are valid for nearly spherically symmetric solutions.

**Corollary 22.4** (More precise control over the lower-order angular derivatives). Assume the hypotheses and conclusions of Theorem 22.1. In particular, let $\hat{\epsilon}$ be the size of the data, and let $T_{(\text{Lifespan}); U_0}$ and $U_0$ be the numbers appearing in the statement of the theorem. Let $E[\cdot], F[\cdot], \tilde{E}[\cdot], \tilde{F}[\cdot],$ and $\tilde{K}[\cdot]$ be the energies, cone fluxes, and Morawetz spacetime integral from Defs. 10.11 and 14.3. Let (see definition (7.2b))

\[\hat{\delta} := \max_{2 \leq |\vec{I}| \leq 4} \frac{E^{1/2}[\sigma^\vec{I}\Psi](0, U_0)}{O[\vec{I}\Psi]}.
\]

There exists a constant $C > 0$ such that the following estimates hold for $(t, u) \in [0, T_{(\text{Lifespan}); U_0}] \times [0, U_0]$:

\[(22.19a) \quad \max_{2 \leq |\vec{I}| \leq 4} \left\{ \frac{E^{1/2}[\sigma^\vec{I}\Psi](t, u)}{O[\vec{I}\Psi]} + \frac{F^{1/2}[\sigma^\vec{I}\Psi](t, u)}{O[\vec{I}\Psi]} \right\} \leq C(\hat{\delta} + \hat{\epsilon}^{3/2}),
\]

\[(22.19b) \quad \max_{2 \leq |\vec{I}| \leq 4} \left\{ \frac{\tilde{E}^{1/2}[\sigma^\vec{I}\Psi](t, u)}{O[\vec{I}\Psi]} + \frac{\tilde{F}^{1/2}[\sigma^\vec{I}\Psi](t, u)}{O[\vec{I}\Psi]} + \frac{\tilde{K}^{1/2}[\sigma^\vec{I}\Psi](t, u)}{O[\vec{I}\Psi]} \right\} \leq C(\hat{\delta} + \hat{\epsilon}^{3/2}) \ln^2(e + t),
\]

\[(22.19c) \quad \|\Delta \Psi\|_{C^0(\Sigma^u)} \leq C(\hat{\delta} + \hat{\epsilon}^{3/2}) \frac{1}{(1 + t)^3}.
\]

**Proof.** The estimate (22.19c) follows from (22.19a) and inequalities (12.47a), (12.47b), and (18.32). Hence, we need only to prove inequalities (22.19a) and (22.19b).

To this end, we commute the wave equation (2.1a) with iterated rotational differential operators $\sigma^\vec{I}$, where $2 \leq |\vec{I}| \leq 4$, to derive an equation of the form

\[(22.20) \quad \mu \Box_{g(\Psi)} \sigma^\vec{I}\Psi = (\sigma^\vec{I})^\vec{K}.
\]
Using \[16.3\], \[16.4\], \[7.8a\]-\[7.9d\], \[9.13\], and the \(C^0\) estimates of Theorem 22.1 we see that \((\delta^f)^3\) is quadratically small in the sense that its magnitude is bounded by a decaying function of time multiplied by \(\tilde{e}^2\). This quadratic smallness is in particular based on the fact that the deformation tensors \((\partial^f)\pi\) of the rotations completely vanish for the background solution \(\Psi \equiv 0\) (see \[7.8a\]-\[7.9d\]). The reason is that the rotations \(O\) are equal to the Euclidean rotations when \(\Psi \equiv 0\), and the Euclidean rotations are Killing fields\(^8\) of the background Minkowski metric.

We remark that this stands in contrast to \((\delta^f)\pi\) and \((\delta^L)\pi\), which, even in the flat case \(\Psi \equiv 0\), do not vanish.

We now revisit the energy-flux identities \[10.29a\]-\[10.29b\], where \(\partial^f\Psi\) plays the role of \(\Psi\) and \((\delta^f)^3\) plays the role of \(\tilde{\mathfrak{F}}\). To simplify the notation, we set

\[
\begin{align*}
Q_\gamma(t, u) &:= \max_{2 \leq |I| \leq 4} \left\{ E[\partial^f \Psi](t, u) + F[\partial^f \Psi](t, u) \right\}, \\
\tilde{Q}_\gamma(t, u) &:= \max_{2 \leq |I| \leq 4} \left\{ \tilde{E}[\partial^f \Psi](t, u) + \tilde{F}[\partial^f \Psi](t, u) \right\}, \\
\tilde{\mathfrak{K}}_\gamma(t, u) &:= \max_{2 \leq |I| \leq 4} \tilde{\mathfrak{K}}[\partial^f \Psi](t, u),
\end{align*}
\]

where \(\tilde{\mathfrak{K}}[\cdot](t, u)\) is the Morawetz integral from \[14.9a\]. Our goal is to use the already proven non-\(\mu^{-1}\)-degenerate estimates for the lower-order derivatives of various quantities implied by Theorem 22.1 in order to prove that the following estimates hold for \((t, u) \in [0, T_{(\text{Lifespan})}:U_0] \times [0, U_0] \):
Once we have shown (22.24)-(22.25), the desired estimates (22.19a)-(22.19b) follow from applying a Gronwall-type argument to the system of inequalities (22.24)-(22.25) in the variables \( Q(\sigma) \), \( \tilde{Q}(\sigma) \), and \( \bar{K}(\sigma) \). Because the argument is much simpler than the Gronwall estimates that we proved above for the below-top-order quantities \( Q(\leq 23) \), \( \tilde{Q}(\leq 23) \), and \( \bar{K}(\leq 23)(t, u) \) (the proof of those estimates starts just above equation (20.188)), we omit the details. However, we remark that we again use Lemma 20.35 to handle the next-to-last term on the right-hand side of (22.24).

In order to prove (22.24)-(22.25), we have to estimate the integrals on the right-hand sides of (10.29a)-(10.29b), where \( \Theta^f \Psi \) plays the role of \( \Psi \) and \( (\Theta^f) \tilde{\Psi} \) plays the role of \( \tilde{\Psi} \). For each fixed \( \vec{I} \), we show how to deduce an inequality of the form (22.24)-(22.25), but with \( E[\Theta^f \Psi](t, u) + F[\Theta^f \Psi](t, u) \) on the left-hand side of (22.24) in place of \( Q(\sigma)(t, u) \) and \( E[\Theta^f \Psi](t, u) + F[\Theta^f \Psi](t, u) + K[\Theta^f \Psi](t, u) \) on the left-hand side of (22.25) in place of \( \tilde{Q}(\sigma)(t, u) + \bar{K}(\sigma)(t, u) \). We then take the max of both sides of the inequalities over all relevant quantities with \( 2 \leq |\vec{I}| \leq 4 \) in order to deduce (22.24)-(22.25).

To begin the detailed analysis, we remark that we will handle the integrals involving \( (\Theta^f) \tilde{\Psi} \) at the end of the proof. From the assumption (22.18), we see that the terms \( E[\Theta^f \Psi](0, u) \) arising from the first term on the right-hand side of (10.29a) are \( \lesssim \delta^2 \) and hence are \( \lesssim \) the right-hand side of (22.24) as desired. We now explain how we bound the integral \( \int_{\mathcal{M}_1} \mu Q^{\alpha\beta} (\Theta^f \Psi)^T \pi_{\alpha\beta} d\omega \) from the right-hand side of (10.29b) by \( \lesssim \) the right-hand side of (22.24). To derive the desired bound, we examine the proof of inequality (20.30a) and conclude that the same inequality holds true with \( \Theta^f \Psi \) in place of \( \tilde{\Psi} \) on the left-hand side and \( Q(\sigma) \), \( \tilde{Q}(\sigma) \), and \( \bar{K}(\sigma) \) respectively in place of \( Q(N) \), \( \tilde{Q}(N) \), and \( \bar{K}(N) \) on the right-hand side. Theorem 22.1 implies that Lemma 20.23 holds with \( \tilde{\Psi} \) replaced by \( C\tilde{\Psi} \) and furthermore, by (22.13b), the last term on the right-hand side of (20.30a) (with \( \bar{K}(\sigma \in \bar{K}(\sigma(N)) \) is \( \lesssim \) the right-hand side of (22.24) as desired.

We now address the terms on the right-hand side of (10.29b) that do not involve the integrand factor \( (\Theta^f) \tilde{\Psi} \), where \( \Theta^f \Psi \) plays the role of \( \Psi \). The integrals over the hypersurface \( \Sigma_0 \) are quadratic in \( \Theta^f \Psi \) and are controlled by the data. Hence, by (14.1a) and the assumption (22.18), the magnitudes of these integrals are \( \lesssim \delta^2 \) and thus \( \lesssim \) the right-hand side of (22.25) as desired. Clearly, the same bound holds for the first term \( \bar{E}[\cdots](0, u) \) on the right-hand side of (10.29b).

To bound the integrals over the hypersurface \( \Sigma_0 \) and the last spacetime integral on the right-hand side of (10.29b) by \( \lesssim \) the right-hand side of (22.25), we examine the proofs of inequalities (20.30c) and (20.30d) and conclude that the same inequalities hold true with \( \Theta^f \Psi \) in place of \( \tilde{\Psi} \) on the left-hand side and \( Q(\sigma) \) in place of \( Q(N) \) on the right-hand side. Hence, the integrals under consideration are in magnitude \( \lesssim \ln^2(e + t) Q(\sigma)(t, u) \) as desired. To handle the spacetime integral \( -\frac{1}{2} \int_{\mathcal{M}_1} \mu Q^{\alpha\beta} (\Theta^f \Psi)^T \pi_{\alpha\beta} d\omega \) from the right-hand side of (10.29b), we first appeal to definitions (14.9a) (with \( \Theta^f \Psi \) in the role of \( \Psi \)) and (10.48b), which show that \( -\bar{K}(\Theta^f \Psi) \) is equal to one of the terms that make up
this integral. We bring the term $\tilde{K}[\Theta^I\Psi]$ over to the left-hand side of (10.29b) as a positive integral. We then bound the remaining part of this spacetime integral in magnitude by $\leq$ the right-hand side of (22.25) with the help of (20.30b). More precisely, examining the proof of (20.30b), we see that the inequality holds true with $\Theta^I\Psi$ in place of $Q_N$, $\tilde{Q}(N)$, and $\tilde{K}(N)$ on the right-hand side, which yields the desired bounds. We remark that the argument given at the end of the previous paragraph yields that the last term on the right-hand side of (20.30b) (with $\tilde{K}(N)$ in the role of $\tilde{K}(\sigma)$) is $\lesssim \tilde{\epsilon}^3 \ln^4(e + t)$ as desired.

To complete the proof of (22.24)-(22.25), it remains for us to show that the second term on the right-hand side of (10.29a) and the third-from-last term on the right-hand side of (10.29b) are bounded as follows:

\begin{align}
(22.26) & \quad \left| \int_{M_{t,u}} \left\{ (1 + 2\mu)(\Theta^I\Psi)(\Theta^I) + 2(\tilde{K}^I\Theta^I\Psi) \right\} d\omega \right| \lesssim \tilde{\epsilon}^3, \\
(22.27) & \quad \left| \int_{M_{t,u}} \hat{\theta}^2 \left\{ L\Theta^I\Psi + \frac{1}{2} tr g / \chi \Theta^I\Psi \right\} d\omega \right| \lesssim \tilde{\epsilon}^3 \ln^4(e + t). 
\end{align}

The most important ingredient in the proofs of (22.26) and (22.27) is the fact that all integrand terms on the left-hand sides are in fact cubically small. We stress again that we have cubic smallness only because all commutation vectorfields under consideration are rotations. More precisely, to prove (22.26) and (22.27), we first note that the estimates (16.3) and (16.4) imply that for $|\hat{I}| \leq 4$, the terms $(\Theta^I)\tilde{F}$ are $\lesssim$ the right-hand side of (16.4) with $N = 5$. Hence, by (16.7), we deduce that for $|\hat{I}| \leq 4$, the terms $(\Theta^I)\tilde{F}$ are Harmless$^{\leq 5}$ (see definition (16.5)) and note that by Theorem 22.1 in the estimate $(\Theta^I)\tilde{F} = \text{Harmless}^{\leq 5}$, we can replace the $\epsilon$ factor on the right-hand side of (16.5) with $C\tilde{\epsilon}$ with $C \tilde{\epsilon}$. Moreover, in the present context, there is additional structure present in the terms beyond the structure indicated on the right-hand side of (16.5). The additional structure is that $|\Theta^I\tilde{F}|$ is $\lesssim$ a modified version of the right-hand side of (16.5) (with $N = 5$) in which the terms on the first line of the right-hand side are also multiplied by a $\tilde{\epsilon}$ factor. This factor is simply a reflection of the quadratic smallness of $(\Theta^I)\tilde{F}$. Hence, revisiting the proofs of (20.17) and (20.18), we find that, thanks to this $\tilde{\epsilon}$ factor, the left-hand sides of (22.26) and (22.27) are $\lesssim \tilde{\epsilon}^2$ times the terms on the right-hand sides of (20.17) and (20.18) with $N = 5$ and with $C \tilde{\epsilon}$ in place of $\epsilon$. Also using the estimates (22.13a) and (22.13b) to respectively bound the terms on the right-hand sides of (20.17) and (20.18) by $\lesssim \tilde{\epsilon}^2$ and $\lesssim \tilde{\epsilon}^2 \ln^4(e + t)$, we conclude the desired estimates (22.26) and (22.27).
CHAPTER 23

Proof of Shock Formation for Nearly Spherically Symmetric Data

In this chapter, we use the estimates of Theorem \ref{thm:22} and Cor. \ref{cor:24} to show that there exists an open set $\mathcal{S}$ of nearly spherically symmetric small data that launch shock-forming solutions. For technical reasons to be explained, the set $\mathcal{S}$ consists of data on $\Sigma_{-1/2}$ that are compactly supported in the Euclidean ball of radius $1/2$ centered at the origin. We state the main result as Theorem \ref{thm:23}. As we described in Sect. 2.11.3, the theorem can be extended to show shock formation for a significantly larger set of compactly supported small data.

By Theorem \ref{thm:22}, in order to show that a shock forms, we must show that $\mu$ vanishes in finite time. The main idea of the proof is to use the estimates (22.3a)-(22.3d) of Theorem 22.1 to effectively reduce the problem to proving that the term $\varrho G_{LL} \hat{R} \Psi$ from inequality (22.3a) becomes negative along some integral curve of $L = \frac{\partial}{\partial t}|_{u,\vartheta}$; see Sects. 2.8 and 2.9 for an overview of the argument. The main term that we have yet to suitably estimate is the product $\varrho \hat{L} \Psi$. To estimate it, we consider the wave equation $\mu
abla g_\varphi \nabla \Psi = 0$ in the form (5.13a) (with $f = \Psi$), which, thanks to the estimates of Theorem \ref{thm:22} and Cor. \ref{cor:24}, can be viewed as a transport equation along the integral curves of $L$ with small error sources. The role of Cor. \ref{cor:24} is that it allows us to prove that for nearly spherically symmetric data, the linear term $\varrho \Delta \Psi$ on the right-hand side of (5.13a) has a sufficiently small amplitude and can be treated as a negligible error term, even near $t = 0$; all of the remaining terms on the right-hand side are quadratic and therefore are much more easily seen to be negligible error terms. In total, for data in $\mathcal{S}$, this line of reasoning allows us to prove that for sufficiently large times, the following estimate holds along some integral curve of $L$ (that is, a curve with fixed geometric coordinates $(u_*, \vartheta_*)$):

\begin{equation}
\mu(t, u_*, \vartheta_*) \leq 1 + C \hat{c} - \alpha_* \ln \left( \frac{\varrho(t, u_*)}{\varrho(0, u_*)} \right),
\end{equation}

where $0 < \alpha_* = O(\hat{c})$ is a small factor depending on the data. It easily follows from (23.1) that $\mu_*(t, U_0) := \min \{ \inf_{\Sigma_{t0}} \mu, 1 \}$ vanishes by the time $t \sim \exp\left( \frac{1 + C \hat{c}}{\alpha_*} \right)$.

\footnote{For the initial data $(\Psi, \Psi_0)$ treated by Theorem \ref{thm:23}, our analysis shows that $\alpha_*$ can be chosen uniformly in some neighborhood of $(\Psi, \Psi_0)$ in $H^5(\Sigma_{t0}) \times H^4(\Sigma_{t0})$.}
23.1. Preliminary pointwise estimates based on approximate transport equations

We begin our detailed analysis with the following simple lemma, which shows that for the solutions \( \Psi \) under consideration, the equation

\[
\mu \Box g(\Psi) \Psi = 0
\]

can be treated as a transport equation with small error sources.

**Lemma 23.1** (Wave equation approximately reduces to a transport equation). Assume the hypotheses and conclusions of Theorem 22.1 and Cor. 22.4. In particular, let \( \hat{\epsilon} \) be the size of the data \( \hat{\Psi} := \Psi|_{\Sigma_{1}^{0}}, \hat{\Psi}_{0} := \partial \Psi|_{\Sigma_{1}^{0}} \) as defined in Def. 12.3, let \( \delta \) be the initial size of the geometric rotational derivatives of \( \Psi \) (of order two through four) defined in (22.18), and let \( T(\text{Lifespan}); U_{0}, U_{0} \) be the numbers appearing in the statement of the theorem and corollary. Recall that \( g(t,u) = 1 - u + t \). Then the following estimates hold on the spacetime domain \( \mathcal{M}_{T(\text{Lifespan}); U_{0}, U_{0}} \):

\[
\left| \bar{L}[g\Psi](t,u,\vartheta) \right| \leq C(\hat{\delta} + \hat{\epsilon}^{3/2}) \ln(e + t)(1 + t)^{-2}, \quad (23.2a)
\]

\[
\left| [g \bar{R}\Psi](t,u,\vartheta) - \frac{1}{2} \bar{L}[g\Psi](0,u,\vartheta) \right| \leq C(\hat{\delta} + \hat{\epsilon}^{3/2}) + C\hat{\epsilon} \ln(e + t) 1 + t, \quad (23.2b)
\]

\[
\left| [g \bar{R}\Psi](t,u,\vartheta) - \frac{1}{2} \left\{ r \Psi_{0} - r\partial_{r} \Psi - \Psi \right\}(u,\vartheta) \right| \leq C(\hat{\delta} + \hat{\epsilon}^{3/2}) + C\hat{\epsilon} \ln(e + t) 1 + t, \quad (23.2c)
\]

where \( \partial_{r} = x^{a} \partial_{a} \) is the standard Euclidean radial vector field.

**Proof.** To deduce (23.2a), we use the wave equation \( \mu \Box g(\Psi) \Psi = 0 \) in the form (5.13a) with \( f = \Psi \). By Cor. 22.4, the linear term \( g \Delta \Psi \) on the right-hand side of (5.13a) verifies the pointwise bound

\[
|g \Delta \Psi| \lesssim (\hat{\delta} + \hat{\epsilon}^{3/2}) \frac{1}{(1 + t)^{2}}, \quad (23.3)
\]

which is \( \lesssim \) the right-hand side of (23.2a). From (4.6a), (4.6b), (5.4a), (5.4b), (5.5a), and (5.5b), we see that the remaining terms on the right-hand side of (5.13a) (aside from \( \mu \Box g(\Psi) \), which vanishes by assumption) are of the schematic form

\[
g(\mu - 1) \Delta \Psi + (\mu - 1) \bar{L}[\Psi] + G_{\text{Frame}} \begin{pmatrix} \mu L \Psi \\ \bar{R}\Psi \end{pmatrix} \Psi + gG_{\text{Frame}}\hat{\vartheta}^{-1} \begin{pmatrix} \mu L \Psi \\ \mu \bar{R}\Psi \end{pmatrix} \begin{pmatrix} L \Psi \\ \bar{R}\Psi \end{pmatrix} + g\text{tr}\chi^{(\text{Small})} \bar{R}\Psi. \quad (23.4)
\]

In particular, the terms in (23.4) are quadratically small, and from inequality (12.47c), the estimates (12.59b) and (12.129a), the bootstrap assumptions (BA \( \hat{\Psi} \)), and the fact that Theorem 22.1 implies that these estimates hold with \( \epsilon \) replaced by \( C\hat{\epsilon} \), we deduce that these terms are bounded in magnitude by \( \lesssim \hat{\epsilon}^{2} \ln(e + t)(1 + t)^{-2} \) as desired. We have thus proved (23.2a).

To prove (23.2b), we first integrate (23.2a) along the integral curves of \( L \) to deduce that

\[
\left| \bar{L}[g\Psi](t,u,\vartheta) - \bar{L}[g\Psi](0,u,\vartheta) \right| \lesssim \hat{\delta} + \hat{\epsilon}^{3/2}. \quad (23.5)
\]
Next, noting that the identities \( \tilde{L} \Psi = 2 \tilde{R} \Psi + \mu L \Psi \) (see (3.19a)) and \( L \varrho = \mu - 2 \) (see Lemma 3.17) imply that \( \tilde{L} \varrho = \mu - 2 \tilde{R} \Psi + (\mu - 2) \Psi + \varrho L \Psi \), and using the estimates \(|\mu - 2\Psi|, |\varrho L \Psi| \lesssim \hat{c} \ln(e + t)(1 + t)^{-1}\), which follow from the estimates stated just after (23.4), we deduce that

\[
\left| \rho \tilde{R} \Psi(t, u, \vartheta) - \frac{1}{2} \tilde{L} \varrho(t, u, \vartheta) \right| \lesssim \hat{c} \ln(e + t)(1 + t)^{-1}.
\]

The desired estimate (23.2b) now follows from (23.5) and (23.6).

Next, once we have shown that

\[
\tilde{L} \left[ \varrho \Psi \right](0, u, \vartheta) = \rho_0(0, u, \vartheta) - r \partial_r \rho(0, u, \vartheta) - \rho_0(0, u, \vartheta) + O(\hat{c}^2),
\]

(23.7) follows from inequalities (23.2b) and (23.7). To prove (23.7), we first further expand the term \( \tilde{L} \varrho \) as follows:

\[
\tilde{L} \varrho(0, u, \vartheta) = 2 \rho \tilde{R} \Psi + \varrho L \Psi - \Psi + (\mu - 1) \Psi + \varrho(\mu - 1) L \Psi.
\]

The last two products on the right-hand side of (23.8) are quadratically small and hence from the estimates stated just after (23.4), they are \( \lesssim \hat{c}^2 \). Next, using the estimates

\[
\rho(0, u, \vartheta) = r(0, u, \vartheta) = 1 - u,
\]

(23.9)

\[
\tilde{R} \Psi(0, u, \vartheta) = 0,
\]

(23.10)

\[
\tilde{R} \Psi(0, u, \vartheta) = -\frac{x^i}{r} + O(\hat{c}),
\]

(23.11)

\[
L \Psi(0, u, \vartheta) = 1,
\]

(23.12)

\[
L \Psi(0, u, \vartheta) = \frac{x^i}{r} + O(\hat{c}),
\]

(23.13)

\[
\| \Psi \|_{C^0(\Sigma^1)} = \sum_{a=1}^3 \| \partial_a \Psi \|_{C^0(\Sigma^1)}, \| \Psi_0 \| = O(\hat{c})
\]

(23.14)

(where (23.11) and (23.13) follow from (3.19b), Def. 4.1, Lemma 12.16, (12.18), and standard Euclidean Sobolev embedding), we can further expand the first two terms on the right-hand side of (23.8) as

\[
2 \rho \tilde{R} \Psi(0, u, \vartheta) = -2r \partial_r \Psi(0, u, \vartheta) + O(\hat{c}^2),
\]

(23.15)

\[
\varrho L \Psi(0, u, \vartheta) = r \partial_r \Psi(0, u, \vartheta) - r \partial_r \Psi(0, u, \vartheta) + O(\hat{c}^2).
\]

(23.16)

The estimate (23.7) now follows from (23.8), the sentence after (23.8), (23.15), and (23.16).

As we will see in Lemma 23.4, the following data-dependent function appearing in Lemma 23.1 plays a central role in our proof of shock formation.

**Definition 23.2 (The data-dependent function that drives shock formation).** Let \( L_{FLat} := \partial_t - \partial_r \) denote the standard Minkowskian ingoing null vectorfield. Let \( (\hat{\Psi} := \Psi|_{\Sigma^1_U}, \hat{\Psi}_0 := \partial_t \Psi|_{\Sigma^1_U}) \) be initial data for the wave equation (2.1a). We define the following data-dependent function:

\[
S[(\hat{\Psi}, \hat{\Psi}_0)] := \frac{1}{4} L_{FLat}(\rho \Psi)|_{(\Psi, \partial_t \Psi) = (\hat{\Psi}, \hat{\Psi}_0)} = \frac{1}{4} \left\{ r \hat{\Psi}_0 - r \partial_r \hat{\Psi} - \hat{\Psi} \right\}.
\]

(23.17)
Remark 23.3 (The origin of \( S[(\tilde{\Psi}, \tilde{\Psi}_0)] \)). Note that \( S[(\tilde{\Psi}, \tilde{\Psi}_0)] \) is equal to half of the term in braces on the left-hand side of (23.2c).

In the next lemma, we insert the estimates of Lemma 23.1 into some estimates proved in Theorem 22.1. We arrive at the key pointwise estimate (23.18) verified by \( \mu \), which is the main ingredient in our proof of finite-time shock formation.

Lemma 23.4 (The key estimate that drives the shock formation). Let
\[
(\tilde{\Psi} := \Psi|_{\Sigma_{U_0}^1}, \tilde{\Psi}_0 := \partial_t \Psi|_{\Sigma_{U_0}^1}) \quad \text{be initial data for the wave equation} \quad (2.1a).
\]
Assume the hypotheses and conclusions of Lemma 23.1 and Lemma 23.4. In particular, let \( \tilde{\epsilon} \) be the size of the data as defined in Def. 12.3 , let \( \tilde{\delta} \) be the initial size of the geometric rotational derivatives of \( \Psi \) (of order two through four) defined by (22.18), and recall that \( \varrho(t,u) = 1 - u + t \). Let \((+)R\) be as in Def. 23.3 and let \( S[(\tilde{\Psi}, \tilde{\Psi}_0)](\cdot) \), viewed as a function of the geometric coordinates \((u, \vartheta)\), be as in Def. 23.2. Then the following pointwise estimate holds on the spacetime domain \( M_{T(U_0, U_0)} \):
\[
\left| \mu(t,u,\vartheta) - 1 - (+)R(\varrho)S[(\tilde{\Psi}, \tilde{\Psi}_0)](u, \vartheta) \ln \left( \frac{\varrho(t,u)}{\varrho(0,u)} \right) \right| \leq C \left( \tilde{\delta} + \tilde{\epsilon}^{3/2} \right) \ln \left( \frac{\varrho(t,u)}{\varrho(0,u)} \right) + C\tilde{\epsilon}.
\]

Proof. The estimate (23.18) follows from the estimates (22.3a)-(22.3d) and (23.2c).

23.2. Existence of small, stable, shock-forming data

In Lemma 23.8, we construct an open set of small initial data with properties that lead to finite-time shock formation in their solutions. We provide the proof of shock formation in the subsequent Theorem 23.9 which is located in Sect. 23.3.

As a preliminary step, we prove the following lemma, which is based on an argument of John given in [38]. The lemma sets the stage for proving our shock formation result, roughly by showing that compactly supported spherically symmetric data always induce the “shock-driving” sign in the quantity that drives shock formation. It is a spherically symmetric analog of Prop. 2.17 for wave equations of the form (2.1a).

Lemma 23.5 (Nontrivial spherically symmetric data force \( \tilde{S} \) to take on both signs). Let \((\tilde{\Psi}, \tilde{\Psi}_0) \in C^4(\mathbb{R}^3) \times C^0(\mathbb{R}^3) \) be data for the wave equation \((2.1a)\) given along \( \Sigma_{-1/2} \) with support contained in the Euclidean ball of radius 1/2 centered at the origin. Assume that the data are spherically symmetric in the sense that they depend on only\(^2\) the Euclidean radial coordinate \( r = \left( \sum_{a=1}^3 x^a \right)^{1/2} \) and not on the Euclidean angular coordinates \((\theta^1, \theta^2)\), that is, \( \tilde{\Psi} = \tilde{\Psi}(r) \) and \( \tilde{\Psi}_0 = \tilde{\Psi}_0(r) \). For \( p \in [-1/2, 1/2] \), we define the data-dependent function \( \tilde{S}[(\tilde{\Psi}, \tilde{\Psi}_0)] \) by
\[
\tilde{S}[(\tilde{\Psi}, \tilde{\Psi}_0)](p) := \frac{1}{4} \left\{ p\tilde{\Psi}_0(|p|) - |p|\tilde{\Psi}'(|p|) - \tilde{\Psi}(|p|) \right\}.
\]

\(^2\)Since equation (2.1a) is not generally invariant under the Euclidean rotations (see definition 6.2), spherically symmetric data do not generally launch spherically symmetric solutions.
If the data are nontrivial, then
\[ (23.20) \quad \min_{p \in [-1/2,1/2]} \tilde{S}((\hat{\Psi}, \hat{\Psi}_0))(p) < 0 < \max_{p \in [-1/2,1/2]} \tilde{S}((\hat{\Psi}, \hat{\Psi}_0))(p). \]

**Remark 23.6 (Relationship between \( \tilde{S} \) and \( S \).)** Note that for \( p > 0 \), \( \tilde{S}((\hat{\Psi}, \hat{\Psi}_0))(p) = S((\hat{\Psi}, \hat{\Psi}_0))(p) \), where the latter function is defined by (23.17). For \( p < 0 \), \( \tilde{S}((\hat{\Psi}, \hat{\Psi}_0))(p) \) can be viewed as an extension of \( S((\hat{\Psi}, \hat{\Psi}_0))(\cdot) \) constructed by extending the data \( (\hat{\Psi}, \hat{\Psi}_0) \) to be even functions of their argument.

**Proof of Lemma 23.5.** Throughout, we suppress the dependence of \( \tilde{S} \) on \( (\hat{\Psi}, \hat{\Psi}_0) \). We view the data as even functions of the real variable \( p \in [-1/2,1/2] \) that verify \( (\hat{\Psi}, \hat{\Psi}_0) \in C^1([-1/2,1/2]) \times C^0([-1/2,1/2]) \) and \( \hat{\Psi}(-1/2) = \hat{\Psi}(1/2) = \hat{\Psi}_0(-1/2) = \hat{\Psi}_0(1/2) = 0 \). Note that \( 4\tilde{S}(p) = p\hat{\Psi}_0(p) - \frac{d}{dp}(p\hat{\Psi}(p)) \). It easily follows from this identity and the previous discussion that
\[ (23.21) \quad \int_{p=-1/2}^{1/2} \tilde{S}(p) \, dp = 0. \]

We now show that if \( \min_{p \in [-1/2,1/2]} \tilde{S}(p) > 0 \), then the data must completely vanish.

We therefore assume that \( \min_{p \in [-1/2,1/2]} \tilde{S}(p) > 0 \). It then follows from (23.21) that \( \tilde{S}(p) \equiv 0 \) for \( p \in [-1/2,1/2] \). But since \( \hat{\Psi}(p) \) and \( \hat{\Psi}_0(p) \) are even functions, we have the following identities:
\[ (23.22) \quad 0 = 4 \left\{ \tilde{S}(p) + \tilde{S}(-p) \right\} = -2 \frac{d}{dp}(p\hat{\Psi}(p)), \]
\[ (23.23) \quad 0 = 4 \left\{ \tilde{S}(p) - \tilde{S}(-p) \right\} = 2p\hat{\Psi}_0(p). \]

Since \( \hat{\Psi} \) and \( \hat{\Psi}_0 \) are compactly supported, we easily conclude from (23.22) and (23.23) that they are trivial. We have thus proved that the first inequality in (23.20) must hold when the data are nontrivial. The second inequality can be proved in a similar fashion. 

In the next lemma, we show that for small spherically symmetric data given on \( \Sigma_{-1/2} \), the function \( \tilde{S}((\hat{\Psi}, \hat{\Psi}_0)) \) effectively determines the function \( S((\hat{\Psi}, \hat{\Psi}_0)) \) corresponding to the “data” induced by the solution on \( \Sigma_0 \).

**Lemma 23.7 (Quantitative relationship between \( S((\hat{\Psi}, \hat{\Psi}_0)) \) and \( \tilde{S}((\hat{\Psi}, \hat{\Psi}_0)) \).**

Let \( (\hat{\Psi}, \hat{\Psi}_0) \) be spherically symmetric data for the wave equation (2.1a) given along \( \Sigma_{-1/2} \) with support contained in the Euclidean ball of radius 1/2 centered at the origin, as in Lemma 23.5. Let
\[ (23.24) \quad \epsilon = \epsilon(\hat{\Psi}, \hat{\Psi}_0) := \|\hat{\Psi}\|_{H^2(\Sigma_{-1/2})} + \|\hat{\Psi}_0\|_{H^2(\Sigma_{-1/2})} < \infty \]
denote their size\(^4\) and let \( \tilde{\Psi} \) denote the corresponding solution. Let \( (\tilde{\Psi}_0 := \hat{\Psi}_0|_{\Sigma_0}, \tilde{\Psi}_0 := \hat{\Psi}|_{\Sigma_0}) \) be the “data” along \( \Sigma_0 \) induced by \( \Psi \). Then if \( \epsilon \) is sufficiently small, \( \Psi \)

\(^4\)As always in this monograph, \( H^2 \) is the standard Euclidean Sobolev space involving rectangular spatial derivatives.

\(^4\)Note that standard domain of dependence considerations imply that \( \Psi \) and \( \Psi_0 \) have support contained in \( \Sigma_0 \).
persists beyond time 0 and along $\Sigma_0^-$, we have

$$\epsilon[\hat{\Psi}, \hat{\Psi}_0] := \|\hat{\Psi}\|_{H^{25}(\Sigma_0^-)} + \|\hat{\Psi}_0\|_{H^{25}(\Sigma_0^-)} \lesssim \epsilon.$$  

(23.25)

Similarly, if $\epsilon$ is sufficiently small, then we have

$$\epsilon[\hat{\Psi}, \hat{\Psi}_0] \lesssim \epsilon[\hat{\Psi}, \hat{\Psi}_0].$$

(23.26)

Furthermore, let $S[\hat{\Psi}, \hat{\Psi}_0]$ be the data-dependent function from Def. 23.2 viewed as a function of the Euclidean spherical coordinates $\hat{\Psi}(r, \theta, \phi)$ on $\Sigma_0^-$, and let $S[\hat{\Psi}, \hat{\Psi}_0]$ be the function of the real variable $p \in [-1/2, 1/2]$ as defined by (23.19). If $\epsilon$ is sufficiently small and $r_0 \in [0, 1]$, then then the following estimate holds for $(r, \theta) \in [0, 1] \times \mathbb{S}^2$:

$$S[\hat{\Psi}, \hat{\Psi}_0](r, \theta) = S[\hat{\Psi}, \hat{\Psi}_0](r - 1/2) + \mathcal{O}\left(\frac{\epsilon^2}{r_0}\right),$$

(23.27)

where the implicit constant in $\mathcal{O}$ can be chosen to be independent of $r_0$, $r$, and $\theta$.

Proof. The persistence result and inequality (23.25) are standard results that can be proved using the same techniques that we described in sketch of the proof of the local well-posedness proposition (that is, Prop. 21.1). More generally, for $t \in [-1/2, 0]$, we have the following standard estimate:

$$\sum_{M=0}^{25} \|\partial^M_t \Psi\|_{H^{25-M}(\Sigma_t)} \lesssim \epsilon.$$  

(23.28)

Inequality (23.26) can be proved in the same way, by solving the wave equation with data $(\hat{\Psi}, \hat{\Psi}_0)$ given on $\Sigma_0$ backwards in time, down to the hypersurface $\Sigma_{-1/2}$.

Next, we reduce the analysis to that of an approximately spherically symmetric problem over the time interval $t \in [-1/2, 0]$. To this end, we first note that (2.4)–(2.6) and (2.12) allow us to express the nonlinear wave equation (2.1a) as a perturbation of the spherically symmetric linear wave equation as follows:

$$\partial^2_t (r^2 \Psi) - \partial^2_r (r^2 \Psi) = r^2 \Delta_{\hat{\Psi}} \Psi + r^2 N(\hat{\Psi}, \partial^2 \Psi) + r^2 N(\Psi)(\partial \Psi, \partial \Psi),$$

where $\Delta_{\hat{\Psi}}$ is the angular Laplacian corresponding to the metric $\hat{\Psi}$ induced by the Minkowski metric $m$ on the Euclidean spheres of constant $t$ and $r$ and $N(\cdot, \cdot), N(\cdot)$ are nonlinear terms that are quadratically small in their arguments. We now show that for $t \in [-1/2, 0]$, we have

$$L_{(\text{Flat})}(L_{(\text{Flat})}(r \Psi)) = \mathcal{O}\left(\frac{\epsilon^2}{r_0}\right),$$

(23.30)

where $L_{(\text{Flat})} = \partial_t + \partial_r$, $L_{(\text{Flat})} = \partial_t - \partial_r$, and $L_{(\text{Flat})}L_{(\text{Flat})} = \partial^2_t - \partial^2_r$. Moreover, in (23.30) and throughout the rest of this proof, $\mathcal{O}\left(\frac{\epsilon^2}{r_0}\right)$ denotes a term $\mathcal{O}$ such that for $r_0 \in [0, 1]$, we have

$$\max_{(t, r, \theta) \in [-1/2, 0] \times [r_0, 1] \times \mathbb{S}^2} |\mathcal{O}(t, r, \theta)| \leq C \frac{\epsilon^2}{r_0},$$

with $C$ independent of $r_0$ (when $\epsilon$ is sufficiently small). To prove (23.30), we first deduce from (23.28) that for $t \in [-1/2, 0]$, the two quadratic terms $r^2 N(\cdot, \cdot)$ on the right-hand side of (23.29) are $\mathcal{O}(\epsilon^2)$, which in particular implies that they are $\mathcal{O}\left(\frac{\epsilon^2}{r_0}\right)$. To show that

---
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the role of \( \varrho \), we can argue as in the proof of Cor. 22.4 but using the Euclidean rotations \( O_{(\text{Flat})} \) (see Def. 6.1) as commutators instead of the geometric ones. More precisely, since the data (given along \( \Sigma_{-1/2} \)) are spherically symmetric, we have the following relation, valid for \( 1 \leq M \leq 25 \):

\[
\| O_{(\text{Flat})}^M \Psi \|_{L^2(\Sigma_{-1/2})} = 0.
\]

In the previous equation, \( O_{(\text{Flat})}^M \) denotes a \( M^{th} \) order differential operator corresponding to repeated differentiation with respect to the elements of \( O_{(\text{Flat})} \), that is, with respect to the Euclidean rotations. Furthermore, for \( t \in [-1/2, 0] \), we have the following estimate, valid for \( 1 \leq M \leq 24 \):

\[
(23.31) \quad \left\| O_{(\text{Flat})}^M \Psi \right\|_{L^2(\Sigma_t)} \leq \varepsilon^2.
\]

To prove (23.31), we commute equation (2.1a) with \( r \Delta_{\varrho} \Psi = O \left( \frac{\varepsilon^2}{r_0} \right) \), which in turn follows from (23.31), the Minkowskian analog of Lemma 12.22, and Sobolev embedding along the Euclidean spheres of constant \( t \) and \( r \). The desired estimate (23.32) will follow once we establish the following estimate, valid for \( 1 \leq M \leq 25 \):

\[
(23.32) \quad \left\| O_{(\text{Flat})}^M \Psi \right\|_{L^2(\Sigma_t)} \left( \sum_{\alpha=0}^{3} \left\| \partial_\alpha O_{(\text{Flat})}^M \Psi \right\|_{L^2(\Sigma_t)} \right) \lesssim \varepsilon^2.
\]

We now recall that (see Def. 23.2)

\[
[\mathcal{S}(\dot{\Psi}, \ddot{\Psi}_0)] = \frac{1}{4} L_{(\text{Flat})} (r \Psi) \mid_{(\dot{\Psi}, \ddot{\Psi}_0)} = O(e^2),
\]

where, as above, \( L_{(\text{Flat})} = \partial_t - \partial_r \). In view of this identity and (23.19), we see that the desired estimate (23.32) will follow once we establish the following estimate for \( t \in [-1/2, 0] \):

\[
(23.33) \quad \left| L_{(\text{Flat})} (r \Psi) \right| (t, r, \theta) = \left( r - t - 1/2 \right) \dot{\Psi}_0 \left( \frac{1}{2} + t - r \right)
\]
and ii) \( \Psi^{(inhom)}(t, r, \theta) \) is the solution to the inhomogeneous equation (23.30) with trivial data (given at \( t = -1/2 \)), which, by Duhamel’s principle, verifies

\[
(23.34) \quad r\Psi^{(inhom)}(t, r, \theta) = \frac{1}{2} \int_{s=-1/2}^{t} \int_{r'=r-(t-s)} r' \mathcal{O} \left( \frac{c^2}{r_0} \right)|_{(s, r', \theta)} \, dr' \, ds,
\]

where the term \( \mathcal{O} \left( \frac{c^2}{r_0} \right)|_{(s, r', \theta)} \) is precisely the right-hand side of (23.30), viewed as a function of the spherical coordinates \((s, r', \theta)\). The desired expression (23.32) follows in a straightforward fashion from these considerations and from simple calculations based on the formulas (23.33) and (23.34). We note that \( \Psi^{(inhom)} \) is completely responsible for the term \( \mathcal{O} \left( \frac{c^2}{r_0} \right) \) in (23.32).

We now construct an open set \( \mathcal{S} \) of small data along \( \Sigma_{-1/2} \) that lead to finite-time shock formation.

**Lemma 23.8** (Small, nontrivial spherically symmetric data lead to stable shock formation). We assume that the null condition fails in the covariant wave equation (2.1a) and we define

\[
(23.35) \quad (\mathcal{N})_* := \max_{\theta \in \mathbb{S}^2} |(\mathcal{N})| (\theta) > 0,
\]

where \( (\mathcal{N}) \) is as in Def. 3.31. Let \( \theta_* \in \mathbb{S}^2 \) be any angular direction such that \( |(\mathcal{N})(\theta_*)| = (\mathcal{N})_* \). Then there exists a non-empty open set \( \mathcal{S} \subset H^{25}_\epsilon(\Sigma_{-1/2}) \times H^{24}_\epsilon(\Sigma_{-1/2}) \) of \( \theta_* \)-dependent data given along \( \Sigma_{-1/2} \) with support contained in the Euclidean ball of radius \( 1/2 \) and featuring the following properties. In the statements below, \( (\bar{\Psi}, \bar{\Psi}_0) \) denotes data on \( \Sigma_{-1/2} \), \( (\bar{\Psi} := \Psi|_{\Sigma_1}; \bar{\Psi}_0 := \partial_t \Psi|_{\Sigma_1}) \) denotes the “data” induced on \( \Sigma_1 \) (see Footnote 4 on pg. 469) by the solution \( \Psi \), and \( \bar{\epsilon} = \bar{\epsilon}[(\bar{\Psi}, \bar{\Psi}_0)] := \|ar{\Psi}\|_{H^{25}_\epsilon(\Sigma_1)} + \|ar{\Psi}_0\|_{H^{24}_\epsilon(\Sigma_0)} \) denotes the size of the latter, as in (12.2).

1. \( \mathcal{S} \) is by definition the union of open neighborhoods \( \Omega[(\bar{\Psi}(\text{Radial}), \bar{\Psi}_0(\text{Radial}))] \) of spherically symmetric data \( (\bar{\Psi}(\text{Radial}), \bar{\Psi}_0(\text{Radial})) \), as described in item 3.
2. If \( (\bar{\Psi}(\text{Radial}), \bar{\Psi}_0(\text{Radial})) \in H^{25}_\epsilon(\Sigma_{-1/2}) \times H^{24}_\epsilon(\Sigma_{-1/2}) \) are nontrivial and spherically symmetric in the sense that they depend on only the Euclidean radial variable \( r \), and \( \lambda > 0 \) is sufficiently small (where the required smallness depends on \( (\bar{\Psi}(\text{Radial}), \bar{\Psi}_0(\text{Radial})) \)), then \( (\lambda \bar{\Psi}(\text{Radial}), \lambda \bar{\Psi}_0(\text{Radial})) \in \mathcal{S} \).
3. For any spherically symmetric data \( (\bar{\Psi}(\text{Radial}), \bar{\Psi}_0(\text{Radial})) \) in \( \mathcal{S} \), there exist a number \( U_0 \in (0, 1) \), an open (in \( H^{25}_\epsilon(\Sigma_{-1/2}) \times H^{24}_\epsilon(\Sigma_{-1/2}) \)) sub-set \( \Omega[(\bar{\Psi}(\text{Radial}), \bar{\Psi}_0(\text{Radial}))] \subset \mathcal{S} \) containing it, a data-dependent constant \( \alpha_* := \alpha_*[(\bar{\Psi}(\text{Radial}), \bar{\Psi}_0(\text{Radial}))] > 0 \), and a number \( u_* \in (0, U_0) \) such that if \( (\bar{\Psi}, \bar{\Psi}_0) \in \Omega[(\bar{\Psi}(\text{Radial}), \bar{\Psi}_0(\text{Radial}))] \), then the following inequalities hold for the data \( (\bar{\Psi}, \bar{\Psi}_0) \) induced on \( \Sigma_{-1/2} \) by the solution \( \Psi \):

\[
(23.36) \quad (\mathcal{N})(\bar{\Psi}, \bar{\Psi}_0)(u_*, \theta_*) + C \left( \bar{\delta} + \bar{\epsilon}^{3/2} \right) < -\alpha_* < 0.
\]
In (23.36), \( S(\hat{\Psi}, \hat{\Psi}_0) \) is the function defined in (23.17) and \( C\left( \hat{\delta} + \hat{\epsilon}^{3/2} \right) \) is the factor in the first product on the right-hand side of (23.18). Furthermore, \( \alpha_* > 0 \) (see Lemma 23.5) is defined by

\[
\alpha_* := \begin{cases} 
\frac{1}{2} \max_{p \in \{-1, 2}\}} S[(\hat{\Psi}^{(\text{Radial})}, \hat{\Psi}_0^{(\text{Radial})})](p) & \text{if } (+)^{(\hat{\omega})}(\hat{\theta}_*) < 0, \\
-\frac{1}{2} \min_{p \in \{-1, 2\}} S[(\hat{\Psi}^{(\text{Radial})}, \hat{\Psi}_0^{(\text{Radial})})](p) & \text{if } (+)^{(\hat{\omega})}(\hat{\theta}_*) > 0.
\end{cases}
\]

(23.37)

Moreover, there exists a constant \( C > 0 \) such that

\[
\alpha_* \leq C\hat{\epsilon}.
\]

(23.38)

(4) For all data in \( \mathcal{S}_0 \), the “data” \( \hat{\Psi} := \hat{\Psi}|_{\Sigma^1}, \hat{\Psi}_0 := \partial_t \hat{\Psi}|_{\Sigma^1} \) induced by the solution \( \Psi \) are small and nearly spherically symmetric in the sense that the hypotheses and conclusions of Theorem 22.1 and Cor. 22.4 are verified.

(5) All constants denoted by \( C \) can depend on \( U_0 \).

Proof. The main idea of the proof is to first use an approximate scaling argument to show that given any non-trivial spherically symmetric data \( (\hat{\Psi}^{(\text{Radial})}, \hat{\Psi}_0^{(\text{Radial})}) \) on \( \Sigma_{-1/2} \), we can rescale it by an overall factor \( \lambda > 0 \) so that the desired inequalities are verified by the rescaled data \( (\lambda \hat{\Psi}^{(\text{Radial})}, \lambda \hat{\Psi}_0^{(\text{Radial})}) \). We then show that all of the relevant quantities that we need to control are stable under small general (not necessarily spherically symmetric) perturbations. The set \( \mathcal{S}_0 \) will therefore be the union of open neighborhoods, each of which contains one of the spherically symmetric elements \( (\lambda \hat{\Psi}^{(\text{Radial})}, \lambda \hat{\Psi}_0^{(\text{Radial})}) \) for some sufficiently small \( \lambda > 0 \).

We assume throughout the proof that \( (+)^{(\hat{\omega})}(\hat{\theta}_*) < 0 \); the case \( (+)^{(\hat{\omega})}(\hat{\theta}_*) > 0 \) can be treated using similar arguments. To begin, we let \( (\hat{\Psi}^{(\text{Radial})}, \hat{\Psi}_0^{(\text{Radial})}) \in H^2_\epsilon(\Sigma_{-1/2}) \times H^2_\epsilon(\Sigma_{-1/2}) \) be non-trivial spherically symmetric data on \( \Sigma_{-1/2} \) supported in the Euclidean ball of radius \( 1/2 \) centered at the origin. For \( \lambda > 0 \), let \( (\lambda \hat{\Psi}) \) denote the solution launched by the rescaled data \( (\lambda \hat{\Psi}^{(\text{Radial})}, \lambda \hat{\Psi}_0^{(\text{Radial})}) \), and let \( ((\lambda \hat{\Psi}) := (\lambda \hat{\Psi})|_{\Sigma^1}, (\lambda \hat{\Psi}_0 := \partial_t (\lambda \hat{\Psi})|_{\Sigma^1}) \) denote the “data” induced on \( \Sigma^1_0 \) by \( (\lambda \hat{\Psi}) \).

In the remainder of the proof, we will assume that \( \lambda \) is sufficiently small, where the required smallness is allowed to depend on \( (\hat{\Psi}^{(\text{Radial})}, \hat{\Psi}_0^{(\text{Radial})}) \). Moreover, we allow the implicit constants in “\( O(\cdots) \),” “\( \lesssim \),” and “\( \approx \)” to depend on \( (\hat{\Psi}^{(\text{Radial})}, \hat{\Psi}_0^{(\text{Radial})}) \) (and, as always, on \( U_0 \)). In particular, from (23.25) and (23.26), we see that for the non-trivial spherically symmetric data under consideration, we have

\[
\lambda \approx \hat{\epsilon} := \hat{\epsilon}[(\lambda \hat{\Psi}), (\lambda \hat{\Psi}_0)]
\]

\[
\hat{\epsilon} := \epsilon[(\lambda \hat{\Psi}^{(\text{Radial})}, \lambda \hat{\Psi}_0^{(\text{Radial})})]
\]

\[
= \lambda \epsilon[(\hat{\Psi}^{(\text{Radial})}, \hat{\Psi}_0^{(\text{Radial})})],
\]

where \( \epsilon[\cdots] \) is defined in (23.24).

From (23.20), (23.27), (23.39), and the fact that \( \hat{S}[\cdot] \) scales linearly in its data argument \( \gamma \), we deduce that there exist a parameter \( U_0 \in (0, 1) \) and a number \( u_* \in (0, U_0) \) such that relative to the geometric coordinates \( (u, \theta) \) along \( \Sigma^1_0 \), we
We now claim that for the data \((\lambda \hat{\Psi}, \lambda \hat{\Psi}_0)\), the factor \(C \left( \hat{\delta} + \hat{\epsilon}^{3/2} \right)\) in the first product on the right-hand side of (23.18) is \(\mathcal{O}(\lambda^{3/2})\). It then follows from this estimate and (23.40) that whenever \(\lambda\) is sufficiently small, inequality (23.36) holds with the role of \((\hat{\Psi}, \hat{\Psi}_0)\) on the left-hand side played by \((\lambda \hat{\Psi}, \lambda \hat{\Psi}_0)\), and \(\alpha_\ast = \alpha_\ast(\lambda \hat{\Psi}(\text{Radial}), \lambda \hat{\Psi}_0(\text{Radial}))\) is defined in (23.37) (note the factor of 1/2 in the definition), where \((\lambda \hat{\Psi}(\text{Radial}), \lambda \hat{\Psi}_0(\text{Radial}))\) is in the role of \((\hat{\Psi}(\text{Radial}), \hat{\Psi}_0(\text{Radial}))\) on the right-hand side of (23.37). Moreover, using (23.39), we find that \(\lambda \alpha_\ast(\lambda \hat{\Psi}(\text{Radial}), \lambda \hat{\Psi}_0(\text{Radial})) \lesssim \hat{\epsilon}(\lambda \hat{\Psi}, \lambda \hat{\Psi}_0)\), which yields inequality (23.38) (where we again stress that \((\lambda \hat{\Psi}(\text{Radial}), \lambda \hat{\Psi}_0(\text{Radial}))\) is in the role of \((\hat{\Psi}(\text{Radial}), \hat{\Psi}_0(\text{Radial}))\) on the right-hand side of (23.37) and \(\hat{\epsilon} = \hat{\epsilon}(\lambda \hat{\Psi}, \lambda \hat{\Psi}_0)\) in this part of the proof).

It remains for us to establish that for the data \((\lambda \hat{\Psi}, \lambda \hat{\Psi}_0)\), we have the following bound for the factor on the right-hand side of (23.18): \(C \left( \hat{\delta} + \hat{\epsilon}^{3/2} \right) \lesssim \lambda^{3/2}\). To obtain \(C \hat{\epsilon}^{3/2} \lesssim \lambda^{3/2}\), we simply use (23.39). We now show that the quantity \(\hat{\delta}\), which is defined by (22.18) and appears in the estimate (23.18), verifies the desired bound

\[
\hat{\delta} \lesssim \lambda^2.
\]

To prove (23.41), we first use (23.31) and (23.39) to deduce that

\[
(\lambda \hat{\Psi})_{\mathcal{O}(\lambda)} \lesssim \sum_{M=1}^{24} \left\| \mathcal{O}_\text{(Flat)}^M (\lambda \hat{\Psi}) \right\|_{L^2(\Sigma^+)} + \sum_{M=1}^{M} \left\| \partial_\ast \mathcal{O}_\text{(Flat)}^M (\lambda \hat{\Psi}) \right\|_{L^2(\Sigma^+)} \lesssim \lambda^2.
\]

Furthermore, from (23.25) and (23.39), we deduce that

\[
(\lambda \hat{\Psi})_{\mathcal{O}(\lambda)} \lesssim \lambda.
\]

From (23.42) and (23.43), we see that the solution is small along \(\Sigma_0^+\) and spherically symmetric up to \(\mathcal{O}(\lambda^2)\). In particular, from the smallness bound (23.43), it follows from the analysis of Sect. 12.8 that along \(\Sigma_0^+\), all of the tensorfields defined throughout the monograph have rectangular components equal to their Minkowskian counterparts plus an error bounded by \(\mathcal{O}(\lambda)\), that is, \(\mu = 1 + \mathcal{O}(\lambda), L_i = L_i^\text{(Flat)} + \mathcal{O}(\lambda), R_i^\theta = R_i^\text{(Flat)} + \mathcal{O}(\lambda), O' = O_i^\text{(Flat)} + \mathcal{O}(\lambda), \) etc. Furthermore, the same \(\mathcal{O}(\lambda)\) bounds hold for the rectangular coordinate partial derivatives of these components. In view of the expression (6.6) for \(O_i^\text{(Flat)}, \) the expression (6.6), and the definition (22.18) of \(\hat{\delta}\), the desired bound (23.41) follows easily from (23.42) and the above observations.

To finish the proof of the lemma, it remains only for us to show that the inequalities proved above for the small spherically symmetric data \((\lambda \hat{\Psi}(\text{Radial}), \lambda \hat{\Psi}_0(\text{Radial}))\) on \(\Sigma_{1/2}\) remain valid under small non-symmetric perturbations that belong to
As we described in Chapter 2, this assumption is easy to eliminate.

7As we described in Chapter 2, this assumption is easy to eliminate.
where $\mu_*$ is defined in (13.6). Let $u_*$ and $\vartheta_*$ be as in Lemma 23.8. From inequality (23.18), the properties of the data in $\mathcal{G}$ that are stated in Lemma 23.8 (see especially (23.36)), and the definition (13.6) of $\mu_*$, it follows that

\begin{equation}
(23.45) \quad \mu_*(t, U_0) \leq \mu(t, u_*, \vartheta_*) \leq 1 + C \delta - \alpha_* \ln \left( \frac{\varrho(t, u_*)}{\varrho(0, u_*)} \right).
\end{equation}

It now easily follows from (23.38), (23.45), and the definition $\rho(t, u) = 1 - u + t$ that $\mu_*(t, U_0)$ must vanish before the time on the right-hand side of (23.44). \qed
Extension of the Results to a Class of Non-Covariant Wave Equations

In this appendix, we sketch how to extend the results of Theorems 22.1 and 23.9 to non-covariant equations of the form
\[(h^{-1})^{\alpha\beta}(\partial\Phi)\partial\alpha\partial\beta\Phi = 0,\]  
(A.1)

where
\[h_{\mu\nu} = m_{\mu\nu} + h_{\mu\nu}^{(Small)}(\partial\Phi)\]  
(A.2)
and \(h_{\mu\nu}^{(Small)}(0) = 0\). As in (2.3), in order to simplify the calculations, we make the non-essential assumption
\[(h^{-1})_{00}(\partial\Phi) = -1.\]  
(A.3)

We note that Remark 23.10 also applies to equation (A.1). That is, our results can be extended to show finite-time shock formation in solutions to equation (A.1) for a significantly larger set of initial data than the one afforded by Theorem 23.9.

Remark A.1 (A big difference between equation (2.1a) and equation (A.1)). Even though equation (A.1) does not contain any semilinear terms, it nonetheless exhibits small-data future shock formation whenever \((\dot{+})\mathbb{N} \neq 0\), where \((\dot{+})\mathbb{N}\) is defined in (A.8). We recall that in contrast, small-data global existence holds for equation (2.1a) if we delete the semilinear terms that are present when the equation is expanded relative to the rectangular coordinates; see Remark 2.9.

A.1. From the scalar quasilinear wave equation to the equivalent system of covariant wave equations

The main idea behind extending the results is that the overwhelming majority of the analysis of solutions to (A.1) is essentially the same as the analysis we used in treating the covariant scalar equation \(\square_{g(\Phi)}\Psi = 0\). As we will see, the reason is that we can differentiate equation (A.1) to transform it into a coupled system of equations that are closely related to equation (2.1a). Specifically, we will commute the wave equation (A.1) with the rectangular derivatives \(\partial_{x^\nu} = \partial_{\nu}\). This motivates the following definition.

\footnote{That is, an analog of Theorem 23.9 showing that nearly spherically symmetric small data lead to finite-future-time shock formation, holds for equation (A.1).}
DEFINITION A.2 (The quantities \( \Psi_\nu \)). We define the scalar functions \( \Psi_\nu \), \((\nu = 0, 1, 2, 3)\), and the array \( \vec{\Psi} \) as follows:

(A.4) \[ \Psi_\nu := \partial_\nu \Phi, \]

(A.5) \[ \vec{\Psi} := (\Psi_0, \Psi_1, \Psi_2, \Psi_3). \]

We view \( \{\Psi_\nu\}_{\nu=0,1,2,3} \) as the new unknowns.

REMARK A.3 (Avoiding redundancy). Our analysis of solutions to equation (A.1) requires analogs of all of the geometric quantities that we used in analyzing the scalar equation (2.1a), including the eikonal function \( u \) (see Def. 3.4) the frames \( \{L, \bar{R}, X_1, X_2\} \) and \( \{L, R, X_1, X_2\} \) (see Def. 3.29), etc. To keep the discussion short in this appendix, we only provide definitions of a few of these quantities; we hope that the reader can infer the appropriate definitions of the remaining ones by making straightforward modifications to the definitions given in the case of the scalar equation (2.1a).

The following functions of \( \vec{\Psi} \), which are analogs of the functions \( G_{\mu\nu} \) from (2.14), play a fundamental role in our analysis.

DEFINITION A.4 (Metric component derivative functions). We define

(A.6) \[ H^\lambda_{\mu\nu} = H^\lambda_{\mu\nu}(\vec{\Psi}) := \frac{\partial h(Small)}{\partial \Psi^\lambda}. \]

It is straightforward to calculate that the analog of equation (4.4b) is the following identity for the Christoffel symbols of \( h \) relative to the rectangular coordinates:

(A.7) \[ \Gamma^\alpha_{\kappa\beta} = \frac{1}{2} \left\{ \partial_\alpha h_{\kappa\beta} + \partial_\beta h_{\alpha\kappa} - \partial_\kappa h_{\alpha\beta} \right\} = \frac{1}{2} \left\{ H^\lambda_{\kappa\beta} \partial_\alpha \Psi_\lambda + H^\lambda_{\alpha\kappa} \partial_\beta \Psi_\lambda - H^\lambda_{\alpha\beta} \partial_\kappa \Psi_\lambda \right\}. \]

Recall that for equation (2.1a), the future null condition failure factor is provided in equation (3.33). We now provide, for equation (A.1), the appropriate analog in the region \( \{t \geq 0\} \).

DEFINITION A.5 (Future null condition failure factor for the equation \((h^{-1})^{\alpha\beta}(\partial \Phi)\partial_\alpha \partial_\beta \Phi = 0\)). We define \((+)^{\mathbb{N}}\), the future null condition failure factor corresponding to equation (A.1), by

(A.8) \[ (+)^{\mathbb{N}} := m_{\kappa\lambda} H^\kappa_{\mu\nu}(\vec{\Psi} = 0) L_{(Flat)}^\mu L_{(Flat)}^\nu L_{(Flat)}^\ell, \]

where \( m_{\mu\nu} = \text{diag}(-1, 1, 1, 1) \) is the Minkowski metric, \( L_{(Flat)} = \partial_t + \partial_r \), and \( \partial_r = x^a_r \partial_a \) is the standard Euclidean radial vectorfield.

We now explain the relevance of Def. A.5. Our discussion here closely parallels the discussion in Sect. 2.4. We first note that the nonlinear terms in equation (A.1) verify Klainerman’s classic null condition [45] (see the discussion in Sect. 2.4) if and only if \( m_{\kappa\lambda} H^\kappa_{\mu\nu}(\vec{\Psi} = 0) \ell^\lambda \ell^\mu \ell^\nu = 0 \) for all Minkowski-null vectors \( \ell \). Furthermore, the previous equation holds if and only if \((+)^{\mathbb{N}} \equiv 0\); see Footnote 16 on pg. 40. In particular, when \((+)^{\mathbb{N}} \equiv 0\), the methods of [47] and [15] yield small-data global existence. Moreover, upon Taylor expanding equation (A.1) to quadratic order around the \( 0 \) solution and then decomposing the quadratic terms relative to the “flat frame” (2.19), we find that \((+)^{\mathbb{N}}\) is the coefficient of the term.
(R_{\text{Flat}}(\Phi)R_{\text{Flat}}(R_{\text{Flat}}(\Phi)). As we mentioned in Remark A.1 when (+)8 is non-trivial, equation (A.1) exhibits small-data future shock formation caused precisely by the term \((R_{\text{Flat}}(\Phi)R_{\text{Flat}}(R_{\text{Flat}}(\Phi)) \) (that is, the methods of \cite{47} and \cite{15} imply that in the region \(\{t \geq 0\}\), the other quadratic terms are compatible with small-data future-global existence).

Remark A.6 (Past null condition failure factor for equation (A.1)). We could also study shock formation in the region \(\{t \leq 0\}\). As we described in Remark 3.34, in this region, the relevant past null condition failure factor \((-)8\) is defined by replacing \(L_{\text{Flat}}\) with \(-\partial_t + \partial_r\) in equation (A.8).

In the next lemma, we provide the wave equations verified by the \(\Psi_\nu = \partial_\nu \Phi\), \((\nu = 0, 1, 2, 3)\). For reasons to be explained, we also commute equation (A.1) with the Minkowski scaling vectorfield \(S := x^\alpha \partial_\alpha\), which is a conformal Killing field\(^2\) of the Minkowski metric.

Lemma A.7 (The structure of the commuted equations). Assume that \(\Phi\) verifies equation (A.1). Let \(\Psi \in \{\partial_\nu \Phi\}_{\nu = 0, 1, 2, 3} = \{\Psi_\nu\}_{\nu = 0, 1, 2, 3}\). Then the scalar function \(\Psi\) verifies the following equation relative to the rectangular Minkowski coordinates:

\[
\partial_\alpha \left( (h^{-1})^{\alpha\beta} \partial_\beta \Psi \right) = H^{\mu\alpha\beta}(\widetilde{\Psi}) \{\partial_\beta \Psi_\alpha \partial_\alpha \Psi - \partial_\alpha \Psi_\beta \partial_\beta \Psi\},
\]

and let

\[
\Psi := S\Phi - \Phi = x^\alpha \partial_\alpha - \Phi.
\]

Then the scalar function \(\Psi\) verifies the following equation relative to the rectangular Minkowski coordinates:

\[
\partial_\alpha \left( (h^{-1})^{\alpha\beta} \partial_\beta \Psi \right) = H^{\mu\alpha\beta}(\widetilde{\Psi}) \{\partial_\beta \Psi_\alpha \partial_\alpha \Psi - \partial_\alpha \Psi_\beta \partial_\beta \Psi\}.
\]

Proof. Equation (A.9) follows from commuting (A.1) with \(\partial_\nu\) and performing straightforward calculations that rely on the symmetry property \(\partial_\nu \Psi_\beta = \partial_\beta \Psi_\alpha\). Similarly, (A.13) follows from commuting (A.1) with \(S\) and performing straightforward calculations.

Just below, we verify that (A.9) and (A.13) can be rewritten as covariant wave equations whose right-hand sides have a good null structure. The following functions play a role in our identification of this geometric structure.

Definition A.8 (The quantities \(\Omega^\nu\)). We define the rectangular components \(\Omega^\nu\), \((\nu = 0, 1, 2, 3)\), to be the following scalar-valued functions of \(\Psi\):

\[
\Omega^\nu = \Omega^\nu(\Psi) := \frac{1}{\sqrt{|\det h(\Psi)|}} \frac{\partial \sqrt{|\det h(\Psi)|}}{\partial \Psi_\nu} = \frac{1}{2} \frac{\partial \ln \left(\sqrt{|\det h(\Psi)|}\right)}{\partial \Psi_\nu}.
\]

\(^2\)That is, \(\mathcal{L}_\text{Sm}\) is equal to a scalar function multiple of \(m\).
where the determinant in \((A.14)\) is taken relative to rectangular coordinates.

In the next lemma, we rewrite the equations from Lemma \(A.7\) as covariant wave equations with inhomogeneous terms.

**Lemma A.9 (Rewriting the equations as covariant wave equations).**

The system of wave equations \((A.9)\) can be equivalently expressed as the following system of covariant wave equations in the unknowns \(\tilde{\Psi} := (\tilde{\Psi}_0, \tilde{\Psi}_1, \tilde{\Psi}_2, \tilde{\Psi}_3)\), where \(\tilde{\Psi}_\nu := \partial_{\nu} \tilde{\Phi}\) is viewed to be a scalar function under covariant differentiation:

\[
\Box_{h(\tilde{\Psi})} \tilde{\Psi}_\nu = \mathcal{L}(\partial \tilde{\Psi}, \partial \tilde{\Psi}_\nu), \quad (\nu = 0, 1, 2, 3).
\]

Moreover, relative to the rectangular coordinates, the term \(\mathcal{L}(\partial \tilde{\Psi}, \partial \tilde{\Psi}_\nu)\) on the right-hand side of \((A.15)\) can be expressed as

\[
\mathcal{L}(\partial \tilde{\Psi}, \partial \tilde{\Psi}_\nu) = H^{\mu\nu} \{ \partial_{\mu} \tilde{\Psi}_\nu \partial_{\nu} \tilde{\Psi} - \partial_{\nu} \tilde{\Psi}_\alpha \partial_{\alpha} \tilde{\Psi} \} + (h^{-1})^{\alpha\beta} \Omega^\lambda \partial_{\alpha} \tilde{\Psi}_\lambda \partial_{\beta} \tilde{\Psi}.
\]

The quantities \(H^{\alpha\beta}\) and \(\Omega^\lambda\) are defined in \((A.10)\) and \((A.14)\).

Similarly, the wave equation \((A.13)\) for the scalar-valued function \(\Psi := S\Phi - \Phi\) can be expressed as

\[
\Box_{h(\Psi)} \Psi = \mathcal{L}(\partial \Psi, \partial \Psi),
\]

where \(\mathcal{L}(\partial \Psi, \partial \Psi)\) is defined the same way as in \((A.17)\).

**Proof.** Lemma \(A.9\) follows from Lemma \(A.7\), Def. \(A.8\) and straightforward computations.

The next lemma is at the heart of the connection between equations \((A.1)\) and \((2.1a)\). It shows that the quadratic terms \(\mathcal{L}(\cdot, \cdot)\) from Lemma \(A.9\) have a special null structure and hence have a negligible effect on the dynamics of small-data solutions. Before we state the lemma, we first state the definitions of the standard null forms relative to \(h\).

**Definition A.10 (Standard null forms relative to \(h\)).** We define the standard null forms \(\mathcal{L}(0)\) and \(\mathcal{L}(\alpha\beta)\), which act on pairs of functions \(\phi\) and \(\tilde{\phi}\), as follows:

\[
\begin{align*}
\mathcal{L}(0)(\partial \phi, \partial \tilde{\phi}) & := (h^{-1})^{\alpha\beta} \partial_\alpha \phi \partial_\beta \tilde{\phi}, \\
\mathcal{L}(\alpha\beta)(\partial \phi, \partial \tilde{\phi}) & := \partial_\alpha \phi \partial_\beta \tilde{\phi} - \partial_\alpha \tilde{\phi} \partial_\beta \phi.
\end{align*}
\]

We now recall the important property of the standard null forms. By expanding \(h^{-1}(\tilde{\Psi})\) relative to the frame \(\{L_i, R_i, X_1, X_2\}\) as \((h^{-1})^{\mu\nu} = -L^\mu L^\nu - (L^\mu R^\nu + R^\mu L^\nu) + (\tilde{h}^{-1})^{\mu\nu}\) (as in \((3.52c)\)) and noting that \((\tilde{h}^{-1})^{\mu\nu}\) is a smooth function of \(\tilde{\Psi}\) and the rectangular components \(L^\mu, R^\mu\), we see that

\[
\mathcal{L}(0)(\partial \phi, \partial \tilde{\phi}) = f_1 L^\phi \tilde{L}_{\tilde{\phi}} + f_2 L^\phi R^\tilde{\phi} + f_3 R^\phi L^\tilde{\phi} + f_4 A^B \phi^I \tilde{\phi}^J (\tilde{\phi}),
\]

where \(f_1, f_2,\) and \(f_3\) are smooth scalar-valued functions of \(\tilde{\Psi}\) and the rectangular components of the vectorfields \(L\) and \(R\), and the same statement holds for the rectangular components \(f_4^{\alpha\beta}\) of the symmetric type \((\tilde{\phi})\) \(S_{\lambda\mu}\) tensor \(f_4\). The important
point is that there are no quadratic terms on the right-hand side of (A.20) involving two $C^2$-transversal derivatives, that is, no terms proportional to $R\phi R\phi$. Similarly, upon expanding $\mathcal{D}(\alpha\beta)(\partial\phi, \partial\phi)$ relative to the non-rescaled frame $\{L, R, X_1, X_2\}$, we find that the coefficients depend smoothly on $\bar{\Psi}$ and the rectangular components of the vectorfields $L$ and $R$ and, in view of the antisymmetry of $\mathcal{D}(\alpha\beta)(\partial\phi, \partial\phi)$ under interchanging $\phi$ and $\bar{\phi}$, that there are no terms proportional to $R\phi R\phi$.

We capture the absence of the component $R\phi R\phi$ with the following definition, which is tailored to the system of wave equations (A.9) and which is relevant in the region $\{t \geq 0\}$.

Definition A.11 (Future strong null condition). Let $\mathcal{N}(\bar{\Psi}, \partial\bar{\Psi})$ be a non-linear term depending smoothly on $\bar{\Psi}$ and $\partial\bar{\Psi}$, where $\partial\bar{\Psi}$ denotes the first partial derivatives of $\bar{\Psi}$ with respect to the rectangular spacetime coordinates. We say that $\mathcal{N}(\bar{\Psi}, \partial\bar{\Psi})$ verifies the future strong null condition if, when expressed relative to the non-rescaled frame $\{L, R, X_1, X_2\}$, it depends linearly or not at all on the elements of $\{R\Psi_\alpha\}_{\alpha=0,1,2,3}$.

Remark A.12 (Future strong null condition for quadratic derivative nonlinearities). We now clarify the notion of the future strong null condition in the special case that $\mathcal{N}(\bar{\Psi}, \partial\bar{\Psi})$ depends precisely quadratically on $\partial\bar{\Psi}$ with coefficients depending on $\bar{\Psi}$. In this case, relative to the frame $\{L, R, X_1, X_2\}$, we can expand

(A.21)

$$\mathcal{N}(\bar{\Psi}, \partial\bar{\Psi}) = \sum_{\alpha,\beta=0}^{3} f_{1;\alpha\beta} L\Psi_\alpha L\Psi_\beta + \sum_{\alpha,\beta=0}^{3} f_{2;\alpha\beta} L\Psi_\alpha R\Psi_\beta + \sum_{\alpha,\beta=0}^{3} f_{3;\alpha\beta} R\Psi_\alpha R\Psi_\beta$$

$$+ \sum_{\alpha,\beta=0}^{3} f_{4;\alpha\beta} \delta A \Psi_\alpha L\Psi_\beta + \sum_{\alpha,\beta=0}^{3} f_{5;\alpha\beta} \delta A \Psi_\alpha R\Psi_\beta$$

$$+ \sum_{\alpha,\beta=0}^{3} f_{6;\alpha\beta} \delta A \Psi_\alpha \delta B \Psi_\beta,$$

where $f_{1;\alpha\beta}$, $f_{2;\alpha\beta}$, $f_{3;\alpha\beta}$, and the rectangular components $f_{4;\alpha\beta}$, $f_{5;\alpha\beta}$, and $f_{6;\alpha\beta}$ are smooth scalar-valued functions of $\bar{\Psi}$ and the rectangular components of the vectorfields $L$ and $R$. In this case, the future strong null condition is equivalent to the following condition: $f_{3;\alpha\beta} \equiv 0$ for $\alpha, \beta = 0, 1, 2, 3$.

Note that the null form terms $\mathcal{D}(\alpha\beta)(\partial\Psi_\mu, \partial\Psi_\nu)$ and $\mathcal{D}(\alpha\beta)(\partial\Psi_\mu, \partial\Psi_\nu)$, which are the relevant nonlinearities in the system (A.15), verify the strong null condition.

Remark A.13 (Dependence of the definition on the frame). Note that our definition of the future strong null condition is tied to our choice of vectorfields $L$ and $R$ in the decomposition $(h^{-1})^{\mu\nu} = -L^\mu L^\nu - (L^\mu R^\nu + R^\mu L^\nu) + (\bar{k}^{-1})^{\mu\nu}$ (see (3.52d)). This may seem a bit unnatural. However, the null form terms $\mathcal{D}(\alpha\beta)(\partial\Psi_\mu, \partial\Psi_\nu)$ and $\mathcal{D}(\alpha\beta)(\partial\Psi_\mu, \partial\Psi_\nu)$ verify the future strong null condition independent of the particular choice of $L$ and $R$. More precisely, if we decompose $(h^{-1})^{\mu\nu} := -\bar{L}^\mu \bar{L}^\nu - (\bar{L}^\mu \bar{R}^\nu + \bar{R}^\mu \bar{L}^\nu) + (\bar{k}^{-1})^{\mu\nu}$, where $\bar{L}$ and $\bar{R}$ are vectorfields satisfying $h(\bar{L}, \bar{L}) = 0$, $h(\bar{L}, \bar{R}) = -1$, and $h(\bar{R}, \bar{R}) = 1$, then $\mathcal{D}(\alpha\beta)$ still enjoys the property (A.20), but with $L$ and $R$ on the right-hand side respectively replaced by...
and the differentiations $\mathfrak{D}_A$ replaced by differentiations in a direction that is $h-$orthogonal to span{$\tilde{L}, \tilde{R}$}. Similar remarks apply for $\mathcal{D}_{(\alpha\beta)}$.

**Remark A.14 (The future strong null condition is nonlinear in nature).** Note that the future strong null condition is a nonlinear condition tied to the dynamic metric $h$. In particular, it is not necessarily verified by cubic terms $(\partial \tilde{\Psi})^3$, which could contain dangerous factors involving two or more derivatives in the $R$ direction.

**Remark A.15 (Past strong null condition).** We could also formulate a past strong null condition, which would be relevant in the region $\{t \leq 0\}$. To define such a condition, one would first need to replace the frame $\{L, R, X_1, X_2\}$ with an analogous frame in which the analog of $L$ is outgoing as we head towards the past. We would then define the past strong null condition by replacing, in definition $\{A.21\}$, $L$ with that new outgoing null vectorfield.

We now provide the aforementioned lemma.

**Lemma A.16 (Special null structure of the inhomogeneous terms).** The quadratic term $\mathcal{D}(\partial \tilde{\Psi}, \partial \tilde{\Psi})$ on the right-hand sides of $(A.15)$ and $(A.18)$ verifies the future strong null condition.

**Proof.** Lemma $[A.16]$ follows from comparing the right-hand sides of $(A.15)$ and $(A.18)$ to the null forms $\mathcal{D}(0)(\cdot, \cdot)$ and $\mathcal{D}_{(\alpha\beta)}(\cdot, \cdot)$ from Def. $A.10$ and from using the properties of the standard null forms revealed in equation $(A.20)$ and the discussion following it. 

The important consequence of Lemma $[A.16]$ is that the quadratic terms $\mathcal{D}(\partial \tilde{\Psi}, \partial \tilde{\Psi})$ on the right-hand sides of $(A.15)$ and $(A.18)$ have a negligible influence on the future dynamics of small-data solutions, even those that form shocks. Specifically, because of their special null structure, the $\mathbb{Z}^N_{\mathfrak{D}}$ derivatives of $\mu$ times $\mathcal{D}(\cdot, \cdot)$ are $\text{Harmless}^{\leq N}$ in the sense of Def. $16.2$ (with $\tilde{\Psi}$ in the role of $\Psi$) and are therefore easy to treat.

**A.2. The main new estimate needed at the top order**

Lemma $[A.16]$ implies that $\tilde{\Psi}$ verifies the coupled system $(A.15)$ of covariant wave equations with quadratic inhomogeneous terms that have a special null structure. We now explain how to prove an analog of Theorem $22.1$ for the system. The main point is that we can derive $L^2$ estimates for each component $\Psi_\nu$, which verifies a scalar wave equation, by using essentially the same arguments that we used to treat the scalar equation $(2.1a)$. To control $\tilde{\Psi}$, we replace the $L^2-$type controlling quantity $Q_{(N)}$ from Def. $14.2$ with

$$Q_{(N)}(t, u) := \max_{|I|=N} \max_{\nu=0,1,2} \sup_{(t', u') \in [0,t] \times [0,u]} \left\{ F[\mathcal{D}_I \tilde{\Psi}_{\nu}](t', u') + F[\mathcal{D}_I \tilde{\Psi}_{\nu}](t', u') \right\},$$

and similarly for the other controlling quantities.

$^3$Recall that in our analysis, we always work with the $\mu-$weighted wave operator $\mu \Box_{h(\Psi)} \Psi_{\nu}$. 

\[ A.22 \]
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Remark A.17 (Potentially non-optimal definition of the $L^2$-type controlling quantities). The definition \( A.22 \) involving the max over \( \nu = 0, 1, 2, 3 \) is somewhat crude in the sense that it does not account for any tensorial structure in the index \( \nu \). This crude treatment might lead to “boxed constants” (see Remark 20.3) that are somewhat larger than the ones we encountered in our study of the scalar equation (2.1a). In turn, compared to the case of equation (2.1a), larger boxed constants would increase the possible blow-up rate of our top-order $L^2$ estimates with respect to powers of \( \mu^{-1} \) and therefore would increase the number of derivatives that we need to close the estimates. Hence, it may be advantageous to instead work with more geometric $L^2$-controlling quantities involving frame contractions in the index \( \nu \) such as

\[
E[R^a \Psi] + F[L^\alpha \Psi],
\]

etc. The ensuing discussion suggests that such quantities might be better adapted to the most degenerate terms that we encounter in the analysis in the sense that they might lead to estimates featuring smaller boxed constants; we do not pursue this issue further here.

As we explained in the previous paragraph, the quadratic terms on the right-hand side of (A.15) are easy to treat without invoking any new ideas. However, we do need one new ingredient to close the estimates, one that is needed for the top-order $L^2$ estimates for the $\Psi_\nu$. To clarify matters, we now recall the analogous situation that arose in our analysis of the scalar equation (2.1a). At various points in our argument for deriving top-order $L^2$ estimates, it was essential that we could use equation (4.5) to make the replacement

\[
G_{LL} \tilde{R} \Psi = 2L\mu + \text{Error},
\]

where the error terms are small and decay at an integrable-in-time rate. One example of the importance of this identity was explained in detail just before equation (2.64). The main point is that we can treat the coupled system $\Psi$ by separately analyzing each $\Psi_\nu$, but we need an analog of (A.23) for each of the four $\Psi_\nu$. An analog of the factor $G_{LL} \tilde{R} \Psi$ from (A.23) arises when we derive top-order $L^2$ estimates for the scalar component $\Psi_\nu$ in equation (A.15). Specifically, the analog is $-H_{LL} \tilde{R} \Psi_\nu$, where $H_{LL} := H_{\alpha\beta} L^\alpha L^\beta L_\kappa$. On the other hand, as we will see in equation (A.26a) below, $\mu$ verifies a transport equation of the form $L\mu = -\frac{1}{2} H_{LL} R^a \tilde{R} \Psi_a + \text{Error}$. Hence, it is not immediately apparent that for solutions to the system (A.15), the following analog of (A.23), which plays a key role in closing the top-order $L^2$ estimates, should hold for $\nu = 0, 1, 2, 3$:

\[
|H_{LL} \tilde{R} \Psi_\nu| \leq 2 |L\mu| + \text{Error}.
\]

We stress that inequality (A.24) is exactly the new ingredient mentioned above that we need to close the top-order $L^2$ estimates. We dedicate the remainder of this appendix to deriving the estimate (A.24). We prove the final estimate of interest in Prop. A.20.

In the next lemma, we provide the analog of equation (4.5), that is, the transport equation equation verified by $\mu$. Our main goal is to identify the dangerous slowly decaying component $\omega_{(\text{trans-} \tilde{\Psi})}$, which arises from the failure of the classic null condition and which is strong enough to drive $\mu$ to 0 in finite time.
LEMMA A.18 (The transport equation verified by $\mu$). In the case of equation (A.1), the inverse foliation density $\mu$ defined in (3.9) verifies the following transport equation:

\begin{equation}
L \mu = \omega^{(\text{trans} - \Phi)} + \mu \omega^{(\text{tan} - \Phi)} := \omega,
\end{equation}

where

\begin{align}
\omega^{(\text{trans} - \Phi)} &:= -\frac{1}{2} H_{LL}^{\alpha} R^{\alpha} \tilde{R} \Psi_a, \\
\omega^{(\text{tan} - \Phi)} &:= -\frac{1}{2} H_{LL}^{\alpha} R^{\alpha} \nabla \Psi_a - \frac{1}{2} H_{LL}^{\alpha} R^{\alpha} \nabla A \Psi_a - \frac{1}{2} H_{LL}^{\alpha} R^{\alpha} \nabla A \Psi_a.
\end{align}

In (A.26a)-(A.26b), $H_{LL}^{\alpha} := H_{\alpha \beta} L^{\beta} L^i$, $\nabla^{\alpha} := H_{\alpha \beta} L^{\beta} \nabla^{\alpha}$, $\nabla^{A} := H_{\alpha \beta} L^{\beta} \nabla A$, etc., where $\tilde{H}_{\mu \nu}$ is the Riemannian metric induced on $S_{t,u}$ by $h_{\mu \nu}$ (defined as in Def. 2.8 with $h$ in place of $g$), $\nabla^{\mu}$ is the $S_{t,u}$ projection tensorfield (defined as in (3.39)) but with the indices on $L$ and $R$ lowered with $h$ rather than $g$, and the rectangular component function $H_{\lambda \mu}$ is defined in (A.6).

**Proof.** The proof is very similar to the proof of Lemma 4.6. The main difference is that we use the symmetry property $\partial_{\alpha} \Psi_\beta = \partial_{\beta} \Psi_\alpha$ to rewrite

\begin{align}
H_{LL}^{\alpha} \tilde{R} \Psi_\lambda &= \mu H_{LL}^{\alpha} R^{\alpha} \partial_{\lambda} \Psi_a \\
&= -H_{LL}^{\alpha} R^{\alpha} \tilde{R} \Psi_a - \mu H_{LL}^{\alpha} R^{\alpha} \nabla \Psi_a - \mu H_{LL}^{\alpha} R^{\alpha} \nabla A \Psi_a + \mu H_{LL}^{\alpha} R^{\alpha} \nabla A \Psi_a.
\end{align}

The next lemma provides the key technical estimates that allow us to conclude (A.24).

LEMMA A.19 (Approximate identities verified by $\tilde{R} \Psi_a$). Under the small-data and bootstrap assumptions of Sects. 12.1-12.4 (with $\tilde{\Psi}$ in place of $\Psi$), if $\varepsilon$ is sufficiently small, then for $i = 1, 2, 3$, the following estimates hold for $(t,u) \in [0,T_{\text{bootstrap}}] \times [0,U_0]$:

\begin{align}
\| \tilde{R} \Psi_0 - R^{\alpha} \tilde{R} \Psi_a \|_{C^0(\Sigma^T)} &\leq C \varepsilon \frac{\ln(e + t)}{(1 + t)^2}, \\
\| \tilde{R} \Psi_i + \frac{x^i}{r} R^{\alpha} \tilde{R} \Psi_a \|_{C^0(\Sigma^T)} &\leq C \varepsilon \frac{\ln(e + t)}{(1 + t)^2}.
\end{align}

**Proof.** We first sketch the proof of (A.28a). From (4.11b), (12.9a), and (AUXLR(Small)) (which together imply that $|R^{\alpha}| \leq 1$ and $\{BA\Psi\}$, we see that (A.28a) easily follows for $t \leq 1$. Hence, we have to address only the case $t > 1$. To this end, we let $S = x^\alpha \partial_\alpha$ be the Minkowskian scaling vectorfield. Using direct computation and (4.1b), we compute that

\begin{align}
\tilde{R}(S \Phi - \Phi) &= t \tilde{R} \Psi_0 + x^\alpha \tilde{R} \Psi_a \\
&= t \tilde{R} \Psi_0 - \rho R^{\alpha} \tilde{R} \Psi_a + \rho R^{(\text{Small})} \tilde{R} \Psi_a,
\end{align}

where $\rho(t,u) = 1 - u + t$. From (4.3) (with $h$ in place of $g$), $\{BA\Psi\}$, (12.6), and (12.129a), we deduce that the last term on the right-hand side of (A.29) is bounded
in magnitude by \( \lesssim \varepsilon \ln(e + t)(1 + t)^{-1} \). From this estimate, equation (A.29), and (BAΨ), we find that inequality (A.28a) for \( t \geq 1 \) will follow once we show that

\[
\left\| \mathcal{R}(S\Phi - \Phi) \right\|_{C^0(\Sigma^t_t)} \leq C\varepsilon \frac{1}{1 + t}.
\]

(A.30)

To prove (A.30), we will derive energy estimates for the wave equation (A.18) verified by \( \Psi := S\Phi - \Phi \). To this end, we first use equation (A.18) and Lemma A.16 to deduce that

\[
\mu \Box_h(\Psi) (S\Phi - \Phi) = F
\]

and that there exists a smooth function \( f \) such that \( F \) can be expressed as \( f(\psi, \mu, L^1, L^2, L^3) \) times terms that are quadratic in the derivatives of \( S\Phi - \Phi \) relative to the rescaled frame \( L, \mathcal{R}, X_1, X_2 \), with at least one factor involving a derivative that is tangent to \( C_t u \). Hence, we can apply essentially the same reasoning that we used to derive the estimates (22.13a)-(22.13b) in order to deduce that

\[
E^{1/2} \left[ \sum_{l=\gamma}^{\leq 2} \mathcal{R}^l(S\Phi - \Phi) \right] + E^{1/2} \left[ \sum_{l=\gamma}^{\leq 2} \mathcal{R}^l(S\Phi - \Phi) \right] \leq C\varepsilon \ln^2(e + t).
\]

(A.32)

Then from the Sobolev embedding estimate (18.32) and (A.32), we deduce the desired bound (A.30).

To prove (A.28b), we first use the identity \( \partial_j \Psi_i = \partial_i \Psi_j \) to compute that

\[
\mathcal{R}^i \Psi_i = \frac{x^i}{r} \mathcal{R}^a \Psi_a + \mu \mathcal{R}^a V^a \Psi_a,
\]

where \( V \) is the \( \Sigma_{t_0}^t \)-tangent vectorfield (depending on \( i \)) with rectangular components

\[
V^j = \delta^j_i - \frac{x^i}{r} \frac{x^j}{r}.
\]

(A.35)

From the bound \( |R^a| \leq 1 \) noted above, (4.1b), (4.3) (with \( h \) in place of \( g \)), and (A.31), the estimates (12.9b) and (12.129a), and the bootstrap assumptions (BAΨ), we see that we may replace the factor \( \frac{x^a}{r} \) in the first product on the right-hand side of (A.34) with \( R^a \) up to an error term that is in magnitude \( \lesssim \varepsilon \ln(e + t) \). Hence, the desired bound (A.28b) will follow once we show that for \( a = 1, 2, 3 \), we have

\[
\mu |V^a \Psi_a| \lesssim \varepsilon \ln(e + t) \frac{1}{(1 + t)^2}.
\]

(A.36)

To prove (A.36), we first note that since the Euclidean length of \( V \) is \( \lesssim 1 \) and since \( V \) is tangent to the spheres in \( \Sigma_{t_0}^t \) of constant Euclidean radius, it is a standard fact (that can be proved by arguing as in our proof of (12.47a)) that

\[
|V^a \Psi_a| \lesssim \frac{1}{r} \sum_{i=1}^{3} |O_{\text{Flat};l} \Psi_a|,
\]

(A.37)

where \( O_{\text{Flat};l} \) are the Euclidean rotations from Def. 6.1. The desired bound (A.36) now follows from (6.5), (BAΨ), (12.9b), (12.29b), (12.129a), Cor. 12.48 and (A.37).
We now use the above estimates to derive the main estimate of interest, namely (A.24).

**Proposition A.20 (Sharp pointwise estimates for $H_{LL}^\mu \bar{R}\Psi_\nu$ in terms of $L\mu$).** Under the small-data and bootstrap assumptions of Sects. 12.1-12.4 (with $\bar{\Psi}$ in place of $\Psi$), if $\varepsilon$ is sufficiently small, then the following estimates hold on the spacetime region $\mathcal{M}_{T(\text{Bootstrap}),U_0}$, $(\nu = 0, 1, 2, 3)$:

\begin{equation}
|H_{LL}^\mu \bar{R}\Psi_\nu| \leq 2 |L\mu| + C\varepsilon \ln(e + t) (1 + t)^2.
\end{equation}

**Proof.** We consider equation (A.25). Using an argument similar to the one we used to prove (17.38), we deduce that $|\omega^{(\text{trans} - \bar{\Psi})}| \lesssim \varepsilon (1 + t)^{-2}$ and $|H_{LL}^\mu| \lesssim 1$. Using these two inequalities, the simple bound $\mu \lesssim \ln(e + t)$ (see (12.129a)), and inequality (A.28a), and examining the expression (A.26a) for $\omega^{(\text{trans} - \bar{\Psi})}$, we conclude the desired estimate (A.38) in the case $\nu = 0$.

To prove the desired estimate (A.38) in the cases $\nu = 1, 2, 3$, we first note that (A.28b) and the trivial bound $|\frac{x_i}{r}| \leq 1$ imply that for $i = 1, 2, 3$, we have $|\bar{R}\Psi_i| \leq |R^a \bar{R}\Psi_a| + C\varepsilon \ln(e + t) (1 + t)^2$. The desired estimate now follows from this inequality and the argument given in the previous paragraph.

\qed
APPENDIX B

Summary of Notation and Conventions

In this appendix, we collect some important notation and conventions that we use throughout the monograph so that the reader can refer to it as needed. For many items, we also provide page numbers indicating the most fundamental point of reference. We remark that in some parts of Chapter 1, we deviate from the notation presented here.

### B.1. Coordinates

$(x^0, x^1, x^2, x^3)$ are a fixed set of rectangular spacetime coordinates on $\mathbb{R}^{1+3}$, relative to which the Minkowski metric $m$ has components $m_{\mu\nu} = \text{diag}(-1, 1, 1, 1)$. We often use the alternate notation $t = x^0$. $r = \sqrt{\sum_{a=1}^{3} (x^a)^2}$ is the Euclidean radial coordinate.

$\theta = (\theta^1, \theta^2)$ are local Euclidean angular coordinates corresponding to spherical coordinates on Minkowski spacetime, that is, local angular coordinates on the Euclidean spheres of constant $t$ and $r$.

$\vartheta = (\vartheta^1, \vartheta^2)$ are local geometric angular coordinates on the spheres $S_{t,u}$.

$(t,u,\vartheta^1,\vartheta^2)$ are the geometric coordinates.

$\varrho = 1 - u + t$ is the geometric radial variable.

### B.2. Indices

Lowercase Greek indices $\mu, \nu$, etc. belong to $\{0, 1, 2, 3\}$ and correspond to components with respect to the rectangular spacetime coordinates $x^0, x^1, x^2, x^3$.

Lowercase Latin indices $i, j$, etc. belong to $\{1, 2, 3\}$ and correspond to components with respect to the rectangular spatial coordinates $x^1, x^2, x^3$.

Lowercase Greek indices are lowered and raised with the spacetime metric $g$ and its inverse $g^{-1}$, and not with the Minkowski metric.

Capital Latin letters $A, B$ etc. belong to $\{1, 2\}$ and correspond to components with respect to the geometric coordinate partial derivative frame $\{X_1 = \frac{\partial}{\partial \vartheta^1}, X_2 = \frac{\partial}{\partial \vartheta^2}\}$. These indices are lowered and raised with $g$ and $g^{-1}$.

We use Einstein’s summation convention in that repeated indices are summed over their respective ranges.

Indices decorated with a tilde, such as $\tilde{A}$, are treated in the same way as their non-decorated counterparts.
### B. Summary of Notation and Conventions

#### B.3. Constants

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>denotes a uniform constant that is free to vary from line to line.</td>
</tr>
<tr>
<td>$C_Q$</td>
<td>If we want to emphasize that the constant $C$ depends on a quantity $Q$, then we use notation such as “$C_Q$.”</td>
</tr>
<tr>
<td>$f_1 \lesssim f_2$</td>
<td>We use the notation $f_1 \lesssim f_2$ to indicate that there exists a uniform constant $C &gt; 0$ such that $f_1 \leq Cf_2$.</td>
</tr>
<tr>
<td>$O(f_2)$</td>
<td>We sometimes use the alternate notation $O(f_2)$ to denote a quantity $f_1$ that verifies $</td>
</tr>
<tr>
<td>$f_1 \lesssim_Q f_2$</td>
<td>If we want to emphasize that the implicit constant $C$ depends on an a quantity $Q$, then we use the alternate notation $f_1 \lesssim_Q f_2$.</td>
</tr>
</tbody>
</table>

#### B.4. Spacetime subsets

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma_t$</td>
<td>the hypersurface of constant time $t$.</td>
</tr>
<tr>
<td>$C_u$</td>
<td>the outgoing null hypersurface equal to the corresponding level set of the eikonal function.</td>
</tr>
<tr>
<td>$\Sigma_u^t$</td>
<td>the portion of $\Sigma_t$ in between $C_0$ and $C_u$.</td>
</tr>
<tr>
<td>$\bar{C}_u^t$</td>
<td>the portion of $C_u$ in between $\Sigma_0$ and $\Sigma_t$.</td>
</tr>
<tr>
<td>$M_{t,u}$</td>
<td>the open-at-the-top spacetime region trapped in between $\Sigma_u^t$, $\Sigma_t$, $\bar{C}_u^t$, and $C_0$.</td>
</tr>
</tbody>
</table>
B.5. Metrics, musical notation, and inner products

\[ g = g(\Psi) \] denotes the spacetime metric. Relative to rectangular coordinates, \( g_{\mu\nu}(\Psi) = \delta_{\mu\nu} + g^{(\text{Small})}_{\mu\nu}(\Psi) \), where \( \delta_{\mu\nu} = \text{diag}(-1,1,1,1) \) and \( g^{(\text{Small})}_{\mu\nu}(\Psi = 0) = 0 \).

Relative to rectangular coordinates, \( G_{\mu\nu}(\Psi) = \frac{d}{d\Psi} g_{\mu\nu}(\Psi) \) and \( G'_{\mu\nu}(\Psi) = \frac{d}{d\Psi} G_{\mu\nu}(\Psi) \).

\( g \) denotes the first fundamental form of \( \Sigma_t \), that is, \( g_{ij} = g_{ij} \).

\( g^{-1} \) denotes the inverse first fundamental form of \( \Sigma_t \).

\( \frac{d}{d\Psi} \) denotes the first fundamental form of \( S_{t,u} \).

\( \frac{d}{d\Psi}^{-1} \) denotes the inverse first fundamental form of \( S_{t,u} \).

We denote the \( \frac{d}{d\Psi}^{-1} \)-dual of an \( S_{t,u} \) one-form \( \xi \) by \( \xi^\# \). In particular, \( (\xi^\#)^A = (\frac{d}{d\Psi}^{-1})^{AB} \xi_B \). We often use the abbreviated notation \( \xi^A = (\frac{d}{d\Psi}^{-1})^{AB} \xi_B \).

Similarly, if \( Y \) is an \( S_{t,u} \)-tangent vector, then \( Y^\flat \) denotes the \( \frac{d}{d\Psi}^{-1} \)-dual of \( Y \), which is an \( S_{t,u} \) covector. That is, \( (Y^\flat)^A = (\frac{d}{d\Psi}^{-1})_{AB} Y^B \). We often abbreviate \( Y^A = (Y^\flat)^A \).

Similarly, we denote the \( \frac{d}{d\Psi}^{-1} \)-dual of a symmetric type \( \binom{0}{2} \) \( S_{t,u} \) tensor \( \xi \) by \( \xi^\# \) and we denote its double \( \frac{d}{d\Psi}^{-1} \)-dual by \( \xi^{\#\#} \). In particular, \( (\xi^\#)^A_B = (\frac{d}{d\Psi}^{-1})^{AC} \xi_{CB} \) and \( (\xi^{\#\#})^{AB} = (\frac{d}{d\Psi}^{-1})^{AC} (\frac{d}{d\Psi}^{-1})^{BD} \xi_{CD} \).

We use similar notation to denote the \( \frac{d}{d\Psi}^{-1} \)-duals of general type \( \binom{m}{0} \) and type \( \binom{0}{n} \) \( S_{t,u} \) tensors, and we use abbreviations similar to the ones mentioned above for vectors and covectors.

\( g(X,Y) = g_{ab} X^a Y^b \) denotes the inner product of the vectors \( X \) and \( Y \) with respect to the metric \( g \). We use similar notation for inner products with respect to the metrics \( \frac{d}{d\Psi} \) or \( g \).

\( (X,Y) = g(X,Y) \).
B.6. Eikonal function quantities

The eikonal function \( u \) verifies the eikonal equation \((g^{-1})^{\alpha\beta} \partial_\alpha u \partial_\beta u = 0\), has \( \partial_t u > 0 \), and has the initial condition \( u|_{\Sigma_0} = 1 - r \).

\[ \mu = - \left\{ (g^{-1})^{\alpha\beta} \partial_\alpha u \partial_\beta t \right\}^{-1} \] denotes the inverse foliation density.

\[ \mu_* (t, u) = \min \left\{ 1, \min_{\Sigma_?} \right\}. \]

\( L^{\nu}_{(Geo)} = -(g^{-1})^{\nu\alpha} \partial_\alpha u \) denotes the \( C_u \)-tangent outgoing null geodesic vector field.

\( L^{\nu} = \mu L^{\nu}_{(Geo)} \) denotes a rescaled outgoing null vector field.

\( \tilde{L}^{\nu}_{(Small)} = L^{\nu} - \theta^{-1}x^i \) is a re-centered version of \( L^\nu \).

\( \tilde{R}^\nu = -L^\nu - (g^{-1})^{\nu\mu} \) is a decomposition of \( R^\mu \) (with \( R^\nu = 0 \)).

\( \tilde{R}^\nu = \mu R^\nu. \)

\( \chi^{AB} = \frac{1}{2} \mathcal{L}_L g_{AB} \) is the null second fundamental form of \( C_u \) relative to \( g \).

\( \chi^{(Small)}_{AB} = \chi^{AB} - \theta^{-1} \mathcal{A}_{AB} \) is a re-centered version of \( \chi_{AB} \).

We informally refer to any of \( \mu L^\nu, L^{\nu}_{(Small)}; R^\nu, R^{\nu}_{(Small)} \chi, \) or \( \chi^{(Small)} \) as the “eikonal function quantities.”

---

B.7. Additional tensorfields related to the connection coefficients

\( k = \frac{1}{2} \mathcal{L}_N g \) is the second fundamental form of \( \Sigma_t \) relative to \( g \).

\[ \xi_A = g(\mathcal{D}_A L, R) = \mu^{-1} g(\mathcal{D}_A L, R). \]

\[ \xi^A = \mu^{-1} \xi^{A}_{(\text{Trans-\Psi})} + \xi^{A}_{(\text{Tan-\Psi})} \] is a splitting of \( \xi^A \).

\[ \zeta_A = \mu^{-1} \xi^{A}_{(\text{Trans-\Psi})} + \xi^{A}_{(\text{Tan-\Psi})} \] is a splitting of \( \zeta_A \).

\[ n_A = \xi_A + \mu^{-1} \mathcal{A} \mu. \]

\[ \chi_{AB} = 2\mu \bar{k}_{AB} - \mu \chi_{AB}. \]
B.8. Frame vectorfields and the timelike unit normal to the constant-time hypersurfaces

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>$\frac{\partial}{\partial t}$ relative to the geometric coordinates.</td>
</tr>
<tr>
<td>$\hat{L}$</td>
<td>$\frac{\partial}{\partial t}$ - tangent, outward pointing, and verifies $g(L, L) = 0$ and $Lt = 1$.</td>
</tr>
<tr>
<td>$R$</td>
<td>$\frac{\partial}{\partial u}$ - tangent, $S_{t,u}$-orthogonal, inward pointing, and verifies $g(R, \hat{R}) = u^2$, $\hat{R}u = 1$.</td>
</tr>
<tr>
<td>$\hat{R}$</td>
<td>$\frac{\partial}{\partial u}$ - tangent, $S_{t,u}$-orthogonal, inward pointing, and verifies $g(\hat{R}, \hat{R}) = \mu^2$, $\hat{R}u = 1$.</td>
</tr>
<tr>
<td>$\bar{R}$</td>
<td>$\frac{\partial}{\partial u} - \Xi$ relative to the geometric coordinates, where $\Xi$ is $S_{t,u}$-tangent.</td>
</tr>
<tr>
<td>$\bar{L}$</td>
<td>$\mu^{-1} \hat{L}$ is an inward pointing null vectorfield that verifies $g(\bar{L}, \bar{L}) = -2$.</td>
</tr>
<tr>
<td>$\hat{L}$</td>
<td>$\mu^{-1} L$ is an inward pointing null vectorfield that verifies $g(L, \bar{L}) = -2$.</td>
</tr>
</tbody>
</table>

For $A = 1, 2$, $X_A = \frac{\partial}{\partial \theta^A}$ is the geometric angular coordinate partial derivative vectorfield.

$N = L + R$ is the future-directed unit normal to $\Sigma_t$.

$L_{\text{(Flat)}} = \frac{\partial}{\partial t} + \frac{\partial}{\partial r}$ is a Minkowskian analog of $L$.

$L_{\text{(Flat)}} = \frac{\partial}{\partial t} - \frac{\partial}{\partial r}$ is a Minkowskian analog of $\hat{L}$.

$\{L, R, X_1, X_2\}$ denotes the non-rescaled frame.

$\{\hat{L}, \hat{R}, X_1, X_2\}$ denotes the rescaled frame.

$\{\bar{L}, \bar{R}, X_1, X_2\}$ denotes the non-rescaled null frame.

$\{L, \bar{L}, X_1, X_2\}$ denotes the rescaled null frame.

B.9. Contraction and component notation

If $\xi$ is a symmetric type $(0,2)$ spacetime tensor and $V, W$ are vectors, then $\xi_{VW} = \xi_{\alpha \beta} V^\alpha W^\beta$ and $\xi_V$ is the one-form with rectangular components $(\xi_V)_\nu = \xi_{\alpha \nu} V^\alpha$.

If $\xi$ is a symmetric type $(2,0)$ spacetime tensor, then $\xi_{VW} = \xi^{\alpha \beta} V_\alpha W_\beta$. We use similar contraction notation for tensors $\xi$ of any type.

We use abbreviations such as $\xi_A = \xi_{X_A}$ when contracting against the $S_{t,u}$ frame vectors $X_1$ and $X_2$.

We sometimes use a "·" to emphasize contraction between two tensors. For example, if $T$ is a symmetric type $(0,2)$ $S_{t,u}$ tensorfield and $\xi$ is a $S_{t,u}$ one-form, then $(\text{div} T) \cdot \xi = (\nabla_A T^{AB}) \xi_B$.

If $V$ is a spacetime vector, then $V = V^L L + V^R R + \hat{V} A X_A$ denotes its decomposition relative to the rescaled frame $\{L, \hat{R}, X_1, X_2\}$. We have $V^L = -V_L - \mu^{-1} V_R$, $V^\hat{R} = -\mu^{-1} V_L$, and $V^A = (\hat{\gamma}^{-1})^{AB} V_B$. 

If $\xi$ is a symmetric type $(0,2)$ spacetime tensor and $V, W$ are vectors, then $\xi_{VW} = \xi_{\alpha \beta} V^\alpha W^\beta$ and $\xi_V$ is the one-form with rectangular components $(\xi_V)_\nu = \xi_{\alpha \nu} V^\alpha$.
### B.10. Projection operators and frame components

- \( \Pi \) denotes the type \((1)^{i}\) tensorfield that projects onto \( \Sigma_{i}^{u} \).
- \( \Pi \) denotes the type \((1)^{i}\) tensorfield that projects onto \( S_{i,u} \).
- If \( \xi \) is a spacetime tensor, then \( \xi = \Pi \xi \) is the projection of \( \xi \) onto \( S_{i,u} \).
- If \( \xi \) is a type \((n)^{i}\) spacetime tensor, then \( \xi_{V} = \Pi(\xi_{V}) \).

\[ G_{(\text{Frame})}^{(F)} = \left(G_{LL}, G_{LR}, G_{RR}, G_{L}, G_{R}, G_{l}^{2}, G_{r}^{2}\right) \] is the array of components of \( G_{\mu\nu} \) relative to the non-rescaled frame \( \{L, R, X_{1}, X_{2}\} \).

\[ G_{(\text{Frame})}^{(F)} = \left(G_{LL}, G_{LR}, G_{RR}, G_{L}, G_{R}, G_{l}^{2}, G_{r}^{2}\right) \] is the array of components of \( G_{\mu\nu}^{\prime} \) relative to the non-rescaled frame \( \{L, R, X_{1}, X_{2}\} \).

### B.11. Tensor products, traces and contractions

- \( \text{tr}_{g} \pi = (g^{-1})^{\alpha\beta} \pi_{\alpha\beta} \) denotes the \( g\)–trace of the type \((n)^{i}\) spacetime tensor \( \pi_{\mu\nu} \).
- \( \text{tr}_{g} \xi = (g^{-1})^{AB} \xi_{AB} \) denotes the \( g\)–trace of the type \((n)^{i}\) \( S_{i,u} \) tensor \( \xi_{AB} \).
- \( \xi_{AB} = \xi_{AB} - \frac{1}{2} \text{tr}_{g} \xi_{AB} \) denotes the trace-free part of the type \((n)^{i}\) \( S_{i,u} \) tensor \( \xi_{AB} \).
- \( (\xi \otimes \omega)_{AB} = \xi_{A} \omega_{B} \) denotes the tensor product of the \( S_{i,u} \) one-forms \( \xi_{A} \) and \( \omega_{A} \).
- \( (\xi \otimes \omega)_{AB} = \frac{1}{2} \left(\xi_{A} \omega_{B} + \xi_{B} \omega_{A}\right) - \frac{1}{2} (g^{-1})^{CD} \xi_{C} \omega_{D} \xi_{AB} \) denotes the symmetrized trace-free part of the type \((n)^{i}\) \( S_{i,u} \) tensor \( (\xi \otimes \omega)_{AB} \).

### B.12. The size of the data and the bootstrap parameter

- \( \hat{\epsilon} = \| \Psi \|_{H^{2+}(\Sigma_{0})} + \| \Psi_{0} \|_{H^{2+}(\Sigma_{0})} \) is the size of the initial data on \( \Sigma_{0} \).
- \( \epsilon \) is the small bootstrap parameter featured in the fundamental bootstrap assumption \( (\B \A \W) \) and \( (\B \A \V) \) and the auxiliary bootstrap assumptions \( (\AUX_{\text{flat}}^{(i)}, \AUX_{LR}^{(\text{small})}) \), and \( (\AUX_{x}^{(\text{small})}) \).
- \( \epsilon \leq \hat{\epsilon} \) is a running assumption used throughout the analysis.

In Chapter 23, \( \epsilon = \| \Psi \|_{H^{2+}(\Sigma_{-1/2})} + \| \Psi_{0} \|_{H^{2+}(\Sigma_{-1/2})} \) denotes the size of the data \( (\Psi, \Psi_{0}) \) on \( \Sigma_{-1/2} \).

### B.13. Commutation vectorfields

- \( O_{(\text{Flat}; I)} \) denotes the Euclidean rotation vectorfield with rectangular spatial components \( O_{(\text{Flat}; I)}^{I} = \epsilon_{\alpha\beta} x^{\beta} \), where \( \epsilon_{ij} \) is the fully antisymmetric symbol normalized by \( \epsilon_{123} = 1 \).
- \( O_{(I)} = \Pi O_{(\text{Flat}; I)} \) denotes an \( S_{i,u} \)–tangent “geometric” rotation vectorfield.
- \( \mathcal{F} = \{ \theta L, R, O_{(1)}, O_{(2)}, O_{(3)} \} \) denotes the full set of commutation vectorfields.
- \( \mathcal{F} = \{ R, O_{(1)}, O_{(2)}, O_{(3)} \} \) denotes the full set of commutation vectorfields.
- \( \mathcal{O} = \{ O_{(1)}, O_{(2)}, O_{(3)} \} \) are the \( S_{i,u} \)–tangent rotation vectorfields.
- \( O_{(\text{Flat})}^{(I)} = \{ O_{(\text{Flat}; I)}, O_{(\text{Flat}; 2)}, O_{(\text{Flat}; 3)} \} \) are the Euclidean rotation vectorfields.
### B.14. Differential operators and commutator notation

\( \partial_\mu = \frac{\partial}{\partial x^\mu} \) denotes the rectangular coordinate partial derivative vectorfield.

\[ \frac{\partial}{\partial t}, \frac{\partial}{\partial u}, \frac{\partial}{\partial \vartheta_1}, \frac{\partial}{\partial \vartheta_2}, \] denote the geometric coordinate partial derivative vectorfields.

\( Vf = V^a \partial_a f \) denotes the \( V \)-directional derivative of a function \( f \).

We sometimes use the alternate notation \( \partial_t = \partial_0 \).

\( \partial_r = \frac{x^a r}{\partial a} \) denotes the Euclidean radial vectorfield.

\( df = \) standard differential of a function \( f \) on spacetime.

\( \mathcal{D} /f = \Pi /df \), where \( f \) is a function defined on spacetime and \( \Pi \) denotes projection onto \( S_{t,u} \). Alternatively, \( \mathcal{D} /f \) can be viewed as the inherent angular differential of a function \( f \) defined on \( S_{t,u} \).

\( D = \) Levi-Civita connection of \( g \).

\( \nabla = \) Levi-Civita connection of the Minkowski metric \( m \).

\( \nabla / = \) Levi-Civita connection of \( g / \).

\( d /A = X_A \cdot \mathcal{D} / \), \( \mathcal{D} /A = D X_A \), \( \nabla /A = \nabla / X_A \), and similarly for other differential operators.

\( \mathcal{D}^2_\xi = X^a Y^\beta \mathcal{D}_a \mathcal{D}_\beta \xi \) and similarly for other connections (contractions against \( X \) and \( Y \) are taken after the two covariant differentiations).
B. SUMMARY OF NOTATION AND CONVENTIONS
B.15. Floor and ceiling functions and repeated differentiation

If $M$ is a non-negative integer, then $\lfloor M/2 \rfloor = M/2$ for $M$ even and $\lfloor M/2 \rfloor = (M - 1)/2$ for $M$ odd, while $\lceil M/2 \rceil = M/2$ for $M$ even and $\lceil M/2 \rceil = (M + 1)/2$ for $M$ odd.

$\mathcal{F} = \{Z_{(i)}\}_{i=1}^S$ is a labeling of the commutation vectorfields. If $\vec{I} = (\iota_1, \iota_2, \ldots, \iota_N)$ is a multi-index of order $|\vec{I}| := N$ with $\iota_1, \iota_2, \ldots, \iota_N \in \{1, 2, 3, 4, 5\}$, then $\mathcal{F}^I := Z_{(\iota_1)}Z_{(\iota_2)}Z_{(\iota_N)}$ denotes the corresponding $N^{th}$ order differential operator.

When we are not concerned with the precise structure of the multi-index $\vec{I}$, we abbreviate $\mathcal{F}^N = Z_{(1)}Z_{(2)}Z_{(\iota_N)}$. Similarly, $\mathcal{L}_\mathcal{F}^N = \mathcal{L}_{Z_{(1)}}\mathcal{L}_{Z_{(2)}}\ldots\mathcal{L}_{Z_{(\iota_N)}}$ denotes an $N^{th}$ order $S_{t,u}$-projected Lie derivative operator. Similarly, $\mathcal{L}_{\mathcal{F}_{t,u}}^N = \mathcal{L}_{Z_{(1)}}\mathcal{L}_{Z_{(2)}}\ldots\mathcal{L}_{Z_{(\iota_N)}}$ denotes an $N^{th}$ order trace-free $S_{t,u}$-projected Lie derivative operator.

If $f$ is a function, then $|\mathcal{F}^N f|$ denotes any term that is $\leq \sum_{|\vec{I}| = N} c_{\vec{I}} |\mathcal{F}^I f|$, where the $c_{\vec{I}}$ are non-negative constants that verify $\sum_{|\vec{I}| \leq N} c_{\vec{I}} \leq 1$. Similarly, $|\mathcal{F}^N f|$ denotes any term that is $\leq \sum_{|\vec{I}| = N} c_{\vec{I}} |\mathcal{F}^I f|$, where the $c_{\vec{I}}$ are non-negative constants that verify $\sum_{|\vec{I}| = N} c_{\vec{I}} \leq 1$. Similarly, if $V$ is a vectorfield, then $|V \mathcal{F}^N f|$ denotes any term that is $\leq \sum_{|\vec{I}| = N} c_{\vec{I}} |V \mathcal{F}^I f|$, where the $c_{\vec{I}}$ are non-negative constants that verify $\sum_{|\vec{I}| \leq N} c_{\vec{I}} \leq 1$. Similarly, $|V \mathcal{F}^N f|$ denotes any term that is $\leq \sum_{|\vec{I}| = N} c_{\vec{I}} |V \mathcal{F}^I f|$, where the $c_{\vec{I}}$ are non-negative constants that verify $\sum_{|\vec{I}| \leq N} c_{\vec{I}} \leq 1$. We use similar notation for other expressions.

If $\xi$ is an $S_{t,u}$ tensor, then $\mathcal{L}_{\mathcal{F}}^N \xi$ denotes any term that is $\leq \sum_{|\vec{I}| \leq N} c_{\vec{I}} |\mathcal{L}_{\mathcal{F}}^I \xi|$, where the $c_{\vec{I}}$ are non-negative constants that verify $\sum_{|\vec{I}| \leq N} c_{\vec{I}} \leq 1$. Similarly, $\mathcal{L}_{\mathcal{F}}^N \xi$ denotes any term that is $\leq \sum_{|\vec{I}| = N} c_{\vec{I}} |\mathcal{L}_{\mathcal{F}}^I \xi|$, where the $c_{\vec{I}}$ are non-negative constants that verify $\sum_{|\vec{I}| = N} c_{\vec{I}} \leq 1$. Similarly, if $V$ is a vectorfield, then $\mathcal{L}_V \mathcal{L}_{\mathcal{F}}^N \xi$ denotes any term that is $\leq \sum_{|\vec{I}| = N} c_{\vec{I}} |\mathcal{L}_V \mathcal{L}_{\mathcal{F}}^I \xi|$, where the $c_{\vec{I}}$ are non-negative constants that verify $\sum_{|\vec{I}| \leq N} c_{\vec{I}} \leq 1$. Similarly, $\mathcal{L}_V \mathcal{L}_{\mathcal{F}}^N \xi$ denotes any term that is $\leq \sum_{|\vec{I}| = N} c_{\vec{I}} |\mathcal{L}_V \mathcal{L}_{\mathcal{F}}^I \xi|$, where the $c_{\vec{I}}$ are non-negative constants that verify $\sum_{|\vec{I}| \leq N} c_{\vec{I}} \leq 1$. We use similar notation for other expressions, including the case in which trace-free $S_{t,u}$-projected Lie derivatives $\mathcal{L}$ are present instead of ordinary $S_{t,u}$-projected Lie derivatives $\mathcal{L}$. We use similar notation with $\mathcal{F}$, $\mathcal{O}$, or $\mathcal{O}_{(Flat)}$ in place of $\mathcal{F}$ when the derivatives are all, respectively, spatial derivatives, geometric rotation derivatives, or Euclidean rotation derivatives.
## B.6. Area and volume forms

\[
dv \bar{g}(t, u, \vartheta) = \sqrt{\det \bar{g}(t, u, \vartheta)} \, dv \quad \text{denotes the area form on } S_{t,u} \text{ induced by } \bar{g}, \text{ where the determinant is taken relative to the geometric angular coordinates } \vartheta = (\vartheta^1, \vartheta^2).
\]

\[
dv = dv(t, u', \vartheta) = dv_{\bar{g}(t, u', \vartheta)} \, du' \quad \text{denotes a volume form on } \Sigma^t_0. \mu \, dv \quad \text{is the volume form on } \Sigma^t_u \text{ induced by } \bar{g}.
\]

\[
dv = dv(t', u, \vartheta) = dv_{\bar{g}(t', u, \vartheta)} \, dt' \quad \text{denotes a volume form on } C^t_u.
\]

\[
dv = dv(t', u', \vartheta) = dv_{\bar{g}(t', u', \vartheta)} \, du' \, dt' \quad \text{denotes a volume form on } M_{t,u}.
\]

\[
\mu \, dv \quad \text{is the volume form on } M_{t,u} \text{ induced by } \bar{g}.
\]

## B.7. Norms

\[
|\xi|^2 = (g^{-1})^{B_1 \cdots B_n} \cdots (g^{-1})^{B_m} B_n \cdots B_m \xi^{A_1 \cdots A_m} S_{B_1 \cdots B_m}^{A_1 \cdots A_m} \quad \text{denotes the square of the norm of the type } (m, n) \text{ } S_{t,u} \text{ tensor } \xi.
\]

For \( k \geq 0 \), \( C^k(\Omega) \) denotes the set of \( S_{t,u} \) tensorfields that, relative to the coordinates induced on \( \Omega \) by the geometric coordinates \((t, u, \vartheta) \in [0, \infty) \times [0, U] \times S^2\), are \( k \)-times continuously differentiable.

\[
\|f\|_{C^0(\Omega)} = \sup_{p \in \Omega} |f(p)|.
\]

Throughout the monograph, whenever we state an estimate implying that \( \|f\|_{C^0(\Omega)} < \infty \), we are also implicitly indicating that \( f \in C^0(\Omega) \).

\[
\|f\|^2_{L^2(S_{t,u})} = \int_{S_{t,u}} \|f\|^2 \, dv_{\bar{g}} = \int_{S_{t,u}} \|f\|^2 \, dv_{\bar{g}}.
\]

\[
\|\xi\|^2_{L^2(S_{t,u})} = \int_{S_{t,u}} \|\xi\|^2 \, dv_{\bar{g}} = \int_{S_{t,u}} \|\xi\|^2 \, dv_{\bar{g}}.
\]

\[
\|\xi\|^2_{L^2(\Sigma^t_u)} = \int_{\Sigma^t_u} \|\xi\|^2 \, dv_{\bar{g}} = \int_{\Sigma^t_u} \|\xi\|^2 \, dv_{\bar{g}}.
\]

\[
\|\xi\|^2_{L^2(C^t_u)} = \int_{C^t_u} \|\xi\|^2 \, dv_{\bar{g}} = \int_{C^t_u} \|\xi\|^2 \, dv_{\bar{g}}.
\]

\[
\|\xi\|^2_{L^2(M_{t,u})} = \int_{M_{t,u}} \|\xi\|^2 \, dv_{\bar{g}} = \int_{M_{t,u}} \|\xi\|^2 \, dv_{\bar{g}}.
\]

We use similar notation for the norms \( \|\cdot\|_{L^2(\Omega)} \) of tensorfields defined on subsets \( \Omega \) of \( S_{t,u}, \Sigma^t_u, C^t_u, \) or \( M_{t,u} \).

## B.8. Energy-momentum tensorfield, multiplier vectorfields, and compatible currents

\[
Q_{\mu\nu}[\Psi] = \mathcal{D}_\mu \Psi \mathcal{D}_\nu \Psi - \frac{1}{2} \varepsilon_{\mu\nu\rho\sigma} \mathcal{D}_\rho \Psi \mathcal{D}_\sigma \Psi \quad \text{denotes the energy-momentum tensorfield associated to } \Psi.
\]

\[
T = (1 + 2\mu) L + 2R \quad \text{denotes the timelike multiplier vectorfield.}
\]

\[
K = \varrho^2 L \quad \text{denotes the Morawetz multiplier vectorfield.}
\]

\[
(\text{D}) J^\nu[\Psi] = Q^\nu_{\alpha} [\Psi] T^\alpha \quad \text{denotes the compatible current associated to } T.
\]

\[
(\text{K}) J^\nu[\Psi] = Q^\nu_{\alpha} [\Psi] K^\alpha \quad \text{denotes the compatible current associated to } K.
\]

\[
(\text{Correction}) J^\nu[\Psi] = \frac{1}{2} \left\{ \varrho^2 \text{tr}_g \chi \Psi \mathcal{D}^\nu \Psi - \frac{1}{2} \Psi^2 \mathcal{D}^\nu \left[ \varrho^2 \text{tr}_g \chi \right] \right\} \quad \text{denotes a correction current.}
\]

\[
(\text{K+Correction}) J^\nu[\Psi] = (\text{K}) J^\nu[\Psi] + (\text{Correction}) J^\nu[\Psi].
\]
### B.19. Square-integral-controlling quantities

\[ E[\Psi](t,u) \] denotes the energy of \( \Psi \) along \( \Sigma^u \) corresponding the multiplier \( T \).

\[ F[\Psi](t,u) \] denotes the cone flux of \( \Psi \) along \( C^u \) corresponding the multiplier \( T \).

\[ \tilde{E}[\Psi](t,u) \] denotes the energy of \( \Psi \) along \( \Sigma^u \) corresponding the multiplier \( \tilde{K} \), including a correction term.

\[ \tilde{F}[\Psi](t,u) \] denotes the cone flux of \( \Psi \) along \( C^u \) corresponding the multiplier \( \tilde{K} \), including a correction term.

\[ Q(N)(t,u) = \max_{|\vec{I}| = N} \left\{ E[2^\ell \bar{T}_{\vec{I}} \Psi](t',u') + F[2^\ell \bar{T}_{\vec{I}} \Psi](t',u') \right\} \]

\[ \tilde{Q}(N)(t,u) = \max_{|\vec{I}| = N} \left\{ \tilde{E}[2^\ell \bar{T}_{\vec{I}} \Psi](t',u') + \tilde{F}[2^\ell \bar{T}_{\vec{I}} \Psi](t',u') \right\} \]

\[ Q(\leq N)(t,u) = \max_{0 \leq M \leq N} Q(M)(t,u) \]

\[ \tilde{Q}(\leq N)(t,u) = \max_{0 \leq M \leq N} \tilde{Q}(M)(t,u) \]

\[ \tilde{K}[\Psi](t,u) = \frac{1}{2} \int_{M_{t,u}} \rho^2 [L\mu] - |\bar{\Psi}|^2 \, d\varpi \] denotes the coercive Morawetz spacetime integral associated to \( \Psi \).

\[ K(N)(t,u) = \max_{|\vec{I}| = N} K[2^\ell \bar{T}_{\vec{I}} \Psi](t,u) \]

\[ K(\leq N)(t,u) = \max_{0 < M \leq N} K(M)(t,u) \]

### B.20. Modified quantities

\( \mathcal{X} = \frac{\mu_{\text{trg}}}{\chi^{(\text{Small})}} + \mathcal{X} \) is the lowest-order fully modified version of \( \text{trg}\chi^{(\text{Small})} \).

\( (\mathcal{X}^N)^{\mathcal{X}} = \frac{\mu_{\text{trg}}}{\chi^{(\text{Small})}} + \mathcal{X} \) is a higher-order fully modified version of \( \text{trg}\chi^{(\text{Small})} \).

\( \mathcal{X} = \frac{\text{trg}}{\chi^{(\text{Small})}} + \mathcal{X} \) is the lowest-order partially modified version of \( \text{trg}\chi^{(\text{Small})} \).

\( (\mathcal{X}^N)^{\mathcal{X}} = \frac{\text{trg}}{\chi^{(\text{Small})}} + (\mathcal{X}^N)^\mathcal{X} \) is a higher-order partially modified version of \( \text{trg}\chi^{(\text{Small})} \).

\( \mathcal{M} = \phi \mu + \mathcal{M} \) is the lowest-order partially modified version of \( \phi \mu \).

\( (\mathcal{X}^N)^{\mathcal{M}} = \phi \frac{\text{trg}}{\chi^{(\text{Small})}} + (\mathcal{X}^N)^\mathcal{M} \) is a higher-order partially modified version of \( \phi \mu \).
B.21. Curvature tensors

\[ R_{\mu\nu\alpha\beta} \] is the Riemann curvature tensor of \( g \).

\[ R(W,X,Y,Z) = g(-\mathcal{D}_W X Y + \mathcal{D}_X Y W, Z) \] indicates our curvature sign convention. We use the same sign convention for the Riemann curvature tensor of \( \mathcal{g} \).

\[ R_{\alpha\beta} \] is the Ricci curvature tensor of \( g \).

\[ R_{ABCD} \] is the Riemann curvature tensor of \( g / \mathcal{g} \).

\[ R_{AB} \] is the Ricci curvature tensor of \( g / \mathcal{g} \).

\[ R \] is the scalar curvature tensor of \( g / \mathcal{g} \).

\[ K \] is the Gaussian curvature of \( g / \mathcal{g} \).

B.22. Omission of the independent variables in some expressions

Many of our pointwise estimates are stated in the form \( |f_1| \lesssim h(t,u)|f_2| \) for some function \( h \). Unless we otherwise indicate, it is understood that both \( f_1 \) and \( f_2 \) are evaluated at the point with geometric coordinates \((t,u,\vartheta)\).

Unless we otherwise indicate, in integrals \( \int_{S_{t,u}} f \, d\nu \), the integrand \( f \) and the area form \( d\nu \) are viewed as functions of \((t,u,\vartheta)\) and \( \vartheta \) is the integration variable.

Unless we otherwise indicate, in integrals \( \int_{\Sigma_{t,u}} f \, d\varpi \), the integrand \( f \) and the volume form \( d\varpi \) are viewed as functions of \((t,u,\vartheta)\) and \((u,\vartheta)\) are the integration variables.

Unless we otherwise indicate, in integrals \( \int_{C_{t,u}} f \, d\varpi \), the integrand \( f \) and the volume form \( d\varpi \) are viewed as functions of \((t',u,\vartheta)\) and \((t,\vartheta)\) are the integration variables.

Unless we otherwise indicate, in integrals \( \int_{M_{t,u}} f \, d\varpi \), the integrand \( f \) and the volume form \( d\varpi \) are viewed as functions of \((t',u',\vartheta)\) and \((t',\vartheta)\) are the integration variables.

B.23. Data and functions relevant for the proof of shock formation

\((\Psi, \Psi_0)\) are data for the wave equation on \( \Sigma_0 \) that are compactly supported in the Euclidean unit ball centered at the origin.

\((\Psi, \Psi_0)\) are data for the wave equation on \( \Sigma_{-1/2} \) that are compactly supported in the Euclidean ball of radius \( 1/2 \) centered at the origin.

\( S(\Psi, \Psi_0) \) is the data-dependent function that drives nearly spherically symmetric small-data shock formation.

\( \tilde{S}(\Psi, \Psi_0) \) is the data-dependent function that effectively determines the behavior of \( S(\Psi, \Psi_0) \).
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