18.06 Quiz 1 March 1, 2010 Professor Strang

Your PRINTED name is:

Your recitation number or instructor is

ol

1. Forward elimination changes Ax = b to a row reduced Rx = d: the complete solution is

4 2 5
XxX=[0|+c1|1]|+c2]| 0
0 0 1

(a) (14 points) What is the 3 by 3 reduced row echelon matrix R and what is d?

Solution: First, since R is in reduced row echelon form, we must have

d=[4oo]T

The other two vectors provide special solutions for R, showing that R has rank 1:

again, since it is in reduced row echelon form, the bottom two rows must be all 0, and

1 -2 =5
T
the top row is [1 -2 5| ,ie.|R=1]0 0 0

0O 0 0

(b) (10 points) If the process of elimination subtracted 3 times row 1 from row 2 and
then 5 times row 1 from row 3, what matrix connects R and d to the original A and
b? Use this matrix to find A and b.

Solution: The matrix connecting R and d to the original A and b is

1 00 1 00 1 00
E = E31FEy = 010 -31O0f=|-310
-5 0 1 0 01 -5 0 1

That is, R = EA and Eb =d. Thus, A= E~'R and b = E~!d, giving



100 1 -2 -5 1 -2 =5
A=13 100 0 o0o]|=||3 -6 —15
50 1 0 0 0 5 —10 —25
100 4 4
b=310 0] =] 12
50 1 0 20

2. Suppose A is the matrix
012 2

A=10 3 8 7
0 0 4 2
(a) (16 points) Find all special solutions to Az = 0 and describe in words the whole

nullspace of A.

Solution: First, by row reduction

01 2 2 01 2 2 0101 0101
0387 —=10021}—(0021|—[001 %
00 4 2 00 4 2 0000 000 O

so the special solutions are

1 0

0 -1
S1 = , S2 =

o | -

Thus, N(A) is a plane in R* given by all linear combinations of the special solutions.
(b) (10 points) Describe the column space of this particular matrix A. “All combinations
of the four columns” is not a sufficient answer.

Solution: C(A) is a plane in R? given by all combinations of the pivot columns, namely

1 2
cr| 3| +eca| 8
0 4




(¢) (10 points) What is the reduced row echelon form R* = rref(B) when B is the 6 by

8 block matrix

A A

B = using the same A?

A A

Solution: Note that B immediately reduces to

A A
0 0
We reduced A above: the row reduced echelon form of of B is thus
() ) 010 1
rref(A) rref(A
B= rref(A)=10 0 1 %
0 0
00000

3. (16 points) Circle the words that correctly complete the following sentence:

(a) Suppose a 3 by 5 matrix A has rank r = 3. Then the equation Az =b
( always / sometimes but not always )

has ( a unique solution / many solutions / no solution ).

Solution: the equation Az =b ’always‘ has ’many solutions ‘

(b) What is the column space of A? Describe the nullspace of A.

Solution: ’The column space is a 3-dimensional space inside a 3-dimensional space |, i.e.

it contains all the vectors, and |the nullspace has dimension 5 — 3 = 2 > 0 inside R5.




4. Suppose that A is the matrix
2 1

A=16 5
2 4
(a) (10 points) Explain in words how knowing all solutions to Ax = b decides if a given
vector b is in the column space of A.
Solution: The column space of A contains all linear combinations of the columns of

A, which are precisely vectors of the form Ax for an arbitrary vector x. Thus,

’Ax = b has a solution if and only if b is in the column space of A |

8

(b) (14 points) Is the vector b = | 28 | in the column space of A?
14
Solution: . Reducing the matrix combining A and b gives
2 118 2 1|8 2 118
6 5|28 | = |0 2|4 |—]10 24
2 4|14 0 36 0 00

Thus, x = is a solution to Ax = b, and b is in the column space of A.
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1 (30 pts.)

Let A =

N O O
w o o

(a) (6 pts.) Circle the best answer: The column space of A is a
a. point c. plane d. three dimensional space. Explain very briefly.

‘The matrix has rank 1, seen by inspection or by elimination.

(b) (6 pts.) True or : The row space of A is a vector subspace of R3, i.e., consists of a col-
lection of vectors with three components that are closed under all linear combinations.

Explain very briefly.

The rowspace is a subspace of R?, collections of vectors with two components.

(c) (6 pts.) Circle the best answer:
a. Matrix A has full column rank.

b. Matrix A has full row rank.

‘c. Matrix A has neither full column rank nor full row rank. ‘

Explain very briefly.

| The rank is both smaller than than the number of rows and the number of columns. |




0

(d) (12 pts.) Let b= | 3| . Find the complete solution to Az = b.

1

The second column of A is free.

The particular solution is then z, =

The complete solution consists of all

1/2
0

1/2
0

+ T

. There is one special solution

vectors of the form

~3/2
1

~3/2
1




This page intentionally blank.



2 (23 pts.)

A is a square 3 X 3 matrix whose LU decomposition exists with no row exchanges. Carefully
provide a count of the exact number of operations required to compute the three parameters
l12,113 and ly3 of L and the six parameters of U. The questions below count first all the
divisions, then all the multiplications, and then all the subtractions that occur.

Avoid any unnecessary operations. (Operations on the elements being eliminated are unnec-

essary since that element’s ultimate fate is known to be 0.)

‘Note: Other answers maybe ok with explanation. ‘

(a) (5 pts.) We recall that computation of each multiplier /;; requires one division. The exact

number of divisions in the LU decomposition of our 3 x 3 A is .

‘Each of the three multipliers requires one division to compute. ‘

(b) (9 pts.) We recall that multipliers /;; multiply the jth row but only to the right of column .

The exact number of multiplications in the entire LU decomposition of our 3 x 3 A is

5=22 4 12

The first row(column) is the pivot row(column) for the first two eliminations. First
lo1 scales Ajp and Aj3 as a byproduct of the elimination of the (2,1) entry. Then I3,
also scales A, and A;3. By the time we have computed [3,, it multiplies the value
now in Ass.

In general, we phrased the question in a way that counted for the fact that no compu-

tation need occur in the first row or first column. The total number of multiplications

in general would then be (n — 1)% +... + 1.




(c) (9 pts.) We recall that after /;; does its job of multipying row j to the right of column i, we
subtract row j from row ¢ but only to the right of column ¢. The exact number of

subtractions in the entire LU decomposition of our 3 x 3 A is .

5=22 + 1. The subtraction count is always the same as the multiplication count.




3 (27 pts.)

A is a matrix which has two special solutions to Az = 0. All other solutions, we recall, are

linear combinations of the two special solutions. The two special solutions are

3
1
4| and
0
5

N =N O N

(a) (9 pts.) What is r =rank(A)? What is the dimension of the column space C'(A)? What is the

dimension of the nullspace N(A)? Very briefly explain your three numbers.

r = 3 = (5 columns)-(2 special solutions)

dim(C(A))=r =3

dim (N (A))=2=number of special solutions




(b) (9 pts.) B is a matrix that is the same as A except that its second row is

(row 2 of A)-(row 1 of A). What is a basis for the nullspace N(B)?

The two special solutions above, since N(B) = N(A).

(c) (9 pts.) C'is a matrix that is the same as A except that its second column is
(column 2 of A)-(column 1 of A). What is a basis for the nullspace N(C)? (Hint: If M
is invertible, it may be useful to know that if y is in N(C'), then M 'y isin N(CM).)

C = AM, where M is the matrix given in the hint. We recognize matrices such as
M. The inverse of M looks the same as M except the (2,1) entry is +1 not —1.
M~! takes a vector and replaces the first component with the sum of the first two

components. Thus the new basis consists of the multiplication of M ~1 times the
4

previous basis vectors: and

= N O N

1
4
0
b}




4 (20 pts.)
The next question concerns My, the 16 dimensional space of 4x4 real matrices.

(a) (10 pts.) True or . The twenty-four 4 x 4 permutation matrices are independent members
of M,? Explain briefly.

‘At most 16 members of this space can be independent because it is a 16 dimensional vector

(b) (10 pts.) True or The twenty-four 4x4 permutation matrices span M,? (Hint: is any row
sum possible?) Explain briefly.

To span the space, every matrix must be a linear combination of permulation matrices.
This is impossible. Why? Because every row of a permutation matrix sums to 1, so
every row of a linear combination of permutation matrices is the same. Try it! Thus

a matrix with different row sums can not be a linear combination of permutation

matrices.




This page intentionally blank.

10



18.06 Quiz 1 Professor Strang February 28, 2011

Your PRINTED name is

Your Recitation Instructor (and time) is

Instructors: (Pires)(Hezari)(Sheridan)(Yoo)

1. (a) By elimination find the rank of A and the pivot columns of A (in its column space)

1 4
A= 3 9
2 4 2

(b) Find the special solutions to Az = 0 and then find all solutions to Az = 0

3

(c) For which number b3 does Az = | 9 | have a solution?

bs

(e

Write the complete solution z (the general solution) with that value of bs.
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. Suppose A is a 3 by 5 matrix and the equation Ax = b has a solution for every . What
are (a)(b)(c)(d)? (If you don’t have enough information to answer, tell as much about the

answer as you can.)

- . Xn
(a) Column space of A Siwee A X =b =¥ b =x At | T . A.n |
th%@ Al"'An ale ‘{,’Lrﬁ Columng c'a'g 5&’\!) Qv.gyj b m ‘R 'S in C{,r‘i)
So ClA) = \R?‘

(b) Nullspace of A Since C(A) = [Rg S W heve I = 3 and Hﬂ%.fcﬁ
# free vodiddes - # Specia_Q 5;,5%!;:‘”,@3 = n-r=6-3 =2 .
Hence  N(A) is a plane  in [R5,
(c) Rank of A 3
By (a) C(AJ= R fherefae =3
We con alte aigue by Sa ing that r=m e we have

A a  constrajwt eu b .
(d) Rank of the 6 by 5 matrix B = ;

by » P A 4 § ¥
We can wSe  €hminag tien T ot

(AT — (%],

Buk {A] has  rane 3 . 7?1’3‘55’912”@ fonk(B) =3

O



3. (a) When an odd permutation matrix P, multiplies an even permutation matrix P, the

product P P, is od.d- (EXPLAIN WHY).
P applies on odd wnamber of row exchap 9ts to L angh P
applies o @ven  puwaber. Hence ]DE P, aﬂ;i;'eﬁ odd +even = odd
R iﬁ__mb{’i‘ aﬂi} Yow @x d’\fﬁ-k‘lﬂQQ . T

(b) If the columns of B are vectors in the nullspace of A, then AB is @)
(EXPLAIN WHY). Let B= [B].-- |Be] , wherg By,--.B are
'[‘kg cofttming a,f B. Since each By is in MNIA] We hawve AR =0 .
b A ol o] = ‘
T/ﬁdcnr AB = {Agaé --‘-=3Aﬁﬁ’&{m§=[o- ii"j‘“@

(c) If ¢ = 0, factor this matrix into A = LU (lower triangular times upper triangular):

matrizg

12 3
A=1149
1 8 ¢
(d) That matrix A is invertible unless ¢ = 21 [- \ . .-
\ 2 3 5 _\_R \ e ) g -n-,%P "
@)A: ";*"iimlpf@ 8. & _‘E«SLC’ 2 £
y & ¢ B"R‘%RE o & ¢-n © 6 ¢-2i
Hace A is invercible waless c-2i=o =\c =1
(& lem C=0 we. Be A = )t
1 © O [ A o
W\IH’,V@ L - \ \ o O\V\C’{L D”':: s 2 éﬁ |
| 3 | I @j
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1 (22 pts.)

01 1 01 1
Let A = 0 2 2 and M = 1 2 2

0 3 4 0 3 4

a) (5 pts.) Which are the pivot columns and which are the free columns of A ?

We subtract twice the first row from the second and three times the first row from the third
to find the row echelon form:

011

0 00

0 01

We see that the first column is free and the second and third columns are pivots.
b) (5 pts.) Which are the pivot columns and which are the free columns of M ?

We subtract twice the first row from the second and three times the first row from the third
to find the row echelon form:
011
1 00
0 01
We see that all three columns are pivot columns and thus there are no free columns.
b

c) (6 pts.) For which b = | b, | are there solutions to Az = b? For those b, write down

bs
the complete solution.

We form the augmented matrix:
011 b

02 2 b
0 3 4 by



As before, we subtract twice the first row from the second and three times the first row from
the third:

011 by

0 0 0 by—2b

0 0 1 bg—3b
We now find the reduced echelon form by subtracting the third row from the first:

0 1 0 4by—10bs
0 0 0 by—2b
0 0 1 bg—3b
The second row gives the equation 0 = by — 2b; so for Az = b to have solutions, we must

have bg = 2b1

The third row gives x3 = b3 — 3b;. The first row gives x5 = 4b; — bs.

1
The nullspace is 1-dimensional and by inspection we see that it contains 0 |, so the
0
general solution to Ax = b is
c
r =1 4by — b3 |
bs — 3Dy

where ¢ may be any real number.



by
d) (6 pts.) For which b= | b, | are there solutions to Mz = b? For those b, write down

bs
the complete solution.
Since M is square has no free columns, for any b there will be a solution to Mx = b. We

form the augmented matrix:

011 H
1 2 2 by
0 3 4 b3
As before, we subtract twice the first row from the second and three times the first row from
the third:
011 by
1 0 0 by—2h
0 0 1 bg—3b
We now find the reduced echelon form by subtracting the third row from the first:
0 1 0 4by—10bs
1 0 0 by—2h
0 0 1 bg—3b
The third equation gives x3 = by — 3by, the first equation gives x; = 4b; — b3, and the second

equation gives xo = by — 2b;.



2 (24 pts.)

Consider the vector space of polynomials of the form p(z) = ax® + bz* + cx + d. Are the fol-
lowing subspaces? Explain briefly in a way that we are sure you understand subspaces.Note:
We have written down the answers in detail to be pedagogical, but you didn’t need to write

so much.
a) (6 pts.) Those p(z) for which p(1) = 0.

This is a subspace, because any linear combination of polynomials of degree at most 3 with a
root at 1 is still a polynomial with degree at most 3 and a root at 1: let p(z) = fp1(x)+gp2(z)
where f, g are any real number, then p(1) = fpi(1) + gp2(1) = f -0+ g -0 = 0, as required.

b) (6 pts.) Those p(z) for which p(0) = 1.

This is not a vector space. One of many reasons is I can add two polynomials that have
value 1 at 0. Then they will have value 2 at 0. Hence we have exhibited a linear combination
of polynomials that are in the set which is not itself in the set. Hence this cannot be a

subspace.
¢) (6 pts.) Those p(x) for which a +b=c+d.

This is a subspace. Consider two polynomials in the set, say p;(z) = a;2% + bjz? + c;x + d;,
1 = 1,2. Then, since they are in the set, we know a; + b; = ¢; + d; for : = 1,2. Now take
any linear combination of those polynomials, say p(x) = fpi(x) + gpe(x). Writing p(x) all
out and rearranging terms, we get p(z) = ax® + bz® + cx + d, where a = a; + ag, b = by + by,
etc. Clearly now, using a; + b; = ¢; + d; for i = 1,2. we have a + b = ¢+ d. Hence p(z), or

in fact any linear combination of members of the set, is still in the set: we have a subspace.
d) (6 pts.) Those p(z) for which a? + b* = ¢* + d>.

This is not a subspace. You can guess from what we wrote down for ¢) that here, things
might go wrong. For example, take p;(z) = 2% + x and py(z) = —2® + z. Both of them are

in the set, but if you add them up you get p(z) = p1(x) + p2(x) = 2z, which is not in the

set.



3 (27 pts.)

a b
a) (9 pts.) Find an LU decomposition of the matrix A = , where we assume a # 0.

c 0
L is unit lower triangular (1’s on the diagonal) and U is upper triangular.

Use elimination. The upper-left entry a is our pivot, and we want to eliminate the ¢ just

below it, so subtract ¢/a times row 1 from row 2, to get

a b
U =
0 —bc/a
Our elimination matrix was
1 0
Ey =
—c/a 1
SO
. 1 0
L == E21 =
cla 1
We have A = LU for the above L and U.
0 a b
b) (9 pts.) Find a “PU” decomposition of the matrix A = ¢c d e |, where P is a
00 f

permutation matrix, and U is upper triangular.

The matrix A fails to be upper triangular because of the ¢ in the first column, so we swap

rows 1 and 2. Then A = PU, where

010 c d e
P = 1 0 0], U=1]10a b
0 01 00 f



(Note that in this case PA = U also, because P = P~!. However, the problem asked for an

A = PU decomposition, so just writing PA = U is not enough.)

i o ] a?+ b+ ad+be+cf
¢) (9 pts.) Find an “X’X” decomposition of the matrix A =

ad +be+cf d>+e*+ f?
The matrix X that you need to find satisfies A = X7 X, and need not be a square matrix.

By inspection, A = X7 X where X is the 3 x 2 matrix

c f

Many other matrices X would work, but why make things unnecessarily complicated?



4 (27 pts.)

Either construct a matrix A or argue that it is impossible, where the nullspace of A is exactly
the multiples of (1,1,1,1) and the dimensions (number of rows, number of columns) of A

are
a) (9 pts.) 2 x4

This is impossible. Indeed, a 2 by 4 matrix has rank at most 2 (the rank is the dimension
of the row space). We know that dimN(A) 4+ dimC(A) = 4, therefore, the dimension of the

null space is at least 2, but the problem requires the null space to have dimension 1.
b) (9 pts.) 3 x 4

This one is possible. Since the null space has dimension 1, the rank has to be 3. If we find a
rank 3 matrix having (1,1, 1,1) in its null space then it’s going to answer the problem. The

following matrix works :

1 00 -1
010 -1
001 -1

The ranks is 3 because there are 3 pivot columns and (1, 1,1,1) is in the null space because

the sum of the coefficients in each row is 0.
c) (9 pts.) 4 x4

Here we need a rank 3 matrix with (1,1,1,1) in its null space. One possible answer is :

1 00 -1
010 -1
001 -1
000 O
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18.06 Quiz 1 Professor Strang March 9, 2012

Please PRINT your name 1.
2.
Please Circle your Recitation: 3.
4.
rl T 11 4-159 Ailsa Keating
r2 T 11 36-153 Rune Haugseng
r3 T 12 4-159 Jennifer Park
4 T 12 36-153 Rune Haugseng
r5 T 1 4-153 Dimiter Ostrev
6 T 1 4-159 Uhi Rinn Suh
7 T 1 66-144 Ailsa Keating
r8 T 2 66-144 Niels Martin Moller
9 T 2 4-153 Dimiter Ostrev
rl0 ESG Gabrielle Stoy

1. (36 pts.) Suppose the 4 by 4 matrix A (with 2 by 2 blocks) is already reduced to its rref

I 31
0 0 |

(a) Find a basis for the column space C'(A).

form

(b) Describe all possible bases for C(A).

(c) Find a basis (special solutions are good) for the nullspace N(A).

(d) Find the complete solution x to the 4 by 4 system

Az

O O = Ut



Solution.

(a) The column space is spanned by the vectors (1,0, 0,0), (0, 1,0,0), (3,0,0,0), (0,3,0,0).
We then put them in a matrix and do a Gaussian elimination to find independent vectors.
This tells us that the basis for the column space is {(1,0,0,0), (0,1,0,0)}

(b) The column space can be described by

C(A) = {(z,4,0,0) | 2,y € R},
so the basis of C'(A) is the set of any two independent vectors (x1, 22,0, 0) and (z3, z4,0,0).
A= Ir1 I3
To X4
has full rank (in other words zyz4 — xoxs # 0 must hold).

(c) We observe that (3,0,—1,0) and (0,3,0,—1) are two independent vectors belonging

This means that the matrix

to the null space. Since the column space has dimension 2, the null space has dimension
4 — 2 =2, s0 any basis of N(A) has two elements. Hence, {(3,0,—1,0),(0,3,0,—1)} is a
basis for N(A).

(d) We start by looking for Zparticutar Via elimination. Note that the matrix is already in a
reduced row echelon form:

3 0
0 3
0 0

S = Ot

0
1
0
0

o O O =

0 0
S0 ZTparticutar = (5,4, 0,0). Then the complete solution is given by

o

€T = wparticular + xnullspace
= (5,4,0,0) + (3a, 3b, —a, —b)
= (5 + 3@, 4+ Sba —a, _b)

for any a,b € R.



2. (16 pts.) Suppose the matrix A is m by n of rank r, and the matrix B is M by N of rank
R. Suppose the column space C'(A) is contained in (possibly equal to) the column space
C(B). (This means that every vector in C'(A) is also in C(B).) What relations must hold
between m and M, n and N, and r and R?

It might be good to write down an example of A and B where all the columns are different.

Solution. The column space of A is contained in R™, and the column space of B is
contained in RM. If C(A) C C(B), this means they are contained in the same Euclidean
space, so M = m. The dimension of the column space is the rank of the matrix, so if
C(A) C C(B), this means dim C(A) < dim C(B), hence r < R. There are no relations
between N and n;n=Nif A=B, n< Nif B=[AA],andn > N if A= [B B|.

OJ



3. (a) (16 pts.) Suppose three matrices satisfy AB = C. If the columns of B are dependent,

show that the columns of C' are dependent.

(b) (12 pts.) If Ais 5 by 3 and B is 3 by 5, show using part (a) or otherwise that AB = I

is impossible.

Solution.  (a) The columns of B being dependent means by definition that there is

a vector x # 0 such that Bx = 0. But then we also have
Cx = (AB)x = A(Bx) = A(0) =0,

which means that the same x # 0 works to show that the columns of C' are
dependent.

(b) The columns of B are dependent, since these are five vectors in R3, and 5 > 3.
Thus, by part (a), the columns of AB must be dependent. However, columns of
I are independent, so AB can never equal . [Note: Switching the order matters
here. One can indeed find a 3 x 5 matrix A, and a 5 x 3 matrix B such that
AB = I is the 3 x 3 identity - hence any ”proof” that is insensitive to the order
of A and B must be flawed].



4. (20 pts.) Apply row elimination to reduce this invertible matrix from A to I. Then

write A~! as a product of three (or more) simple matrices coming from that elimination.

Multiply these matrices to find A~

01
A=11 0
4 0

[ s S

Solution. Swapping rows 1 and 2 corresponds to
010
P=1100
0 01

Subtracting 4 times row 1 from row 3 corresponds to

1 00
B3 = 0 10
—4 0 1

Subtracting row 3 from row 2 corresponds to

1 0 0
Eys = 01 -1
0 0 1

Putting them together, we get
1
EyEs1PA=1 0
0

o~ o
- | o
—_
| —_

S o
o = O
_ O O
o~ o
o O =
o O
o
Il
~

0 1 0
Hence, A~! = By P = | 1

0 -4 1

>~
|
—



18.06 Quiz 1 Professor Strang March 4, 2013

Please PRINT your name 1.

Please Circle your Recitation:

rl T 10 36-156 Russell Hewett

r2 T 11 36-153 Russell Hewett

r3 T 11 24-407 John Lesieutre

r4 T 12 36-153 Stephen Curran

r5 T 12 24-407 John Lesieutre

6 T 1 36-153 Stephen Curran

r7 T 1 36-144 Vinoth Nandakumar
r8 T 1 24-307 Aaron Potechin

r9 T 2 24-307 Aaron Potechin

rl0 T 2 36-144 Vinoth Nandakumar
rll T 3 36-144 Jennifer Park

(1.) (30 pts.) For a 3 by 3 matrix A, suppose all three multipliers ard,; = I3; = I3, = 3.
Each l; multiplies pivot row j when it is subtracted from rowi.

(a) Assuming no row exchanges, what i8, if elimination reaches

2 3
111

u:go 2 12?

0 0g

(b) In caseg = 0, the three columns ofA must be dependent. Find the nullspace (a
vector space) ofA.

(c) In caseg 6 0, what is the column space ofJ? What is the column space of the
original matrix A? How do you know?



