THE ENTROPY FUNCTION OF AN INvariant MEASuRE

NATHANAEEL ACKERMAN, CAMERON FREER, AND REHANA PATEL

ABSTRACT. Given a countable relational language $L$, we consider probability measures on the space of $L$-structures with underlying set $\mathbb{N}$ that are invariant under the logic action. We study the growth rate of the entropy function of such a measure, defined to be the function sending $n \in \mathbb{N}$ to the entropy of the measure induced by restrictions to $L$-structures on $\{0, \ldots, n-1\}$. When $L$ has finitely many relation symbols, all of arity $k \geq 1$, and the measure has a property called non-redundance, we show that the entropy function is of the form $Cn^k + o(n^k)$, generalizing a result of Aldous and Janson. When $k \geq 2$, we show that there are invariant measures whose entropy functions grow arbitrarily fast in $o(n^k)$, extending a result of Hatami–Norine. For possibly infinite languages $L$, we give an explicit upper bound on the entropy functions of non-redundant invariant measures in terms of the number of relation symbols in $L$ of each arity; this implies that finite-valued entropy functions can grow arbitrarily fast.
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1. Introduction

The information-theoretic notion of entropy captures the idea of the typical “uncertainty” in a sample of a given probability measure. An important class of probability measures in model theory, combinatorics, and probability theory are the $\text{Sym}(\mathbb{N})$-invariant measures on the space of structures, in a countable language, with underlying set $\mathbb{N}$. We call such measures \textit{invariant measures}, and consider the entropy of such measures.
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When the support of a probability measure is uncountable, as is usually the case for invariant measures, the entropy of the measure is infinite. But any such measure $\mu$ can be approximated by its projections to the spaces of structures on initial segments of $\mathbb{N}$. We define the entropy function of $\mu$ to be the function from $\mathbb{N}$ to $\mathbb{R} \cup \{\infty\}$ taking $n$ to the entropy of the measure induced by $\mu$ on structures with underlying set $\{0, \ldots, n-1\}$. In this paper, we study the growth of entropy functions.

The growth of the entropy function of an invariant measure has been studied by Aldous [Ald85, Chapter 15] in the setting of exchangeable arrays and by Janson [Jan13, §10 and §D.2] and Hatami–Norine [HN13, Theorem 1.1] in the case where the measure is concentrated on the space of graphs. The leading coefficient of the entropy function has been used to study large deviations for Erdős–Rényi random graphs and exponential random graphs in [CV11] and [CD13], and phase transitions in exponential random graphs in [RS13]. For additional results on the entropy functions of invariant measures concentrated on the space of graphs, see [HJS18].

Further, ergodic invariant measures are the focus of a project that treats them model-theoretically as a notion of “symmetric probabilistic structures”; see [AFP16], [AFNP16], [AFKwP17], [AFP17], and [AFKrP17]. The entropy function of such a measure is one gauge of its complexity.

In this paper, we primarily consider invariant measures, for a relational language, that are non-redundant, namely those that concentrate on structures in which a relation can hold of a tuple only when the tuple consists of distinct elements. In §1.2 we develop machinery for quantifier-free interdefinitions that allows us to show, in Proposition 1.21, that in the setting of countable languages, every entropy function of an invariant measure is the entropy function of some non-redundant invariant measure for a relational language.

In Section 2, we study the case of invariant measures for finite relational languages $L$ with all relations having the same arity $k \geq 1$. The Aldous–Hoover–Kallenberg theorem provides a representation, which we call an extended $L$-hypergraphon, of a non-redundant invariant measure for $L$. Our main technical result in this section, Theorem 2.7, establishes that the entropy function of the invariant measure corresponding to an extended $L$-hypergraphon $W$ grows like $Cn^k + o(n^k)$, where the constant $C$ can be calculated from $W$. When the invariant measure is concentrated on the space of graphs, Theorem 2.7 reduces to a result first observed by Aldous in [Ald85, Chapter 15], and also by Janson in [Jan13, Theorem D.5]. The proof of Theorem 2.7 follows closely that of Janson.

In Section 3 we consider invariant measures that arise via sampling from a Borel $k$-uniform hypergraph for $k \geq 2$. The entropy functions of such measures grow like $o(n^k)$, as we show in Lemma 3.2. We prove, in Theorem 3.5, that
for every function $\gamma(n) \in o(n^k)$ there is an invariant measure sampled from a Borel $k$-uniform hypergraph whose entropy function grows faster than $\gamma(n)$. Our theorem generalizes a result of Hatami–Norine [HN13, Theorem 1.1], who prove it in the case where $k = 2$ (hence where the Borel hypergraph is simply a Borel graph). Hatami–Norine’s proof analyzes the random graph obtained by subsampling from an appropriate “blow up” of the Rado graph, i.e., the unique countable homogeneous-universal graph. Our proof takes an analogous path, using the unique countable homogeneous-universal $k$-uniform hypergraph.

Finally, in Section 4 we consider invariant measures for countable languages that may be infinite. We provide an upper bound on the entropy functions of non-redundant invariant measures for a relational language, in terms of the number of relations of each arity. We do so by calculating the entropy function of a particular non-redundant invariant measure whose entropy function is maximal among those in a given language. This calculation also demonstrates that whereas the growth of the entropy function of an invariant measure for a finite language is polynomial, there are $\mathbb{R}$-valued entropy functions that grow arbitrarily fast.

1.1. Preliminaries. In this subsection, let $L$ be a countable language and let $n \in \mathbb{N} \cup \{\infty\}$.

For $n \in \mathbb{N}$, write $[n] := \{0, \ldots, n - 1\}$, and $[N] := \mathbb{N}$. Let $\text{Sym}(n)$ denote the collection of permutations of $[n]$.

For $k \in \mathbb{N}$, define $\mathcal{P}_{<k}(n) := \{Y \subseteq [n] : |Y| < k\}$ and $\mathcal{P}_k(n) := \{Y \subseteq [n] : |Y| = k\}$, and let $\mathcal{P}_{\leq k}(n) := \mathcal{P}_{<k}(n) \cup \mathcal{P}_k(n)$. We order each of these sets using shortlex order, i.e., ordered by size, with sets of the same size ordered lexicographically.

We write $\mathcal{L}_{\omega,\omega}(L)$ to denote the collection of first-order $L$-formulas. An $L$-theory is a collection of first-order $L$-sentences. A theory is $\Pi_1$ when every sentence is quantifier-free or of the form $(\forall \overline{x})\varphi(\overline{x})$ where $\overline{x}$ is a tuple of variables and $\varphi$ is quantifier-free. The maximum arity of $L$ is the maximum arity, when it exists, of a relation symbol or function symbol in $L$, where we consider constant symbols to be function symbols of arity 0.

Fix a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Suppose $(D, \mathcal{D})$ is a measurable space. A $D$-valued random variable $Z$, also called a random element in $D$, is an $(\mathcal{F}, \mathcal{D})$-measurable function $Z : \Omega \to D$. The distribution of $Z$ is the probability measure $\mathbb{P} \circ Z^{-1}$. Given an event $B \in \mathcal{D}$, we say that $B$ holds almost surely when $\mathbb{P}(B) = 1$, and abbreviate this a.s. Typically $B$ will be specified indirectly via some property of random variables; for example, we say that two random variables are equal a.s. when the subset of $\Omega$ on which they are equal has full measure. For a topological space $S$, let $\mathcal{P}(S)$ denote the space of Borel probability measures on $S$, with $\sigma$-algebra given by the weak topology. We use
the symbol $\bigwedge$ for conjunctions of probabilistic events, as well as for conjunctions of logical formulas. See [Kal02] for further background and notation from probability theory.

We write $\lambda$ to denote the uniform (Lebesgue) measure on $[0, 1]$ and on finite powers of $[0, 1]$. Suppose a variable $x$ takes values in some finite power of $[0, 1]$. We say that an expression involving $x$ holds almost everywhere, abbreviated a.e., when it holds of $x$ on all but a $\lambda$-null subset.

Let $\text{Str}_L(n)$ denote the collection of $L$-structures that have underlying set $[n]$. We will consider $\text{Str}_L(n)$ as a measure space with the $\sigma$-algebra generated by the topology given by basic clopen sets of the form

$$\{\mathcal{M} \in \text{Str}_L(n) : \mathcal{M} \models \varphi(x_0, \ldots, x_{\ell-1})\}$$

when $\varphi \in \mathcal{L}_{\omega_1\omega}(L)$ is a quantifier-free formula with $\ell$ free variables and $x_0, \ldots, x_{\ell-1} \in [n]$.

**Definition 1.1.** Suppose $\varphi \in \mathcal{L}_{\omega_1\omega}(L)$ has $\ell$ free variables and $r_0, \ldots, r_{\ell-1} \in [n]$. Define the extent (on $[n]$) of $\varphi(r_0, \ldots, r_{\ell-1})$ to be

$$\llbracket \varphi(r_0, \ldots, r_{\ell-1}) \rrbracket_{[n]} := \{\mathcal{M} \in \text{Str}_L(n) : \mathcal{M} \models \varphi(r_0, \ldots, r_{\ell-1})\}.$$ 

When $n = N$ we will sometimes omit the subscript $[n]$. For an $L$-theory $T$, define $[T]_{[n]} := \bigcap_{\rho \in T} [\rho]_{[n]}$.

There is a natural action of $\text{Sym}(n)$ on $\text{Str}_L(n)$ called the logic action, defined as follows: for $\sigma \in \text{Sym}(n)$ and $\mathcal{M} \in \text{Str}_L(n)$, let $\sigma \cdot \mathcal{M}$ be the structure $\mathcal{N} \in \text{Str}_L(n)$ for which

$$R^\mathcal{N}(r_0, \ldots, r_{k-1}) \quad \text{if and only if} \quad R^\mathcal{M}(\sigma^{-1}(r_0), \ldots, \sigma^{-1}(r_{k-1}))$$

for all relation symbols $R \in L$ and $r_0, \ldots, r_{k-1} \in n$, where $k$ is the arity of $R$, and similarly with constant and function symbols. Note that the orbit under the logic action of any structure in $\text{Str}_L(n)$ is its isomorphism class. By Scott’s isomorphism theorem, every such orbit is Borel. For more details on the logic action, see [Kec95, §16.C].

We say a probability measure $\mu$ on $\text{Str}_L(n)$ is invariant if it is invariant under the logic action of $\text{Sym}(n)$, i.e., if $\mu(B) = \mu(\sigma \cdot B)$ for every Borel $B \subseteq \text{Str}_L(n)$ and every $\sigma \in \text{Sym}(n)$. We call such a probability measure an invariant measure for $L$. An invariant measure $\mu$ is ergodic if $\mu(X) = 0$ or $\mu(X) = 1$ whenever $\mu(X \triangle \sigma(X)) = 0$ for all $\sigma \in \text{Sym}(N)$. Every ergodic invariant measure on $\text{Str}_L(n)$ is an extreme point in the simplex of invariant measures on $\text{Str}_L(n)$, and any invariant measure on $\text{Str}_L(n)$ can be decomposed as a mixture of ergodic ones (see [Kal05, Lemma A1.2 and Theorem A1.3]).

For $n \in \mathbb{N}$, any probability measure $\mu$ on $\text{Str}_L(\mathbb{N})$ induces a probability measure $\mu_n$ on $\text{Str}_L(n)$ such that for any Borel set $B \subseteq \text{Str}_L(n)$, we have

$$\mu_n(B) := \mu(\{\mathcal{M} \in \text{Str}_L(\mathbb{N}) : \mathcal{M}|_{[n]} \in B\}),$$
where $\mathcal{M}|_{[n]} \in \text{Str}_L(n)$ denotes the restriction of $\mathcal{M}$ to $[n]$. Further, by the Kolmogorov consistency theorem, $\mu$ is uniquely determined by the collection $(\mu_n)_{n \in \mathbb{N}}$.

Towards defining the entropy function of an invariant measure, we give the standard definition of the entropy of a probability measure. For this definition, we use the convention that $-0 \log_2(0) = 0$.

**Definition 1.2.** Let $\nu$ be a probability measure on a standard Borel space $S$, and let $A := \{s \in S : \nu(\{s\}) > 0\}$ be its (countable) set of atoms. If $\nu$ is purely atomic, i.e., $\nu(A) = 1$, then the entropy of $\nu$ is given by

$$h(\nu) := -\sum_{x \in A} \nu(\{x\}) \log_2(\nu(\{x\})) .$$

Otherwise, let

$$h(\nu) := \infty .$$

For any random variable $X$ with distribution $\nu$, define $h(X) := h(\nu)$.

**Definition 1.3.** The joint entropy of a pair of random variables $X$ and $Y$, written $h(X, Y)$, is defined to be the entropy of the joint distribution of $(X, Y)$. Similarly, $h(\langle X_i \rangle_{i \in I})$ is defined to be the entropy of the joint distribution of the sequence $\langle X_i \rangle_{i \in I}$.

**Definition 1.4.** Given random variables $X$ and $Y$, the conditional entropy of $X$ given $Y$, written $h(X \in \cdot | Y)$, is defined to be the function

$$y \mapsto h(P(X \in \cdot | Y = y)) .$$

We have defined the entropy of a random variable to be the entropy of its distribution. When the random variable takes values in a space of measures, instead of considering the entropy of the random variable directly, we sometimes need the random variable, defined below, that is obtained by taking the entropies of these measures themselves.

**Definition 1.5.** Suppose $\chi$ is a measure-valued random variable. The random entropy of $\chi$, written $H(\chi)$, is a random variable defined by

$$H(\chi)(\varpi) = h(\chi(\varpi)) .$$

for $\varpi \in \Omega$.

This notion allows us to define random conditional entropy.

**Definition 1.6.** Given random variables $X$ and $Y$, the random conditional entropy of $X$ given $Y$, written $H(X | Y)$, is defined by

$$H(X | Y) = H(E(X | Y)) ,$$

i.e., the random entropy of the random measure $E(X | Y)$, the conditional expectation of $X$ given $Y$. 

The following three lemmas are standard facts about entropy, which we will need later.

**Lemma 1.7** (see [CT06, Theorem 2.2.1]). For random variables $X$ and $Y$, we have
\[ h(X,Y) = h(X) + E(H(Y | X)). \]

**Lemma 1.8** (see [CT06, Theorem 2.6.5]). For random variables $X$ and $Y$, we have
\[ h(X) \geq E(H(X | Y)), \]
with equality if and only if $X$ and $Y$ are independent.

**Lemma 1.9** (see [CT06, Theorem 2.6.6]). Let $\langle X_i \rangle_{i \in I}$ be a sequence of random variables. Then
\[ h(\langle X_i \rangle_{i \in I}) \leq \sum_{i \in I} h(X_i), \]
with equality if and only if the $X_i$ are independent.

We now define the entropy function of an invariant measure on $\text{Str}_L(\mathbb{N})$.

**Definition 1.10.** Let $\mu$ be an invariant measure on $\text{Str}_L(\mathbb{N})$. The entropy function of $\mu$ is defined to be the function $\text{Ent}(\mu)$ from $\mathbb{N}$ to $\mathbb{R} \cup \{\infty\}$ given by
\[ \text{Ent}(\mu)(n) := h(\mu_n). \]

The following basic property of the entropy function is immediate.

**Lemma 1.11.** Let $\mu$ be an invariant measure on $\text{Str}_L(\mathbb{N})$. Then $\text{Ent}(\mu)$ is a non-decreasing function.

In this paper we will mainly be interested in invariant measures whose entropy functions take values in $\mathbb{R}$. The following lemma is immediate because in a finite language, there are only finitely many structures of each finite size.

**Lemma 1.12.** Suppose $L$ is finite, and let $\mu$ be an invariant measure on $\text{Str}_L(\mathbb{N})$. Then $\text{Ent}(\mu)$ is $\mathbb{R}$-valued.

In Section 4 we will strengthen this lemma by showing that there is a polynomial upper bound of $O(n^k)$ on $\text{Ent}(\mu)(n)$, where $k$ is the maximum arity of $L$.

The notion of non-redundance for an invariant measure, which we introduce next, will be key throughout this paper.

**Definition 1.13.** Suppose $L$ is relational. For each $R \in L$ define $\vartheta_R$ to be the formula
\[ (\forall x_0, \ldots, x_{k-1})(R(x_0, \ldots, x_{k-1}) \rightarrow \bigwedge_{i<j<k}(x_i \neq x_j)), \]
where \( k \) is the arity of \( R \). Define the \( \Pi_1 \) \( L \)-theory

\[
\text{Th}_{\text{nr}}(L) := \{ \varphi_R : R \in L \}.
\]

An \( L \)-structure \( \mathcal{M} \) is \textbf{non-redundant} when \( \mathcal{M} \models \text{Th}_{\text{nr}}(L) \). An invariant measure \( \mu \) on \( \text{Str}_L(\mathbb{N}) \) is \textbf{non-redundant} when

\[
\mu(\llbracket \text{Th}_{\text{nr}}(L) \rrbracket) = 1.
\]

For example, any \( k \)-uniform hypergraph is non-redundant, as is any directed graph without self-loops.

The following straightforward lemma provides conditions under which the entropy function takes values in \( \mathbb{R} \).

\textbf{Lemma 1.14.} Suppose \( L \) has finitely many relations of any given arity, and let \( \mu \) be a non-redundant invariant measure on \( \text{Str}_L(\mathbb{N}) \). Then for every \( n \in \mathbb{N} \) there is a finite set \( A_n \subseteq \text{Str}_L(n) \) such that \( \mu_n \) concentrates on \( A_n \). In particular, \( \text{Ent}(\mu)(n) \in \mathbb{R} \), and so \( \text{Ent}(\mu) \) is \( \mathbb{R} \)-valued.

In Section 4 we will consider the case of non-redundant invariant measures for a relational language, and will strengthen this lemma by providing an explicit upper bound on \( \text{Ent}(\mu)(n) \).

1.2. \textbf{Quantifier-free interdefinitions.} The notion of \textit{quantifier-free interdefinability}, which we define below, is a variant of the standard notion of interdefinability from the setting of \( \aleph_0 \)-categorical theories (see, e.g., [AZ86, §1]). It provides a method for translating invariant measures concentrated on the extent of a given \( \Pi_1 \) theory to invariant measures concentrated on the extent of a target \( \Pi_1 \) theory, in a way that preserves the entropy function. We use this machinery to show, in Proposition 1.21, that every entropy function of an invariant measure already occurs as the entropy function of a non-redundant invariant measure for a relational language.

Throughout this subsection, \( L_0 \) and \( L_1 \) will be countable languages, sometimes with further restrictions.

\textbf{Definition 1.15.} Suppose \( T_0 \) is an \( L_0 \)-theory and \( T_1 \) is an \( L_1 \)-theory. A \textbf{quantifier-free interdefinition} between \( T_0 \) and \( T_1 \) is a pair \( \Psi = (\Psi_0, \Psi_1) \) of maps

\[
\Psi_0 : \mathcal{L}_{\omega,\omega}(L_0) \rightarrow \mathcal{L}_{\omega,\omega}(L_1) \quad \text{and} \\
\Psi_1 : \mathcal{L}_{\omega,\omega}(L_1) \rightarrow \mathcal{L}_{\omega,\omega}(L_0)
\]
such that for \( j \in \{0,1\} \), the formula \( \Psi_j(\eta) \) is quantifier-free whenever \( \eta \in \mathcal{L}_{\omega,\omega}(L_{1-j}) \) is quantifier-free, and further,

\[
\begin{align*}
T_{1-j} &\vdash \Psi_j \circ \Psi_{1-j}(\rho) \leftrightarrow \rho, \\
T_{1-j} &\vdash \Psi_j(x = y) \leftrightarrow (x = y), \\
T_{1-j} &\vdash \neg \Psi_j(\chi) \leftrightarrow \Psi_j(\neg \chi), \\
T_{1-j} &\vdash \Psi_j(\chi \land \varphi) \leftrightarrow (\Psi_j(\chi) \land \Psi_j(\varphi)), \quad \text{and} \\
T_{1-j} &\vdash (\exists x) \Psi_j(\psi(x)) \leftrightarrow \Psi_j((\exists x)\psi(x))
\end{align*}
\]

for all \( \rho \in \mathcal{L}_{\omega,\omega}(L_{1-j}) \) and \( \chi, \varphi, \psi(x) \in \mathcal{L}_{\omega,\omega}(L_j) \), and such that the free variables of \( \Psi_j(\nu) \) are the same as those of \( \nu \) for every \( \nu \in \mathcal{L}_{\omega,\omega}(L_j) \).

For \( n \in \mathbb{N} \cup \{N\} \), the interdefinition \( \Psi \) induces maps \( \Psi_{j,n}^*: [T_j][n] \to [T_{1-j}][n] \) for \( j \in \{0,1\} \) satisfying, for any structure \( \mathcal{N} \models T_j \), tuple \( m \in n \), and formula \( \varphi \in \mathcal{L}_{\omega,\omega}(L_{1-j}) \),

\[
\Psi_{j,n}^*(\mathcal{N}) \models \varphi(m) \quad \text{if and only if} \quad \mathcal{N} \models \Psi_{1-j}(\varphi)(m).
\]

It is immediate that each \( \Psi_{j,n}^* \) is a bijection.

Quantifier-free interdefinitions between \( \Pi_1 \) theories preserve entropy functions, as we now show.

**Lemma 1.16.** Let \( \Psi = (\Psi_0, \Psi_1) \) be a quantifier-free interdefinition between a \( \Pi_1 \) \( L_0 \)-theory \( T_0 \) and a \( \Pi_1 \) \( L_1 \)-theory \( T_1 \). Suppose \( \mu \) is an invariant measure on \( \text{Str}_{L_0}(\mathbb{N}) \) concentrated on \( \mathbb{N}[T_0] \) and let \( \nu \) be the pushforward of \( \mu \) along \( \Psi_{0,N}^* \). Then \( \nu \) is an invariant measure on \( \text{Str}_{L_1}(\mathbb{N}) \) concentrated on \( \mathbb{N}[T_1] \), and \( \text{Ent}(\nu) = \text{Ent}(\mu) \).

**Proof.** It is immediate that \( \nu \) is an invariant measure on \( \text{Str}_{L_1}(\mathbb{N}) \) concentrated on \( \mathbb{N}[T_1] \), by the definition of pushforward and the fact that \( \Psi_{0,N}^* \) is a bijection between \( \mathbb{N}[T_0] \) and \( \mathbb{N}[T_1] \).

We will next show, for each \( n \in \mathbb{N} \), that there is a measure-preserving bijection between the atoms of \( \mu_n \) and the atoms of \( \nu_n \). By Definition 1.2, this will establish that \( h(\mu_n) = h(\nu_n) \) for each \( n \in \mathbb{N} \), and so \( \text{Ent}(\mu) = \text{Ent}(\nu) \).

Let \( n \in \mathbb{N} \). If \( \mathcal{M} \in \mathbb{N}[T_0][n] \) then \( \mathcal{M}_{[n]} \in \mathbb{N}[T_0][n] \), because \( \mu \) concentrates on \( \mathbb{N}[T_0][n] \) and \( T_0 \) is \( \Pi_1 \). Hence the measure \( \mu_n \) concentrates on \( \mathbb{N}[T_0][n] \). Similarly, \( \nu_n \) concentrates on \( \mathbb{N}[T_1][n] \). Therefore every atom of \( \mu_n \) is in \( \mathbb{N}[T_0][n] \) and every atom of \( \nu_n \) is in \( \mathbb{N}[T_1][n] \).

Write \( \nu_n^* \) for the pushforward of \( \mu_n \) along \( \Psi_{0,n}^* \). It is clear that \( \Psi_{0,n}^* \) is a measure-preserving bijection between the atoms of \( \mu_n \) and the atoms of \( \nu_n^* \). Let \( \mathcal{B} \) be an atom of \( \nu_n \); we have \( \mathcal{B} \in \mathbb{N}[T_1][n] \) because \( \nu_n(\mathcal{B}) > 0 \). We will show that \( \nu_n(\mathcal{B}) = \nu_n^*(\mathcal{B}) \).
Let $A = \Psi_{1,n}^*(B)$. For $N \in [T_1]_N$, by Definition 1.15 we have $N|_{[n]} = B$ if and only if $\Psi_{1,n}^*(N)|_{[n]} = A$. By this fact, the definitions of $\mu_n$, $\nu_n$, and pushforward, the surjectivity of $\Psi_{1,n}^*$, and the fact that $\mu$ and $\nu$ are concentrated on $[T_0]_N$ and $[T_1]_N$ respectively, we have

$$\nu_n(B) = \nu(\{N \in [T_1]_N : N|_{[n]} = B\})$$
$$= \nu(\{N \in [T_1]_N : \Psi_{1,n}^*(N)|_{[n]} = A\})$$
$$= \mu(\{M \in [T_0]_N : M|_{[n]} = A\})$$
$$= \mu_n(A).$$

But $\mu_n(A) = \nu_n^*(B)$ by the definition of pushforward. Hence $\nu_n(B) = \nu_n^*(B)$, as desired. □

Non-redundant invariant measures are defined only for relational languages. Hence towards showing, in Proposition 1.21, that every entropy function is the entropy function of a non-redundant invariant measure, we need a quantifier-free interdefinition between the empty theory in an arbitrary language and a particular $\Pi_1$ theory in a relational language. There is a standard such interdefinition that maps every function symbol to a relation symbol representing the graph of the function, but it entails an increase in arity, as each function symbol of arity $\ell$ is mapped to a relation symbol of arity $\ell + 1$.

While this standard interdefinition would suffice for our purposes in Proposition 1.21, here we provide a more parsimonious interdefinition, to highlight a connection with what is known about invariant measures for languages containing function symbols. Namely, using results from [AFP17], in Lemmas 1.18 and 1.19 we show how to avoid increasing the arity of symbols, by providing a quantifier-free interdefinition that replaces each function symbol of arity $\ell$ with finitely many relation symbols, each of arity $\ell$.

As we will see in Lemma 1.18, every invariant measure is concentrated on structures in which every function is a “selector”, sometimes called a “choice function”, i.e., a function for which the output is always one of the inputs. For example, the only unary selector is the identity function. We consider constant symbols to be 0-ary function symbols; observe that no constant is a selector.

**Definition 1.17.** Let $f \in L_0$ be a function symbol, and let $\ell$ be the arity of $f$. Define $\theta_f$ to be the sentence

$$\left(\forall x_0, \ldots, x_{\ell-1}\right)\left(\bigvee_{i \in [\ell]} f(x_0, \ldots, x_{\ell-1}) = x_i\right),$$

asserting that $f$ is a selector, and define the $\Pi_1 L_0$-theory

$$\text{Th}_{\text{sel}}(L_0) := \{\theta_f : f \in L_0 \text{ is a function symbol}\}.$$
Lemma 1.18. If \( \mu \) is an invariant measure on \( \text{Str}_{L_0}(\mathbb{N}) \) then \( \mu([\text{Th}_{\text{sel}}(L_0)]) = 1 \).

**Proof.** Let \( \nu \) be an ergodic invariant measure on \( \text{Str}_{L_0}(\mathbb{N}) \). By [AFP17, Lemma 2.4],

\[
\text{Th}(\nu) := \{ \varphi \in L_{\omega,\omega} : \nu([\varphi]) = 1 \},
\]

is a complete deductively-closed first-order theory. For a function symbol \( f \in L_0 \), if \( \neg \theta_f \in \text{Th}(\nu) \) then \( \text{Th}(\nu) \) has non-trivial definable closure, contradicting [AFP17, Proposition 6.1], and so we must have \( \theta_f \in \text{Th}(\nu) \).

Therefore \( \nu([\text{Th}_{\text{sel}}(L_0)]) = 1 \). Because \( \mu \) is a mixture of ergodic invariant measures \( \nu \), we also have \( \mu([\text{Th}_{\text{sel}}(L_0)]) = 1 \). \( \square \)

We now provide the desired quantifier-free interdefinition.

**Lemma 1.19.** Suppose \( L_1 \) is the relational language consisting of

- each relation symbol in \( L_0 \), along with
- a relation symbol \( E_{f,i} \) for each function symbol \( f \in L_0 \) and \( i \in [\ell] \), where \( \ell \) is the arity of \( f \).

Let \( T \) be the \( \Pi_1 L_1 \)-theory consisting of the sentences

\[
(\forall x_0, \ldots, x_{\ell-1}) \bigvee_{i \in [\ell]} E_{f,i}(x_0, \ldots, x_{\ell-1}),
\]

and

\[
(\forall x_0, \ldots, x_{\ell-1}) \bigwedge_{i < j \in [\ell]} \neg(E_{f,i}(x_0, \ldots, x_{\ell-1}) \land E_{f,j}(x_0, \ldots, x_{\ell-1})),
\]

for each function symbol \( f \in L_0 \), where \( \ell \) is the arity of \( f \).

Then there is a quantifier-free interdefinition \((\Psi_0, \Psi_1)\) between \( \text{Th}_{\text{sel}}(L_0) \) and \( T \).

**Proof.** For each relation symbol \( R \in L_0 \), let \( \Psi_1(R(x_0, \ldots, x_{k-1})) \) be the formula \( R(x_0, \ldots, x_{k-1}) \), where \( k \) is the arity of \( R \). For each function symbol \( f \in L_0 \) and \( i \in [\ell] \), let \( \Psi_1(E_{f,i}(x_0, \ldots, x_{\ell-1})) \) be the formula \( f(x_0, \ldots, x_{\ell-1}) = x_i \), where \( \ell \) is the arity of \( f \). It is easy to define the analogous map \( \Psi_0 \) and check that \((\Psi_0, \Psi_1)\) is a quantifier-free interdefinition between \( \text{Th}_{\text{sel}}(L_0) \) and \( T \). \( \square \)

Next we provide a quantifier-free interdefinition which, combined with the previous results, will allow us to prove Proposition 1.21.

**Lemma 1.20.** Suppose \( L_0 \) is relational. Then there is a countable relational language \( L_1 \) and a quantifier-free interdefinition \((\Psi_0, \Psi_1)\) between the empty \( L_0 \)-theory and the \( \Pi_1 L_1 \)-theory \( \text{Th}_{\text{sr}}(L_1) \).
Proof. For each relation symbol $R \in L_0$ and equivalence relation $E$ on $[k]$, where $k \in \mathbb{N}$ is the arity of $R$, we define the following. Let $\ell$ be the number of $E$-equivalence classes. Let $f_E : [k] \to [k]$ send each $i \in [k]$ to the least element of its $E$-equivalence class, and let $\langle y_0^E, \ldots, y_{\ell-1}^E \rangle$ be the increasing enumeration of the image of $f_E$. Let $R_E$ be an $\ell$-ary relation symbol and let

$$
\phi_E(x_0, \ldots, x_{k-1}) := R_E(x_{f_E(0)}, \ldots, x_{f_E(k-1)}) \land \bigwedge_{i,j \in [k]} x_i = x_j \land \bigwedge_{i,j \in [k]} x_i \neq x_j.
$$

Define $L_1$ to be the collection of all such symbols $R_E$. Recall the $\Pi_1$ theory $\text{Th}_{\text{nr}}(L_1)$, as defined in Definition 1.13.

Define the map $\Psi_0$ on atomic $L_0$-formulas by

$$
\Psi_0(R(x_0, \ldots, x_{k-1})) := \bigvee_{E \text{ is an equivalence relation on } [k]} \phi_E(x_0, \ldots, x_{k-1}),
$$

for each $R \in L_0$, where $k$ is the arity of $R$. Define the map $\Psi_1$ on atomic $L_1$-formulas by

$$
\Psi_1(R_E(x_0, \ldots, x_{\ell-1})) := R(f_E(0), \ldots, f_E(\ell-1))
$$

for each $R_E \in L_1$, where $\ell$ is the arity of $R_E$. Extend $\Psi_0$ and $\Psi_1$ to all formulas in $L_{\omega,\omega}(L_0)$ and $L_{\omega,\omega}(L_1)$, respectively, in the natural way.

Observe that for any $\mathcal{M} \in \text{Str}_{L_0}(\mathbb{N})$, the $L_1$-structure $\Psi^*_{0,\mathbb{N}}(\mathcal{M})$ is non-redundant, and conversely, every non-redundant structure in $\text{Str}_{L_1}(\mathbb{N})$ is in the image of $\Psi^*_{0,\mathbb{N}}$. One can check that $(\Psi_0, \Psi_1)$ is a quantifier-free interdefinition between the empty $L_0$-theory and $\text{Th}_{\text{nr}}(L_1)$.

We can now show that every entropy function is the entropy function of some non-redundant invariant measure.

**Proposition 1.21.** Let $\mu$ be an invariant measure on $\text{Str}_{L_0}(\mathbb{N})$. Then there is a countable relational language $L_1$ and a non-redundant invariant measure $\nu$ on $\text{Str}_{L_1}(\mathbb{N})$ such that $\text{Ent}(\mu) = \text{Ent}(\nu)$. Further, if $L_0$ is finite and of maximum arity $k$, then so is $L_1$.

**Proof.** Recall the $\Pi_1 L_0$-theory $\text{Th}_{\text{sol}}(L_0)$ from Definition 1.17. First observe by Lemma 1.18 that $\mu([\text{Th}_{\text{sol}}(L_0)]) = 1$. By Lemma 1.19 there is a quantifier-free interdefinition $(\Psi_0, \Psi_1)$ between $\text{Th}_{\text{sol}}(L_0)$ and some $\Pi_1$ theory $T$ in a countable relational language $L'$. When $L_0$ is finite and of maximum arity $k$, so is $L'$.

By Lemma 1.20 there is a countable relational language $L_1$, and a quantifier-free interdefinition $\Theta = (\Theta_0, \Theta_1)$ between the empty $L'$-theory and the $\Pi_1 L_1$-theory $\text{Th}_{\text{nr}}$. It is easy to see from Definition 1.15 that $\Theta$ is also a quantifier-free interdefinition between $T$ and its image $\Theta_0(T)$, which is a $\Pi_1 L_1$-theory. Again, when $L'$ is finite and of maximum arity $k$, so is $L_1$. 

By two applications of Lemma 1.16, there is an invariant measure $\nu$ on $\text{Str}_{L_1}(\mathbb{N})$ that is concentrated on $[\Theta_0(T)]$ and that satisfies $\text{Ent}(\mu) = \text{Ent}(\nu)$. Finally, $\nu$ is non-redundant because $\Theta_0(T)$ contains $\Theta_{\text{nr}}$.

2. INVARIANT MEASURES ARISING FROM EXTENDED $L$-HYPERGRAPHONS

In this section we study the growth of entropy functions of non-redundant invariant measures for a finite relational language $L$ whose relation symbols all have the same arity $k \geq 1$. By a variant of the Aldous–Hoover–Kallenberg theorem, these invariant measures are precisely the ones that arise as the distribution of a certain random $L$-structure $G(\mathbb{N}, W)$, where $W$ is a type of measurable function called an extended $L$-hypergraphon. In Theorem 2.7 we express the growth of the entropy function of $G(\mathbb{N}, W)$ in terms of $W$. This result generalizes a theorem of Aldous [Ald85, Chapter 15] and Janson [Jan13, Theorem D.5], and our argument mirrors that of Janson. As an immediate consequence of Theorem 2.7 and the Aldous–Hoover–Kallenberg theorem, we see in Corollary 2.8 that the entropy function of any non-redundant invariant measure for $L$ is $O(n^k)$.

For the rest of this section, fix $k \geq 1$ and let $L$ be a finite relational language all of whose relations have arity $k$.

We will define an extended $L$-hypergraphon to be a probability kernel from $[0, 1]^\Psi_{<k}(k)$ to a space of quantifier-free $k$-types, satisfying a specific coherence condition.

Definition 2.1. A complete non-redundant quantifier-free $L$-type with free variables $x_0, \ldots, x_{k-1}$ is a maximal consistent collection of atomic formulas or negations of atomic formulas containing $\{x_i \neq x_j : i < j < k\}$, and whose free variables are all contained in $\{x_0, \ldots, x_{k-1}\}$.

Let $q^\text{nr}_L$ be the space of complete non-redundant quantifier-free $L$-types with free variables $x_0, \ldots, x_{k-1}$, where a subbasic clopen set consists of complete non-redundant quantifier-free $L$-types containing a given atomic formula or negated atomic formula all of whose free variables are contained in $\{x_0, \ldots, x_{k-1}\}$.

Note that every complete non-redundant quantifier-free $L$-type in the above sense implies a complete quantifier-free $L_{\omega_1, \omega}(L)$-type.

In the next definition, we introduce the notion of an extended $L$-hypergraphon. As we describe below, this generalizes the standard notion of a hypergraphon [Lov12, §23.3], which is a higher-arity version of a graphon.

The definition of extended $L$-hypergraphon involves a coherence condition, specified in terms of an action of $\text{Sym}(k)$. In Definition 2.5, we describe how an extended $L$-hypergraphon gives rise to a distribution on $L$-structures by determining, for each $k$-tuple of elements, the distribution on its quantifier-free
type. The coherence condition ensures that the order in which the \( k \)-tuple is specified does not affect the resulting distribution on its quantifier-free type.

Consider the action of \( \text{Sym}(k) \) on \( qf_{L}^{\text{nr}} \) given by

\[
\sigma \cdot u = \{ \varphi(x_{\sigma(i_0)}, \ldots, x_{\sigma(i_{\ell - 1})}) : \varphi(x_{i_0}, \ldots, x_{i_{\ell - 1}}) \in u \text{ and } \ell \leq k \}
\]

for \( \sigma \in \text{Sym}(k) \) and \( u \in qf_{L}^{\text{nr}} \). Note that this action of \( \text{Sym}(k) \) extends to \( \mathcal{P}(qf_{L}^{\text{nr}}) \) in the natural way, namely,

\[
(\sigma \cdot \nu)(B) = \nu(\{ \sigma \cdot u : u \in B \})
\]

for \( \nu \in \mathcal{P}(qf_{L}^{\text{nr}}) \) and Borel \( B \subseteq qf_{L}^{\text{nr}} \).

**Definition 2.2.** An extended \( L \)-hypergraphon is a measurable map

\[
W : [0, 1]^{\mathcal{P}_{<k}(k)} \to \mathcal{P}(qf_{L}^{\text{nr}})
\]

such that for any \( \langle x_{F} \rangle_{F \in \mathcal{P}_{<k}(k)} \in [0, 1]^{\mathcal{P}_{<k}(k)} \) and \( \sigma \in \text{Sym}(k) \),

\[
W(\langle x_{\sigma(F)} \rangle_{F \in \mathcal{P}_{<k}(k)}) = \sigma \cdot W(\langle x_{F} \rangle_{F \in \mathcal{P}_{<k}(k)}).
\]

The next technical lemma and definitions show how an extended \( L \)-hypergraphon \( W \) gives rise to a random non-redundant \( L \)-structure \( G(\mathbb{N}, W) \) whose distribution is an invariant measure on \( \text{Str}_{L}(\mathbb{N}) \).

The following is a special case of a standard result from probability theory about the randomization of a kernel.

**Lemma 2.3** (see [Kal02, Lemma 3.22]). Let \( W : [0, 1]^{\mathcal{P}_{<k}(k)} \to \mathcal{P}(qf_{L}^{\text{nr}}) \) be an extended \( L \)-hypergraphon. There is a measurable function \( W_{*} : [0, 1]^{\mathcal{P}_{<k}(k)} \times [0, 1] \to qf_{L}^{\text{nr}} \) such that whenever \( \zeta \) is a uniform random variable in \( [0, 1] \), then for all \( t \in [0, 1]^{\mathcal{P}_{<k}(k)} \), the random variable \( W_{*}(t, \zeta) \) has distribution \( W(t) \).

Definition 2.4 introduces notation that we will use throughout this section and the next.

**Definition 2.4.** Let \( \mathfrak{n} \in \mathbb{N} \cup \{ \mathbb{N} \} \), and suppose \( n \geq k \) (when \( n \in \mathbb{N} \)). Let \( J \in 
mathcal{P}_{k}(\mathfrak{n}) \), and let \( \tau_{J} : [k] \to J \) be the unique increasing bijection from \( [k] \) to \( J \). Define \( \hat{X}_{J} \) to be the sequence \( \langle X_{\tau_{J}(F)} \rangle_{F \in \mathcal{P}_{<k}(k)} \) consisting of terms of the form \( X_{I} \), where \( I \) is from \( \mathcal{P}_{<k}(\mathfrak{n}) \).

Recall that \( L \) consists of relation symbols all of arity \( k \), and so in order to define a non-redundant \( L \)-structure, it suffices to describe the complete quantifier-free type of every strictly increasing \( k \)-tuple in the structure.

**Definition 2.5.** Let \( W \) be an extended \( L \)-hypergraphon and \( \mathfrak{n} \in \mathbb{N} \cup \{ \mathbb{N} \} \), and suppose \( n \geq k \) (when \( n \in \mathbb{N} \)).

- Define \( M(\mathfrak{n}, W) : [0, 1]^{\mathcal{P}_{\leq k}(\mathfrak{n})} \to \text{Str}_{L}(\mathfrak{n}) \) to be the map such that for all \( \langle x_{D} \rangle_{D \in \mathcal{P}_{\leq k}(\mathfrak{n})} \in [0, 1]^{\mathcal{P}_{\leq k}(\mathfrak{n})} \) and every \( J \in \mathcal{P}_{k}(\mathfrak{n}) \), the quantifier-free type of the tuple \( \langle \tau_{J}(0), \ldots, \tau_{J}(k - 1) \rangle \) in the \( L \)-structure \( M(\mathfrak{n}, W)(\langle x_{D} \rangle_{D \in \mathcal{P}_{\leq k}(\mathfrak{n})}) \) is \( W^{*}(\hat{X}_{J}, x_{J}) \).
Let \( \langle \zeta_D \rangle_{D \in \Psi_{\leq k}(n)} \) be an i.i.d. sequence of uniform random variables in \([0, 1]\). Define \( G(n, W) \) to be the random \( L \)-structure \( M(n, W)((\zeta_D)_{D \in \Psi_{\leq k}(n)}) \).

For \( J \in \Psi_k(n) \), define the random variable \( E^W_J := W^* (\hat{\zeta}_J, \zeta_J) \).

In summary, \( G(n, W) \) is the random \( L \)-structure with underlying set \([n]\) whose quantifier-free \( k \)-types are given by the random variables \( E^W_J \) for \( J \in \Psi_k(n) \). It is easy to check that the distribution of \( G(n, W) \) does not depend on the specific choice of i.i.d. uniform \( \langle \zeta_D \rangle_{D \in \Psi_{\leq k}(n)} \) or on the specific function \( W^* \) satisfying Lemma 2.3.

Observe that for an extended \( L \)-hypergraphon \( W \), the distribution of \( G(N, W) \) is a probability measure on \( \text{Str}_L(N) \) that is invariant because \( \langle \zeta_D \rangle_{D \in \Psi_{\leq k}(N)} \) is i.i.d., and is non-redundant because \( W^* \) takes values in \( q_{fr}^L \).

In fact, as Theorem 2.6 asserts, every non-redundant invariant measure on \( \text{Str}_L(N) \) arises from some \( W \) in this way; this result is a variant of the usual Aldous–Hoover–Kallenberg theorem, and is a specialization of [Ack15, Theorem 2.37].

**Theorem 2.6** (Aldous–Hoover–Kallenberg theorem). A non-redundant probability measure \( \mu \) on \( \text{Str}_L(N) \) is invariant under the action of \( \text{Sym}(N) \) if and only if \( \mu \) is the distribution of \( G(N, W) \) for some extended \( L \)-hypergraphon \( W \).

For more details on the usual Aldous–Hoover–Kallenberg theorem, which is stated in terms of exchangeable arrays, see [Kal05, Chapter 7] and the historical notes to that chapter. There is an essentially equivalent statement, in terms of hypergraphons, that provides a correspondence between hypergraphons (of arity \( k \)) and ergodic invariant measures on the space of \( k \)-uniform graphs (see [DJ08] and [Aus08]). The version that we have stated above in Theorem 2.6 provides an analogous correspondence between extended \( L \)-hypergraphons and non-redundant invariant measures on \( \text{Str}_L(N) \). Note that, unlike those invariant measures that arise from hypergraphons, the ones arising in Theorem 2.6 can in general be mixtures of ergodic invariant measures, and can be concentrated on structures that include multiple relations (though finitely many, of the same arity) which need not be symmetric.

In fact, we could have defined extended \( L \)-hypergraphons, and then described the associated sampling procedure \( G(N, W) \) and stated the Aldous–Hoover–Kallenberg theorem, for the even more general case that does not stipulate non-redundance. However, the invariant measure resulting from the sampling procedure would then be sensitive to measure 0 changes in the extended \( L \)-hypergraphon, unlike the situation for standard hypergraphons or the usual Aldous–Hoover–Kallenberg representation, and so we have restricted our definitions and results to the non-redundant case.
Using the machinery we have developed above, we can now prove the main theorems of this section. By Theorem 2.6, in order to study the entropy function of a non-redundant invariant measure on $\text{Str}_L(\mathbb{N})$, we may ask for a suitable extended $L$-hypergraphon $W$ and then analyze the entropy function of $G(\mathbb{N}, W)$. In Theorem 2.7, we consider such a $G(\mathbb{N}, W)$, and express the leading term of its entropy function as a function of $W$. As a consequence, in Corollary 2.8, we obtain bounds on the entropy function of a non-redundant invariant measure for $L$.

The proof of Theorem 2.7 closely follows that of [Jan13, Theorem D.5].

**Theorem 2.7.** Fix an extended $L$-hypergraphon $W$. Then

$$\lim_{n \to \infty} \frac{\text{Ent}(G(\mathbb{N}, W))(n)}{|\mathcal{P}_k(n)|} = \int h(W(\hat{\zeta}[k])) \, d\lambda(\hat{\zeta}[k]).$$

In particular, $\text{Ent}(G(\mathbb{N}, W))(n) = Cn^k + o(n^k)$ for some constant $C$.

**Proof.** Observe that for all $n \in \mathbb{N}$, we have $\text{Ent}(G(\mathbb{N}, W))(n) = h(G(n, W))$. We first show a lower bound on $h(G(n, W))$ for all $n \geq k$. For $J \in \mathcal{P}_k(n)$, the random variables $E_J^W$ are independent conditioned on $\langle \zeta_I \rangle_{I \in \mathcal{P}_{<k}(n)}$ and so, as the conditional entropy of conditionally independent random variables is additive, we have

$$H(G(n, W) \mid \langle \zeta_I \rangle_{I \in \mathcal{P}_{<k}(n)}) = \sum_{J \in \mathcal{P}_k(n)} H(E_J^W \mid \langle \zeta_I \rangle_{I \in \mathcal{P}_{<k}(n)})$$

$$= \sum_{J \in \mathcal{P}_k(n)} H(E(W(\hat{\zeta}_J) \mid \langle \zeta_I \rangle_{I \in \mathcal{P}_{<k}(n)}))$$

$$= \sum_{J \in \mathcal{P}_k(n)} H(W(\hat{\zeta}_J))$$

a.s., where the last equality follows from the fact that every random variable in the sequence $\hat{\zeta}_J$ occurs within $\langle \zeta_I \rangle_{I \in \mathcal{P}_{<k}(n)}$.

By Lemma 1.8, and then taking expectations of the first and last terms in the previous chain of equalities, we have

$$h(G(n, W)) \geq \mathbb{E}(H(G(n, W) \mid \langle \zeta_I \rangle_{I \in \mathcal{P}_{<k}(n)}))$$

$$= \sum_{J \in \mathcal{P}_k(n)} \mathbb{E}(H(W(\hat{\zeta}_J))).$$

Because the distribution of the random variable $\hat{\zeta}_J$ is the same for all $J \in \mathcal{P}_k(n)$, we have
\[
\sum_{J \in \mathfrak{P}_k(n)} \mathbb{E}(H(W(\hat{\zeta}_J))) = |\mathfrak{P}_k(n)| \cdot \mathbb{E}(H(W(\hat{\zeta}_{[k]})))
= |\mathfrak{P}_k(n)| \cdot \int h(W(\hat{\zeta}_{[k]})) \, d\lambda(\hat{\zeta}_{[k]}).
\]

This equation, together with the previous inequality, yields
\[
\frac{h(G(n,W))}{|\mathfrak{P}_k(n)|} \geq \int h(W(\hat{\zeta}_{[k]})) \, d\lambda(\hat{\zeta}_{[k]}).
\]

Now we show an upper bound on \(h(G(n,W))\) for all \(n \geq k\). Let \(r \in \mathbb{N}\) be positive.

For \(I \in \mathfrak{P}_{<k}(n)\), define \(Y_I := \lfloor r \cdot \zeta_I \rfloor\), so that \(Y_I = \ell\) precisely when \(\frac{\ell}{r} \leq \zeta_I < \frac{\ell + 1}{r}\). Then by Lemma 1.7, we have
\[
h(G(n,W)) \leq h(G(n,W), \langle Y_I \rangle_{I \in \mathfrak{P}_{<k}(n)})
= h(\langle Y_I \rangle_{I \in \mathfrak{P}_{<k}(n)}) + \mathbb{E}(H(G(n,W) \mid \langle Y_I \rangle_{I \in \mathfrak{P}_{<k}(n)})
\]

The first term in this last expression is straightforward to calculate; we have
\[
h(\langle Y_I \rangle_{I \in \mathfrak{P}_{<k}(n)}) = |\mathfrak{P}_{<k}(n)| \cdot \log_2(r),
\]
as the \(Y_I\) are uniformly distributed on \([r]\) and independent (because the \(\zeta_I\) are i.i.d. uniform on \([0,1]\)).

We next calculate the second term; we will show that
\[
\mathbb{E}(H(G(n,W) \mid \langle Y_I \rangle_{I \in \mathfrak{P}_{<k}(n)}) = |\mathfrak{P}_k(n)| \cdot \int h(W_r(\hat{\zeta}_{[k]})) \, d\lambda(\hat{\zeta}_{[k]}).
\]

By (the standard conditional extension of) Lemma 1.9, we have
\[
H(G(n,W) \mid \langle Y_I \rangle_{I \in \mathfrak{P}_{<k}(n)}) \leq \sum_{J \in \mathfrak{P}_k(n)} H(E^W_{\hat{J}} \mid \langle Y_I \rangle_{I \in \mathfrak{P}_{<k}(n)})
= \sum_{J \in \mathfrak{P}_k(n)} H(E^W_{\hat{J}} \mid \hat{Y}_J)
\]
a.s., where the last equality follows from the fact that the only random variables in \(\langle \zeta_I \rangle_{I \in \mathfrak{P}_{<k}(n)}\) on which a given \(E^W_{\hat{J}}\) depends are those among \(\hat{\zeta}_J\).

Given a function \(\alpha : \mathfrak{P}_{<k}(k) \to [r]\), define
\[
w_r(\alpha) := r|\mathfrak{P}_{<k}(k)| \cdot \int W(\hat{\zeta}_{[k]}) \cdot \prod_{F \in \mathfrak{P}_{<k}(k)} \mathbb{I}_{[\frac{\alpha(F)}{r}, \frac{\alpha(F)+1}{r})} (z_F) \, d\lambda(\hat{\zeta}_{[k]}),
\]
where \( \mathbb{1}_S \) denotes the characteristic function of a set \( S \) (in this case, a half-open interval). Observe that
\[
w_r(\alpha) = \mathbb{E}
\begin{pmatrix}
W(\hat{\zeta}[k]) \\
\bigwedge_{F \in \mathcal{P}_{<k}(k)} Y_F = \alpha(F)
\end{pmatrix}
\]
a.s. (We may form this conditional expectation because the set of signed measures on \( \mathcal{P}_{\mathbb{R}} \) is a Banach space, and hence integration on this space is well-defined.)

For \( \hat{\zeta}[k] \in [0, 1]^{\mathcal{P}_{<k}(k)} \), define \( \beta_{\hat{\zeta}[k]}: \mathcal{P}_{<k}(k) \to [r] \) by \( \beta_{\hat{\zeta}[k]}(F) = [r \cdot z_F] \) for \( F \in \mathcal{P}_{<k}(k) \), and let \( W_r(\hat{\zeta}[k]) := w_r(\beta_{\hat{\zeta}[k]}) \). Observe that while we have defined continuum-many instances of \( \beta_{\hat{\zeta}[k]} \), they range over the merely finitely many functions from \( \mathcal{P}_{<k}(k) \) to \([r]\). Further note that \( W_r \) is a step function, and that as \( r \to \infty \), the function \( W_r \) converges to \( W \) pointwise a.e. We can think of \( W_r \) as the result of discretizing \( W \) along blocks of width \( 1/r \).

Recall the function \( \tau_J \) defined in Definition 2.4. For any \( J \in \mathcal{P}_{\mathbb{R}}(n) \), we have
\[
\mathbb{P}
\begin{pmatrix}
E^W_J \\
\bigwedge_{F \in \mathcal{P}_{<k}(k)} Y_{\tau_J(F)} = \beta_{\hat{\zeta}[k]}(F)
\end{pmatrix}
= \mathbb{E}
\begin{pmatrix}
W(\hat{\zeta}[k]) \\
\bigwedge_{F \in \mathcal{P}_{<k}(k)} Y_{\tau_J(F)} = \beta_{\hat{\zeta}[k]}(F)
\end{pmatrix}
= \mathbb{E}
\begin{pmatrix}
W(\hat{\zeta}[k]) \\
\bigwedge_{F \in \mathcal{P}_{<k}(k)} Y_F = \beta_{\hat{\zeta}[k]}(F)
\end{pmatrix}
= w_r(\beta_{\hat{\zeta}[k]})
\]
a.s., because \( \tau_J \) is a bijection from \([k]\) to \( J \) and the distribution of the random variable \( \hat{\zeta}[k] \) is the same as that of \( \hat{\zeta}[k] \). Therefore
\[
h\left(E^W_J \\
\bigwedge_{F \in \mathcal{P}_{<k}(k)} Y_{\tau_J(F)} = \beta_{\hat{\zeta}[k]}(F)
\right) = h(w_r(\beta_{\hat{\zeta}[k]})).
\]

Summing both sides over all possible choices of \( \beta_{\hat{\zeta}[k]} \), we have
\[
\sum_{\alpha: \mathcal{P}_{<k}(k) \to [r]} h\left(E^W_J \\
\bigwedge_{F \in \mathcal{P}_{<k}(k)} Y_{\tau_J(F)} = \alpha(F)
\right) = \sum_{\alpha: \mathcal{P}_{<k}(k) \to [r]} h(w_r(\alpha)).
\]

As before,
\[
H(E^W_J \mid \{Y_I\}_{I \in \mathcal{P}_{<k}(n)}) = H(E^W_J \mid \{\hat{Y}_J\}).
\]

One can directly show that
\[
\mathbb{E}\left(H(E^W_J \mid \{\hat{Y}_J\})\right) = r^{-|\mathcal{P}_{<k}(k)|} \sum_{\alpha: \mathcal{P}_{<k}(k) \to [r]} h\left(E^W_J \\
\bigwedge_{F \in \mathcal{P}_{<k}(k)} Y_{\tau_J(F)} = \alpha(F)
\right).
\]
Hence
\[
\mathbb{E}\left(H\left(E_{f_j}^W \mid \langle Y_I \rangle_{I \in \mathcal{P}_{<k}(n)}\right)\right) = r^{-|\mathcal{P}_{<k}(k)|} \cdot \sum_{\alpha : \mathcal{P}_{<k}(k) \rightarrow \{r\}} h(w_r(\alpha))
\]
\[
= \int h(W_r(\tilde{z}[k])) \, d\lambda(\tilde{z}[k]).
\]
But once again by (an extension of) Lemma 1.9, we have
\[
\mathbb{E}\left(H\left(G(n, W) \mid \langle Y_I \rangle_{I \in \mathcal{P}_{<k}(n)}\right)\right) \leq \sum_{J \in \mathcal{P}_{k}(n)} \mathbb{E}\left(H\left(E_{f_j}^W \mid \langle Y_I \rangle_{I \in \mathcal{P}_{<k}(n)}\right)\right)
\]
\[
= |\mathcal{P}_{k}(n)| \cdot \int h(W_r(\tilde{z}[k])) \, d\lambda(\tilde{z}[k]).
\]
Putting together our two calculations, we obtain
\[
h(G(n, W)) \leq |\mathcal{P}_{<k}(n)| \cdot \log_2(r) + |\mathcal{P}_{k}(n)| \cdot \int h(W_r(\tilde{z}[k])) \, d\lambda(\tilde{z}[k]).
\]
Hence for each positive \(r\), we have
\[
\frac{h(G(n, W))}{|\mathcal{P}_{k}(n)|} \leq \frac{|\mathcal{P}_{<k}(n)|}{|\mathcal{P}_{k}(n)|} \cdot \log_2(r) + \int h(W_r(\tilde{z}[k])) \, d\lambda(\tilde{z}[k]),
\]
and so
\[
\limsup_{n \to \infty} \frac{h(G(n, W))}{|\mathcal{P}_{k}(n)|} \leq \int h(W_r(\tilde{z}[k])) \, d\lambda(\tilde{z}[k]).
\]
Letting \(r \to \infty\), recall that \(W_r \to W\) a.e., and so by the dominated convergence theorem, we have
\[
\limsup_{n \to \infty} \frac{h(G(n, W))}{|\mathcal{P}_{k}(n)|} \leq \int h(W(\tilde{z}[k])) \, d\lambda(\tilde{z}[k]).
\]
Combining our lower and upper bounds, we have
\[
\lim_{n \to \infty} \frac{h(G(N, W))}{|\mathcal{P}_{k}(n)|} = \int h(W(\tilde{z}[k])) \, d\lambda(\tilde{z}[k]),
\]
as desired.
Finally, because \(\lim_{n \to \infty} \frac{|\mathcal{P}_{k}(n)|}{n^k} = 1\), we have
\[
\text{Ent}(G(N, W))(n) = Cn^k + o(n^k),
\]
where \(C = \int h(W(\tilde{z}[k])) \, d\lambda(\tilde{z}[k])\). \(\square\)

As a corollary, we obtain a bound on the growth of entropy functions of non-redundant invariant measures for \(L\).

**Corollary 2.8.** Let \(\mu\) be a non-redundant invariant measure on \(\text{Str}_L(N)\). Then
\[
\text{Ent}(\mu)(n) = Cn^k + o(n^k)
\]
for some constant \(C\). In particular, \(\text{Ent}(\mu)(n) = O(n^k)\).
Proof. By Theorem 2.6 there is some extended \( L \)-hypergraphon \( W \) such that \( \mu \) is the distribution of the random \( L \)-structure \( G(\mathbb{N}, W) \). Its entropy function \( \text{Ent}(\mu) \) is of the desired form by Theorem 2.7. \( \square \)

3. INVARIANT MEASURES SAMPLED FROM A BOREL HYPERGRAPH

We have seen in Corollary 2.8 that for a finite relational language \( L \) all of whose relation symbols have the same arity \( k \geq 1 \), the entropy function of an invariant measure on \( \text{Str}_L(\mathbb{N}) \) is of the form \( Cn^k + o(n^k) \), where \( C \) is a constant depending on the invariant measure. In this section we consider the situation where \( C = 0 \).

For \( k = 1 \), consider an invariant measure \( \mu \) on \( \text{Str}_L \), and let \( W \) be an extended \( L \)-hypergraphon such that \( \mu \) is the distribution of \( G(\mathbb{N}, W) \). By Theorem 2.7, we have \( \text{Ent}(\mu)(n) = Cn + o(n) \), where \( C = \int h(W(z_0)) \, d\lambda(z_0) \). Suppose \( C = 0 \). Then \( h(W(z_0)) = 0 \) for a.e. \( z_0 \), and so \( W(z_0) \) is a point mass a.e. Hence \( G(\mathbb{N}, W) \) is a random \( L \)-structure where every element of \( \mathbb{N} \) has the same quantifier-free 1-type, a.s. Therefore \( \mu \) is a mixture of finitely many point masses, and \( \text{Ent}(\mu)(n) \) is a constant that does not depend on \( n \). In summary, for \( k = 1 \), the only possible entropy functions of sublinear growth are the constant functions.

Theorem 3.5, the main result of this section, states that in contrast, for \( k > 1 \), Corollary 2.8 is tight in the sense that for any given function \( \gamma \) that is \( o(n^k) \), there is some non-redundant invariant measure whose entropy function is \( o(n^k) \) but grows faster than \( \gamma \). As discussed in the introduction, this result is a generalization of [HN13, Theorem 1.1], and the arguments in this section closely follow their proof.

For the rest of this section, fix \( k \geq 2 \) and let \( L \) be the language of \( k \)-uniform hypergraphs, i.e., \( L = \{ E \} \) where \( E \) is a \( k \)-ary relation symbol.

A \( k \)-uniform hypergraph is a non-redundant \( L \)-structure satisfying

\[
\bigwedge_{\sigma \in \text{Sym}(k)} (\forall x_0, \ldots, x_{k-1}) \left( E(x_0, \ldots, x_{k-1}) \leftrightarrow E(x_{\sigma(0)}, \ldots, x_{\sigma(k-1)}) \right),
\]

and we call the instantiation of \( E \) its edge set.

By a Borel hypergraph, we mean a \( k \)-uniform hypergraph \( \mathcal{M} \) whose underlying set is \([0, 1]\) and such that for any atomic formula \( \varphi \) in the language of hypergraphs, the set \( \{ \bar{a} \in \mathcal{M} : \mathcal{M} \models \varphi(\bar{a}) \} \) of realizations of \( \varphi \) in \( \mathcal{M} \) is Borel.

Any extended \( L \)-hypergraphon \( W \) yields a non-redundant invariant measure, namely the distribution of the random \( L \)-structure \( G(\mathbb{N}, W) \). We say that \( W \) induces a Borel hypergraph when this invariant measure can be obtained by sampling a random subhypergraph of some Borel hypergraph, as we make precise in Definition 3.1. We will see, in Lemma 3.2, that when \( W \) induces a Borel hypergraph, it yields an invariant measure whose entropy function is \( o(n^k) \).
The main construction of this section, in Theorem 3.5, builds non-redundant invariant measures of arbitrarily high growth within \( o(n^k) \) by sampling from certain extended \( L \)-hypergraphons that induce Borel hypergraphs.

Observe that there are only two non-redundant quantifier-free \( k \)-types in \( L \) that are consistent with the theory of \( k \)-uniform hypergraphs. Let \( u\top, u\perp \in qf_{nr}^L \) be the unique non-redundant quantifier-free types containing $\bigwedge_{\sigma \in \text{Sym}(k)} E(x_{\sigma(0)}, \ldots, x_{\sigma(k-1)})$ and

\[ \bigwedge_{\sigma \in \text{Sym}(k)} \neg E(x_{\sigma(0)}, \ldots, x_{\sigma(k-1)}), \]

respectively, and let \( \delta\top, \delta\perp \in \mathcal{P}(qf_{nr}^L) \) be the respective point masses concentrated on them.

Recall from Definition 2.4 that $\hat{x}_{[k]}$ denotes the tuple of variables $\langle x_I \rangle_{I \in \mathcal{P} <k>(k)}$.

**Definition 3.1.** We say that an extended \( L \)-hypergraphon $W: [0, 1]^{\Psi_{<k}(k)} \to \mathcal{P}(qf_{nr}^L)$ induces a Borel hypergraph if

- for a.e. pair of sequences $\hat{x}_{[k]}, \hat{y}_{[k]}$ of elements of $[0, 1]$ with $x_{\{i\}} = y_{\{i\}}$ for all $i \in [k]$, we have $W(\hat{x}_{[k]}) = W(\hat{y}_{[k]})$, and
- for a.e. sequence $\hat{x}_{[k]}$ of elements of $[0, 1]$, the distribution $W(\hat{x}_{[k]})$ is either $\delta\top$ or $\delta\perp$.

It follows that an extended \( L \)-hypergraphon $W$ induces a Borel hypergraph precisely when there is a Borel hypergraph $B$ such that $W(\hat{x}_{[k]})$ is a point mass concentrated on the quantifier-free type of $\langle x_{\{0\}}, \ldots, x_{\{k-1\}} \rangle$ in $B$. In this case we say that $W$ induces the Borel hypergraph $B$.

The notion of an extended \( L \)-hypergraphon inducing a Borel hypergraph is closely related, in the case $k = 2$, to that of a graphon being random-free. A graphon is a symmetric Borel function from $[0, 1]^2$ to $[0, 1]$; as described in [LS10] and [Jan13], it is called random-free when it is $\{0, 1\}$-valued a.e. Every graphon gives rise to a random undirected graph on $\mathbb{N}$ whose distribution is an invariant measure. For $k = 2$, an extended \( L \)-hypergraphon $W$ that yields an invariant measure concentrated on undirected graphs can be expressed as a mixture of invariant measures, each obtained via a graphon. In the case where such a $W$ corresponds to a single graphon, $W$ induces a Borel hypergraph precisely when the corresponding graphon is random-free.

The notion of a random-free graphon also essentially appeared, in the context of separate exchangeability, in work of Aldous in [Ald81, Proposition 3.6] and [Ald85, (14.15) and p. 133], and Diaconis–Freedman [DF81, (4.10)]. Further, Kallenberg [Kal99] describes, for all $k \geq 2$, the similar notion of a simple array; this corresponds to our notion of inducing a Borel hypergraph, in the case
where the distribution of the simple array is ergodic. Random-free graphons arise as well in [PV10] and [AFP16, §6.1], which consider invariant measures that are concentrated on a given orbit of the logic action.

Theorem 2.7 implies that any extended $L$-hypergraphon $W$ yields an invariant measure whose entropy function is $O(n^k)$. Observe that there are extended $L$-hypergraphons achieving this upper bound, i.e., that yield an invariant measure whose entropy function is $\Omega(n^k)$. For example, one can directly calculate that the Erdős–Rényi extended $L$-hypergraphon given by the constant function

$$W_{\text{ER}}(\hat x[k]) = \text{Uniform}\left\{u_\top, u_\bot\right\}$$

satisfies $\text{Ent}(G(N, W_{\text{ER}}))(n) = \binom{n}{k}$.

However, we now show that this growth rate cannot be achieved for an extended $L$-hypergraphon that induces a Borel hypergraph.

**Lemma 3.2.** Let $W$ be an extended $L$-hypergraphon, and suppose $W$ induces a Borel hypergraph. Then $\text{Ent}(G(N, W))(n) = o(n^k)$.

**Proof.** Because $W$ induces a Borel hypergraph, it takes the value $\delta_\top$ or $\delta_\bot$ a.e. But $h(\delta_\top) = h(\delta_\bot) = 0$, and so $\int h(W(\hat z[k])) \, d\lambda(\hat z[k]) = 0$. Hence by Theorem 2.7, we have $\text{Ent}(G(N, W))(n) = o(n^k)$. $\square$

As noted previously, Aldous [Ald85] and Janson [Jan13] have versions of Theorem 2.7 for $k = 2$. They also observe that their respective results immediately imply that a random-free graphon yields an invariant measure with entropy function that is $o(n^2)$; their proofs are similar to that of Lemma 3.2. Their setting involves working with graphons, which yield ergodic invariant measures. Under the restriction of ergodicity, it is easily seen that the converse of Lemma 3.2 holds for $k = 2$, as noted by Janson [Jan13, Theorem 10.16].

In contrast, the converse of Lemma 3.2 itself does not hold, as our notion of extended $L$-hypergraphon allows for ones that yield non-ergodic invariant measures. For example, consider the extended $L$-hypergraphon

$$W_{\square}(\hat x[k]) = \begin{cases} \delta_\top & \text{if } x_\emptyset < \frac{1}{2}, \\ \delta_\bot & \text{otherwise}. \end{cases}$$

Define the extended $L$-hypergraphons $W_{\square}(\hat x[k]) = \delta_\top$ and $W_{\square}(\hat x[k]) = \delta_\bot$, which each induce a Borel hypergraph. The random hypergraph $G(N, W_{\square})$ is the complete hypergraph or the empty hypergraph, each with probability $\frac{1}{2}$, and so its distribution is a non-trivial mixture of the distributions of $G(N, W_{\square})$ and $G(N, W_{\square})$, hence a non-ergodic invariant measure. The extended $L$-hypergraphon $W_{\square}$ does not induce a Borel hypergraph as it depends on the variable $x_\emptyset$, yet the entropy function of $G(N, W_{\square})$ is $o(n^k)$. 


But in fact, for $k \geq 3$, there is a more interesting obstruction to a converse of Lemma 3.2, even among extended $L$-hypergraphons that yield ergodic invariant measures. The following example for $k = 3$ (which is easily generalized to larger values of $k$) makes fundamental use of the variables indexed by pairs from $[3]$, and yet also yields an invariant measure whose entropy function is $o(n^3)$:

$$W_\Delta(\hat{x}_{[3]}) = \begin{cases} 
\delta_\top & \text{if } x_{\{0,1\}} < \frac{1}{2} \text{ and } x_{\{0,2\}} < \frac{1}{2} \text{ and } x_{\{1,2\}} < \frac{1}{2}, \\
\delta_\perp & \text{otherwise.}
\end{cases}$$

The random hypergraph $G(\mathbb{N}, W_\Delta)$ can be thought of as first building a “virtual” Erdős–Rényi graph with independent 2-edge probabilities $\frac{1}{2}$, then adding a 3-edge for each triangle existing in the graph, and then throwing away the virtual 2-edges. (For more about this example, see [Aus08, p. 92] and [Lov12, Example 23.11].)

In Lemma 3.2, we established that any extended $L$-hypergraphon $W$ that induces a Borel hypergraph is such that the entropy function of $G(\mathbb{N}, W)$ is $o(n^k)$. We now proceed to show that there are such $W$ for which the growth of $\text{Ent}(G(\mathbb{N}, W))(n)$ is arbitrarily close to $n^k$.

We first define a kind of “blow up” that creates an extended $L$-hypergraphon from a countably infinite $L$-structure. We will use this notion in Lemma 3.4. Blow ups are a standard technique for expanding a countable structure into a continuum-sized structure that has a positive-measure worth of “copies” of each point from the original. (See, e.g., the use of step function graphons in [Lov12].)

**Definition 3.3.** Let $\mathcal{M} \in \text{Str}_L(\mathbb{N})$ and let $\pi : [0, 1] \to \mathbb{N}$ be a Borel map such that $\lambda(\pi^{-1}(i)) > 0$ for all $i \in \mathbb{N}$. The **$\pi$-blow up of $\mathcal{M}$** is defined to be the extended $L$-hypergraphon $W : [0, 1]^\mathcal{M} \to \{\delta_\top, \delta_\perp\}$ given by

$$W(\vec{x}_{[k]}) = \begin{cases} 
\delta_\top & \text{if } \mathcal{M} \models E(\pi(x_{[0]}), \pi(x_{[1]}), \ldots, \pi(x_{[k-1]})), \\
\delta_\perp & \text{otherwise.}
\end{cases}$$

Observe that such a $W$ induces a Borel hypergraph, as on every input it outputs either the value $\delta_\top$ or $\delta_\perp$, and it depends only on the variables $x_{[0]}, x_{[1]}, \ldots, x_{[k-1]}$.

In particular, $W$ induces the Borel hypergraph $\mathcal{B}$ with underlying set $[0, 1]$ given by:

$$\mathcal{B} \models E(x_0, x_1, \ldots, x_{k-1})$$

if and only if

$$\mathcal{M} \models E(\pi(x_0), \pi(x_1), \ldots, \pi(x_{k-1})).$$
Hence we can think of $\pi^{-1}$ as a Borel partition of the unit interval into positive measure pieces, such that each element of $\mathcal{M}$ is “blown up” into a piece of the partition in $\mathcal{B}$, and each piece of the partition arises in this way.

Next, we proceed to construct an extended $L$-hypergraphon $W$ that yields an invariant measure whose entropy function has the desired growth. Analogously to Hatami–Norine [HN13], we let $W$ be the blow up of a particular countably infinite structure, the Rado $k$-hypergraph, a well-known generalization of the transversal-uniform graph used in [HN13]. The Rado $k$-hypergraph is the countable homogeneous-universal $k$-uniform hypergraph, namely, the unique (up to isomorphism) countable $k$-uniform hypergraph satisfying the so-called “Alice’s restaurant” axioms. These axioms state that for any possible way of extending a finite induced subhypergraph of the Rado $k$-hypergraph by one vertex to obtain a $k$-uniform hypergraph, there is some element of the Rado $k$-hypergraph that realizes this extension.

We now describe an inductive construction of an instantiation $\mathcal{R}_k$ of the Rado $k$-hypergraph, with underlying set $\mathbb{N}$. At each stage $\ell \in \mathbb{N}$ we define a finite set $A_\ell$ of new vertices, which we call generation $\ell$, and build a $k$-uniform hypergraph $G_\ell$ with underlying set $V_\ell := \bigcup_{j \leq \ell} A_j$.

Stage 0: Let $A_0 := \{0\}$ consist of a single vertex, and let $G_0$ be the empty hypergraph with vertex set $V_0 = A_0$.

Stage $\ell > 0$: Let $A_\ell$ consist of one new vertex $a_X$ for each subset $X$ of unordered $(k - 1)$-tuples from $V_{\ell-1}$, with the elements of $A_\ell$ chosen to be the consecutive least elements of $\mathbb{N}$ not yet used. Let $G_\ell$ be the $k$-uniform hypergraph on vertex set $V_\ell = V_{\ell-1} \cup A_\ell$ whose edges are those of $G_{\ell-1}$ along with, for each such $X$ and every unordered tuple $d \in X$, an edge consisting of $a_X$ and the $k - 1$ vertices in $d$.

Define $\mathcal{R}_k$ to be the union of the hypergraphs $G_\ell$, i.e., the hypergraph with vertex set $\bigcup_{\ell \in \mathbb{N}} V_\ell$ and edge set $\bigcup_{\ell \in \mathbb{N}} E^{G_\ell}$. Observe that $\mathcal{R}_k$ is a $k$-uniform hypergraph with underlying set $\mathbb{N}$ that satisfies the Alice’s restaurant axioms: Given a finite induced subhypergraph $D$ of $\mathcal{R}_k$, all one-vertex extensions of $D$ are realized in stage $\ell + 1$, for any $\ell$ such that $V_\ell$ contains the vertices of $D$.

The following lemma, which we will use in the proof of Theorem 3.5, provides a lower bound on the entropy function of a random hypergraph sampled from a blow up of $\mathcal{R}_k$ in the case where elements of $\mathcal{R}_k$ belonging to the same generation get blown up to sets of equal measure. Both the statement and proof of the lemma are directly analogous to those of [HN13, Lemma 2.1].

Recall from Definition 2.5 that $\langle \zeta_D \rangle_{D \in \mathcal{P}_{\leq k}(\mathbb{N})}$ is the collection of i.i.d. uniform random variables in $[0, 1]$ in terms of which the random $L$-structure $G(\mathbb{N}, W)$ is defined.
Lemma 3.4. Let $\pi : [0, 1] \to \mathbb{N}$ be a Borel map such that $\lambda(\pi^{-1}(i)) > 0$ for all $i \in \mathbb{N}$, and let $W$ be a $\pi$-blow up of $\mathcal{R}_k$. Suppose that $\lambda(\pi^{-1}(a)) = \lambda(\pi^{-1}(b))$ for all $\ell \in \mathbb{N}$ and $a, b \in A_\ell$. Then for all $n \in \mathbb{N}$ and $\rho : [n] \to \mathbb{N}$, we have

$$H\left( G(n, W) \mid \bigwedge_{j \in [n]} \pi(\zeta_{(j)}) \in A_{\rho(j)} \right) \geq H\left( G(S, W) \mid \bigwedge_{j \in S} \pi(\zeta_{(j)}) \in A_{\rho(j)} \right).$$

a.s.

Proof. Let $S \subseteq [n]$ be maximal such that $\rho$ is injective on $S$, and write $G(S, W)$ to denote the random induced substructure of $G(n, W)$ with underlying set $S$. Then

$$H\left( G(n, W) \mid \bigwedge_{j \in [n]} \pi(\zeta_{(j)}) \in A_{\rho(j)} \right) \geq H\left( G(S, W) \mid \bigwedge_{j \in S} \pi(\zeta_{(j)}) \in A_{\rho(j)} \right).$$

Consider the random measure

$$\mathbb{E}\left( G(S, W) \mid \bigwedge_{j \in S} \pi(\zeta_{(j)}) \in A_{\rho(j)} \right).$$

Since $W$ is a blow up of $\mathcal{R}_k$, the random hypergraph $G(S, W)$ is a $|S|$-element sample with replacement from $\mathcal{R}_k$, with the vertices relabeled by $S$. By the injectivity of $\rho$, the condition in (†) constrains the elements of $G(S, W)$ to be obtained from distinct generations of $\mathcal{R}_k$, which implies that the random distribution on hypergraphs given by (†) is actually sampled from $\mathcal{R}_k$ without replacement a.s.

Further, each $\zeta_{(j)}$ is uniform, and $\pi^{-1}$ assigns sets of equal measure to vertices in $\mathcal{R}_k$ of the same generation. So (†) is a.s. the distribution of the random hypergraph $Q$ with underlying set $S$ obtained by, for each $j \in S$, uniformly selecting a vertex of $\mathcal{R}_k$ from among those in generation $\rho(j)$, and taking the edges induced from $\mathcal{R}_k$.

Let $\ell \in \mathbb{N}$, and consider a subset $U \subseteq V_\ell$. Write $T$ for the set of unordered $(k - 1)$-tuples from $U$. Suppose $\ell' > \ell$. For every subset $X \subseteq T$, exactly a $2^{-|T|}$-fraction of the vertices in $A_{\ell'}$ form an edge with every $(k - 1)$-tuple in $X$ and with no $(k - 1)$-tuple in $T \setminus X$. For a vertex $v$ selected uniformly at random from $A_{\ell'}$, let $G_{U,v}$ be the (not necessarily induced) random subhypergraph of $G_{\ell'}$ that has vertex set $U \cup \{v\}$ and whose edges are those in $G_{\ell'}$ that consist of $v$ along with $k - 1$ vertices from $U$. Then $G_{U,v}$ is equally likely to be any of the hypergraphs with vertex set $U \cup \{v\}$ whose edges all include $v$.

For each $j \in S$, define $S_j := \{i \in S : \rho(i) < \rho(j)\}$, and let $Q_j$ be the (not necessarily induced) random subhypergraph of $Q$ that has vertex set $S_j \cup \{j\}$ and whose edges are those in $Q$ that consist of $j$ along with $k - 1$ vertices from $S_j$. Then for each $j \in S$, the random hypergraph $Q_j$ is equally likely to be any given hypergraph $F_j$ with vertex set $S_j \cup \{j\}$ all of whose edges
include \( j \). Further, for any choice of hypergraphs \( \{ F_j : j \in S \} \) as above, the events \( Q_j \equiv F_j \) for \( j \in S \) are independent because the random variables \( \zeta_{(j)} \) are independent.

Now, for any hypergraph \( F \) with underlying set \( S \), we can write \( F \) as the union, over \( j \in S \), of the subhypergraph of \( F \) that has vertex set \( S_j \cup \{ j \} \) and whose edges are those in \( F \) consisting of \( j \) along with \( k-1 \) vertices from \( S_j \). We therefore see that \( Q \) is equally likely to be any hypergraph on vertex set \( S \).

In summary, the random distribution (†) is a.s. the uniform measure on \( k \)-uniform hypergraphs with underlying set \( S \). Hence

\[
H\left(G(S,W) \mid \bigwedge_{j \in S} \pi(\zeta_{(j)}) \in A_{\rho(j)}\right) = \left(\frac{|S|}{k}\right)
\]
a.s., establishing the lemma. \( \square \)

We now prove the main result of this section, which asserts that the entropy function of an invariant measure can have arbitrarily large growth rate within \( o(n^k) \). This result is a higher-arity version of [HN13, Theorem 1.1], and its proof proceeds via the same steps. We include the proof here (with appropriately modified parameters and notation) for completeness.

**Theorem 3.5.** Suppose \( \gamma : \mathbb{N} \to [0,1] \) is a function such that \( \lim_{n \to \infty} \gamma(n) = 0 \). Then there is an extended \( L \)-hypergraphon \( W \) that induces a Borel hypergraph and is such that \( \text{Ent}(G(\mathbb{N},W))(n) = o(n^k) \) and \( \text{Ent}(G(\mathbb{N},W))(n) = \Omega(\gamma(n) \cdot n^k) \).

**Proof.** We will define a Borel map \( \pi : [0,1] \to \mathbb{N} \) satisfying \( \lambda(\pi^{-1}(i)) > 0 \) for all \( i \in \mathbb{N} \) in such a way that the \( \pi \)-blow up of \( R_k \), which we denote by \( W \), has the desired properties.

By the observation that follows Definition 3.3, if \( \lambda(\pi^{-1}(i)) > 0 \) for all \( i \in \mathbb{N} \), then the \( \pi \)-blow up \( W \) induces a Borel hypergraph, and so by Lemma 3.2, we have \( \text{Ent}(G(\mathbb{N},W))(n) = o(n^k) \). Hence it suffices to construct \( \pi \) satisfying \( \lambda(\pi^{-1}(i)) > 0 \) for all \( i \in \mathbb{N} \) in such a way that \( \text{Ent}(G(\mathbb{N},W))(n) = \Omega(\gamma(n) \cdot n^k) \).

For positive \( r \in \mathbb{N} \), define

\[
g_r := \max\left\{ 2^{r+3k} \cup \{ n \in \mathbb{N} : \gamma(n) > 2^{-(r+1)k-3k-1_k-k-1} \} \right\}.
\]

Note that \( \lim_{n \to \infty} \gamma(n) = 0 \) and so for each \( r \) there are only finitely many \( n \) such that \( \gamma(n) > 2^{-(r+1)k-3k-1_k-k} \); hence \( g_r \) is well-defined.

Observe that for all \( n \geq g_1 + 1 \), the inequalities

\[
n > 2^{r+2}k \quad \text{and} \quad \gamma(n) \leq 2^{-rk-3k-1_k-k} \quad (\ast)
\]
hold when \( r = 1 \). The remainder of the proof establishes that for all such \( n \), we have \( \text{Ent}(G(\mathbb{N},W))(n) \geq n^k \cdot \gamma(n) \).
Fix \( n \geq g_1 + 1 \). We have seen that there is at least one \( r \) satisfying \((*)\); on the other hand, there are only finitely many choices of \( r \) for which \((*)\) holds. Let \( q \) be the largest such \( r \). Then either \( n < 2^{q+3}k \) or \( \gamma(n) > 2^{-(q+1)k-3k-1}k^{-k} \), and so \( n \leq g_q \) by the definition of \( g_q \).

For each \( r \geq 1 \), define
\[
\Gamma_r := \{ \ell \in \mathbb{N} : \sum_{i=1}^{r-1} g_i \leq \ell < \sum_{i=1}^{r} g_i \},
\]
so that \( \{\Gamma_r\}_{r \geq 1} \) is a partition of \( \mathbb{N} \). For every \( \ell \in \Gamma_r \), let \( \alpha_{\ell} := \frac{1}{g_r^{2r}} \). Observe that for each \( r \geq 1 \), we have \( |\Gamma_r| = g_r \), and so \( \sum_{\ell \in \mathbb{N}} \alpha_{\ell} = 1 \).

As a consequence, there is a Borel map \( \pi : [0, 1] \to \mathbb{N} \) such that for all \( a \in \mathbb{R}^k \), we have
\[
\lambda(\pi^{-1}(a)) = \frac{\alpha_{\ell}}{|A_{\ell}|}
\]
where \( \ell \) is such that \( a \in A_{\ell} \). In other words, vertices in \( \mathcal{R}_k \) of the same generation \( A_{\ell} \) are blown up to sets of the same positive measure, and the entire generation \( A_{\ell} \) is blown up to a set of measure \( \alpha_{\ell} \). We may therefore apply Lemma 3.4. Hence for any \( \rho : [n] \to \mathbb{N} \), we have
\[
H(G(n, W) \mid \bigwedge_{j \in [n]} \pi(\zeta_{\{j\}}) \in A_{\rho(j)}) \geq \left( \frac{|\rho([n])|}{k} \right)
\]
a.s.

By Lemma 1.8, we have
\[
\text{Ent}(G(\mathbb{N}, W))(n) \geq \mathbb{E}\left( H(G(n, W) \mid \bigwedge_{j \in [n]} \pi(\zeta_{\{j\}}) \in A_{\rho(j)}) \right) \geq \sum_{\rho : [n] \to \mathbb{N}} \mathbb{P}\left( \bigwedge_{j \in [n]} \pi(\zeta_{\{j\}}) \in A_{\rho(j)} \right) \cdot \left( \frac{|\rho([n])|}{k} \right) \geq \mathbb{P}\left( |Z| \geq n \cdot 2^{-q-2} \right) \cdot \left( \frac{[n \cdot 2^{-q-2}]}{k} \right),
\]
where we define the random set \( Z := \bigcup_{j \in [n]} \{ \ell \in \mathbb{N} : \pi(\zeta_{\{j\}}) \in A_{\ell} \} \).

Now define the random quantity \( X := |\{ Z \cap \Gamma_q \}| \), and note that we always have \( X \leq |Z| \). Because \( \langle \zeta_{\{j\}} \rangle_{j \in [n]} \) is an i.i.d. uniform sequence, we have
\[
\mathbb{E}(X) = \sum_{\ell \in \Gamma_q} \mathbb{P}\left( \bigwedge_{j \in [n]} \pi(\zeta_{\{j\}}) \in A_{\ell} \right) = \sum_{\ell \in \Gamma_q} (1 - (1 - \alpha_{\ell})^n) = g_q \cdot \left( 1 - \left( 1 - \frac{1}{g_q^{2r}} \right)^n \right).
\]
Observe that \((1 - x)^n \leq 1 - nx + n^2x^2 \leq 1 - \frac{nx}{2}\) holds for all \(x \in \left[0, \frac{1}{2n}\right]\).
Since \(n \leq g_q\) and \(q \geq 1\), we have \(\frac{1}{g_q2^n} \in \left[0, \frac{1}{2n}\right]\), and so
\[
1 - \left(1 - \frac{1}{g_q2^n}\right)^n \geq \frac{n}{g_q2^{2n+1}}.
\]
Putting these together, we get
\[
\mathbb{E}(X) \geq n \cdot 2^{-q-1}.
\]
By Chebyshev’s inequality, we have
\[
\mathbb{P}\left[|X - \mathbb{E}(X)| \geq \frac{\mathbb{E}(X)}{2}\right] \leq \frac{4 \text{Var}(X)}{\left(\mathbb{E}(X)\right)^2}.
\]
Hence,
\[
1 - \frac{4 \text{Var}(X)}{\left(\mathbb{E}(X)\right)^2} \leq \mathbb{P}\left[|X - \mathbb{E}(X)| < \frac{\mathbb{E}(X)}{2}\right] \leq \mathbb{P}\left[X > \frac{\mathbb{E}(X)}{2}\right] \leq \mathbb{P}(X > n \cdot 2^{-q-2}) \leq \mathbb{P}(|Z| > n \cdot 2^{-q-2}).
\]
For distinct \(\ell, \ell' \in \Gamma_q\), the events \(\ell \in Z\) and \(\ell' \in Z\) have negative correlation, which implies that \(\text{Var}(X) \leq \mathbb{E}(X)\). Hence
\[
\mathbb{P}(|Z| > n \cdot 2^{-q-2}) \geq 1 - \frac{4}{\mathbb{E}(X)} \geq 1 - \frac{4}{n \cdot 2^{-q-1}} \geq \frac{1}{2}.
\]
Finally, substituting in (†) and recalling that, by (⋆) for \(r = q\), we have \(n \cdot 2^{-q-2} > k\) and \(\gamma(n) \leq 2^{-qk-3k-k}k^{-k}\), we obtain
\[
\text{Ent}(G(N,W))(n) \geq \frac{1}{2} \cdot \left(\left[n \cdot 2^{-q-2}\right]\right) \geq \frac{1}{2} \cdot \frac{(n \cdot 2^{-q-2} - k)^k}{k^k} \geq \frac{1}{2} \cdot (n \cdot 2^{-q-2})^k k^{-k} = n^k \cdot 2^{-qk-3k-k}k^{-k} \geq n^k \cdot \gamma(n),
\]
as desired. \(\square\)
4. Non-redundant invariant measures

In this section we consider entropy functions of invariant measures for countable languages that may be infinite, possibly of unbounded arity. If an invariant measure fails to be non-redundant, then its entropy function may take the value $\infty$ even when there are only finitely many relation symbols of each arity in the language. Hence we restrict to the case of non-redundant invariant measures for relational languages, and provide an upper bound on the entropy function in terms of the number of relation symbols of each arity.

For the rest of this section, let $L$ be a countable relational language, possibly infinite.

We show, in Proposition 4.3, that the entropy function of a non-redundant invariant measure for $L$ is dominated by that of a particular random $L$-structure that generalizes the Erdős–Rényi random graph having edge probability $\frac{1}{2}$. We also calculate, in Lemma 4.2, the entropy function of such a maximal entropy structure explicitly in terms of the number of relation symbols of each arity in $L$. In the case where $L$ has finitely many relation symbols of each arity, this provides a more precise version of Lemma 1.14, which states that such an entropy function takes values in $\mathbb{R}$. Moreover, this calculation shows that there are $\mathbb{R}$-valued entropy functions that grow arbitrarily fast, in contrast to the situation for finite languages, where the growth is at most polynomial.

We now define the uniform non-redundant measure for $L$, which is the distribution of a random structure obtained by independently flipping a fair coin to decide every relation on a tuple of distinct elements, and setting all relations on tuples with repeated elements to false.

For a relation symbol $R \in L$, write $\text{arity}(R)$ to denote its arity.

\textbf{Definition 4.1.} Given a set $X$, define

$$\text{NR}_{L,X} := \{ \langle R, \bar{x} \rangle : R \in L, \; \bar{x} \in X \text{ has distinct entries, and } |\bar{x}| = \text{arity}(R) \}.$$ 

Let $\{ \xi_{R(\bar{x})} : \langle R, \bar{x} \rangle \in \text{NR}_{L,N} \}$ be a collection of i.i.d. uniform $\{\top, \bot\}$-valued random variables and let $\Xi$ be the $\text{Str}_L(\mathbb{N})$-valued random variable given by

$$\Xi = R(\bar{x}) \quad \text{if and only if} \quad \langle R, \bar{x} \rangle \in \text{NR}_{L,N} \quad \text{and} \quad \xi_{R(\bar{x})} = \top$$

for every $R \in L$ and arity($R$)-tuple $\bar{x}$ of elements from $\mathbb{N}$. Define $\mu_{\text{un},L}$ to be the distribution of $\Xi$, and call it the uniform non-redundant measure for $L$.

It is easy to see that $\mu_{\text{un},L}$ is both invariant and non-redundant. Note that for $n \in \mathbb{N}$, the measure $(\mu_{\text{un},L})_n$ is the uniform distribution on non-redundant structures in $\text{Str}_L(n)$. 

Let $a_L : \mathbb{N} \to \mathbb{N} \cup \{\infty\}$ be the function sending each $n \in \mathbb{N}$ to the number of relation symbols in $L$ having arity $n$. In the following lemma we calculate the entropy function of $\mu_{un,L}$ in terms of the function $a_L$.

**Lemma 4.2.** For any $n \in \mathbb{N}$, we have

$$\text{Ent}(\mu_{un,L})(n) = \sum_{r \leq n} \binom{n}{r} \cdot r! \cdot a_L(r).$$

**Proof.** The invariant measure $\mu_{un,L}$ is non-redundant, and so for each $n \in \mathbb{N}$, the invariant measure $(\mu_{un,L})_n$ is concentrated on elements of $\text{Str}_L(n)$ in which no relations of arity greater than $n$ hold. Hence $(\mu_{un,L})_n$ is determined by the set $\{\xi_{R(x)} : \langle R, \overline{x} \rangle \in \text{NR}_L[n]\}$ of random variables. Because these random variables are independent, we have

$$\text{Ent}(\mu_{un,L})(n) = \sum_{(R,\overline{x}) \in \text{NR}_L[n]} h(\xi_{R(\overline{x})})$$

$$= |\text{NR}_L[n]|$$

$$= \sum_{r \leq n} \binom{n}{r} \cdot r! \cdot a_L(r),$$

as the number of $r$-tuples from $[n]$ consisting of distinct elements is $\binom{n}{r} \cdot r!$, and there are $a_L(r)$-many relation symbols of arity $r$ in $L$. \hfill \Box

Observe that when $L$ has only finitely many relation symbols of each arity, Lemma 4.2 shows that $\text{Ent}(\mu_{un,L})$ is $\mathbb{R}$-valued. Hence, by varying the choice of such an $L$ (and hence the function $a_L$), we can obtain $\mathbb{R}$-valued entropy functions that grow arbitrarily fast.

We now show that $\mu_{un,L}$ has the fastest growing entropy function among non-redundant invariant measures on $\text{Str}_L(\mathbb{N})$.

**Proposition 4.3.** Let $\nu$ be a non-redundant invariant measure on $\text{Str}_L(\mathbb{N})$. Then

$$\text{Ent}(\nu)(n) \leq \text{Ent}(\mu_{un,L})(n)$$

for all $n \in \mathbb{N}$.

**Proof.** Suppose $\mathcal{N}$ is a random $\text{Str}_L(\mathbb{N})$-structure with distribution $\nu$. For $R \in L$ and $\overline{x} \in \mathbb{N}$ with $|\overline{x}| = \text{arity}(R)$, recall that the random instantiation $R^\mathcal{N}$ satisfies

$$R^\mathcal{N}(\overline{x}) = \top \quad \text{if and only if} \quad \mathcal{N} \models R(\overline{x}).$$
By Lemma 1.9 we then have, for \( n \in \mathbb{N} \),
\[
\text{Ent}(\nu)(n) = \text{Ent}(\mathcal{N})(n) \leq \sum_{R \in L, \, \bar{x} \in [n], \, \text{arity}(R) = |\bar{x}|} h(R^N(\bar{x})).
\]
If \( \bar{x} \) has duplicate entries then we know that \( h(R^N(\bar{x})) = 0 \) as \( \mathcal{N} \) is non-redundant a.s. Further, if \( \bar{x} \) has no duplicate entries then \( h(R^N(\bar{x})) \leq h(\xi_{R(\bar{x})}) \) as the distribution of \( \xi_{R(\bar{x})} \) is uniform on \( \{\top, \bot\} \), and this is the distribution with maximal entropy on \( \{\top, \bot\} \).

Therefore, we have
\[
\sum_{R \in L, \, \bar{x} \in [n], \, \text{arity}(R) = |\bar{x}|} h(R^N(\bar{x})) \leq \sum_{(R, \bar{x}) \in \text{NR}_{L, [n]}} h(\xi_{R(\bar{x})})
= \text{Ent}(\Xi)(n)
= \text{Ent}(\mu_{\text{un}, L})(n),
\]
and so \( \text{Ent}(\nu)(n) \leq \text{Ent}(\mu_{\text{un}, L})(n) \), as desired. \( \square \)

Putting together the previous lemma and proposition we immediately obtain the following bound.

**Corollary 4.4.** Let \( \nu \) be a non-redundant invariant measure on \( \text{Str}_L(\mathbb{N}) \). Then
\[
\text{Ent}(\nu)(n) \leq \sum_{r \leq n} \binom{n}{r} \cdot r! \cdot a_L(r)
\]
for all \( n \in \mathbb{N} \). In particular, when \( L \) is finite with maximum arity \( k \), we have \( \text{Ent}(\nu)(n) = O(n^k) \).

Recall from Lemma 1.14 that when \( L \) has only finitely many relation symbols of each arity, any non-redundant invariant measure on \( \text{Str}_L(\mathbb{N}) \) has an \( \mathbb{R} \)-valued entropy function. Corollary 4.4 improves this by providing an explicit upper bound.

In fact, we do not need the invariant measure to be non-redundant, nor the language to be relational, to obtain the final line of Corollary 4.4; by Proposition 1.21 we see that the polynomial bound \( O(n^k) \) holds for the entropy function of an arbitrary invariant measure for a finite language (possibly with constant or function symbols) of maximum arity \( k \), thereby strengthening Lemma 1.12.

An interesting question for future work is to characterize precisely those functions from \( \mathbb{N} \) to \( \mathbb{R} \cup \{\infty\} \) that can be the entropy function of an invariant measure. By Proposition 1.21, it suffices to consider entropy functions of non-redundant invariant measures for relational languages.
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