
Solution Manual

Chapter 1

Exercise 1.1: Since

n
1
2 (1 + n)

1
2 − n = n

[(
1 + 1

n

) 1
2 − 1

]
=
f
(

1
n

)
− f(0)
1
n

,

where f(x) = (1 + x)
1
2 , the limit equals f ′(0) = 1

2 .

Exercise 1.2: If one uses logarithms, this problem is trivial, since

log(nα|a|n) = α log n+ n log |a| = n

(
|α| log n

n
+ β

)
,

where β = log |a| < 0. Because logn
n −→ 0, it follows that |nαan| ≤ e

βn
2 for

large enough n’s, and therefore nαan −→ 0. If one wants to avoid logarithms,
choose m so that (1 + 1

m )α ≤ |a|− 1
2 , and observe that∣∣∣∣ (n+ 1)αan+1

nαan

∣∣∣∣ ≤ |a| 12 for n ≥ m.

Hence, |nαan| ≤ mα|a|m+n
2 for n ≥ m. Finally, |a| k2 is non-negative and de-

creases as k increases. Hence b = limk→∞ |a|
k
2 exists and satisfies b = |a| 12 b,

which is possible only if b = 0.

Exercise 1.3: Given ε > 0, choose nε so that |xn − x| ≤ ε for n ≥ nε. Then

|An − x| =

∣∣∣∣∣ 1n
n∑

m=1

(xm − x)

∣∣∣∣∣ ≤ 1

n

nε−1∑
m=1

|xm − x|+ ε,

and therefore limn→∞ |An − x| ≤ ε. To construct the required example, take
xn = (−1)n, and observe that |An| ≤ 1

n whereas {xn : n ≥ 1} does not converge.

Exercise 1.4: This is trivial, since 1
m(m+1) = 1

m −
1

m+1 and therefore

n∑
m=1

1

m(m+ 1)
=

n∑
m=1

1

m
−

n+1∑
m=2

1

m
= 1− 1

n+ 1
.

Exercise 1.5: To do the first part, given ε > 0, choose nε so that
∞∑

m=nε+1

|am| < ε,

and observe that∣∣∣∣∣∑
m∈S

am − s

∣∣∣∣∣ ≤
∣∣∣∣∣
nε∑
m=0

am − s

∣∣∣∣∣+
∑
m>nε
m∈S

|am| ≤ 2ε

for any N ⊇ S ⊇ {0, . . . , nε}.
The second part is covered by the outline given.
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Exercise 1.6: To prove the sumation by parts formula, observe that

n∑
m=0

ambm = a0b0 +

n∑
m=1

(Sm − Sm−1)bm =

n∑
m=0

Smbm −
n−1∑
m=0

Smbm+1

= Snbn +

n−1∑
m=0

Sm(bm − bm+1).

Now assume that
∑∞
m=0 am converges to S ∈ R. By the preceding with bm =

λm,
n∑

m=0

amλ
m = Snλ

n + (1− λ)

n−1∑
m=0

Smλ
m.

Because M = supn≥0 |Sn| < ∞, for each λ ∈ [0, 1), the first term on the right
tends to 0 and∣∣∣∣∣(1− λ)

n−1∑
m=0

Smλ
m − (1− λ)

∞∑
m=0

Smλ
m

∣∣∣∣∣ ≤M(1− λ)

∞∑
m=n

λm = Mλn

also tends to 0. Hence, since (1− λ)
∑∞
m=0 λ

m = 1,

lim
n→∞

∣∣∣∣∣
n∑

m=0

amλ
m − S

∣∣∣∣∣ ≤ (1− λ)

∞∑
m=0

|Sm − S|λm

for all λ ∈ [0, 1). Finally, given ε > 0, choose nε so that |Sm−S| < ε for m ≥ nε.
Then

(1−λ)
∞∑
m=0

|Sm−S|λm ≤ 2M(1−λ)

nε−1∑
m=0

λm+ε(1−λ)
∞∑

m=nε

λm ≤ 2Mnε(1−λ)+ε,

and so

lim
λ↗1

(1− λ)

∞∑
m=0

|Sm − S|λm ≤ ε.

If am = (−1)m, then S2n = 1 and S2n+1 = 0, and therefore
∑∞
m=0 am

diverges. On the other hand,

∞∑
m=0

(−1)mλm =
1

1 + λ
−→ 1

2 as λ↗ 1.

The final part follows immediately from the first part combined with (1.8.6).

Exercise 1.7: In the definition of Ω, insert the condition ω(0) 6= 0.

(i) Since ω(0) ≥ 1 and ω(m) < D − 1 for infinitely many

Dn ≤
∞∑
m=0

ω(m)Dn−m < Dn(D − 1)

∞∑
m=0

D−m =
Dn(D − 1)

1−D−1
= Dn+1.

2



Next, suppose that x ∈ [Dn, Dn+1), and set y = D−nx ∈ [1, D). Take ω(0) =
max

{
k ∈ {0, . . . , D − 1} : k ≤ y

}
. Then ω(0) ≥ 1 and y − ω(0) < 1. Now

assuming that ω(0), . . . , ω(m) ∈ {0, . . . , D − 1} have been chosen so that 0 ≤
y −

∑m
`=0 ω(`)D−` < D−m, and take

ω(m+ 1) = max

{
k ∈ {0, . . . , D − 1} : k ≤ Dm

(
y −

m∑
`=0

ω(`)D−`

)}
.

Then 0 ≤ y −
∑m+1
`=0 ω(`)D−` < D−m−1. Hence, by induction,

0 ≤ y −
m∑
`=0

ω(`)D−` < D−m for all m ∈ N,

and so x =
∑∞
m=0 ω(m)Dn−m for this choice of ω ∈ Ω. Furthermore, ω ∈ Ω̃.

Indeed, if not, then there would exist an m0 such that ω(m) = D − 1 for all
m > m0. But then we would have the contradiction

y −
m0∑
m=0

ω(m)D−m =

∞∑
m=m0+1

ω(m)D−m = D−m0+1(D − 1)

∞∑
m=0

D−m = Dm0 .

Finally to see that ω is unique, suppose that η ∈ Ω̃\{ω} and y =
∑∞
m=0 η(m)D−m.

Then there exists an m0 such that ω(m0) 6= η(m0) and ω(m) = η(m) for 0 ≤
m < m0, and, without loss in generality, we could assume that ω(m0) < η(m0).
But this would mean that

∞∑
m=m0+1

ω(m)D−m =
(
η(m0)− ω(m0)

)
D−m0 +

∞∑
m=m0+1

η(m)D−m ≥ D−m0 ,

whereas, because ω ∈ Ω̃, we know that
∑∞
m=m0+1 ω(m)D−m < D−m0 .

(ii) For each m,

Am ≡ {ω ∈ Ω : ω(n) = D − 1 for all n ≥ m}

is finite. Thus, since Ω\ Ω̃ =
⋃∞
m=0Am, Ω\ Ω̃ is countable, and so Ω̃ is uncount-

able if and only if Ω is. Since Cantor’s argument shows that Ω is uncountable,
Ω̃ is also. Furthermore, by (i), Ω̃ is in one-to-one correspondence with [1, D),
and so [1, D) is uncountable. Since R contains [1, D), this proves that R is
uncountable.

(iii) It is clear that x ∈ Z+ if n ≥ 0 and ω(k) = 0 for k > n. Next suppose
that x ∈ Z+, and choose ω ∈ Ω̃ so that x =

∑∞
m=0 ω(m)Dn−m. If n < 0, then

we would have the contradiction

1 ≤ Dn
∞∑
m=0

ω(m)D−m < Dn(D − 1)

∞∑
m=0

D−m = Dn+1 ≤ 1.
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Furthermore, if(
ω(k0 +m`+ 1), . . . , ω(k0 +m`+ `)

)
=
(
ω(k0 + 1), . . . , ω(k0 + `)

)
for m ≥ 1, then

D−nx =

k0∑
k=0

ω(j)D−j +

∑̀
j=1

ω(k0 + j)D−k0−j

( ∞∑
m=0

D−m`

)

=

k0∑
k=0

ω(j)D−j +
D`

D` − 1

∑̀
j=1

ω(k0 + j)D−k0−j

is a rational number. To prove the converse assertion, suppose that x = a
b where

a, b ∈ Z+, and choose n so that x ∈ [Dn, Dn+1). Then D−nx ∈ [1, D), and so,
without loss in generality, assume that x ∈ [1, D). By the Euclidean algorithm,
D−nx = ω(0) + r0

b , where, because x ∈ [1, D), ω(0) ∈ {1, . . . , D − 1} and
r0 ∈ {0, . . . , b − 1}. Next, suppose that

(
ω(0), . . . , ω(m)

)
∈ {0, . . . , D − 1}m+1

and r0, . . . , rm ∈ {0, . . . , b− 1} satisfy

x =
∑̀
k=0

ω(k)D−k +
D−`r`
b

for 0 ≤ ` ≤ m,

and use the Euclidean algorithm to determine ω(m + 1) ∈ N and rm+1 ∈
{0, . . . , b− 1} by

Drm
b

= ω(m+ 1) +
rm+1

b
.

Then, because D > Drm
b ≥ ω(m+ 1), ω(m+ 1) ∈ {0, . . . , D − 1} and

x =

m+1∑
k=0

ω(k)D−k +
D−m−1rm+1

b
.

Hence, if x = ω(0) + r0
b and Drm

b = ω(m+ 1) + rm+1

b for m ≥ 0, then

x =

m∑
k=0

ω(k)D−k +
D−mrm

b
for all m ≥ 0,

and, because

D−m >
D−mrm

b
=

∞∑
k=m+1

ω(k)D−k for all m ≥ 0,

ω =
(
ω(0), . . . , ω(m), . . . ) is the element of Ω̃ such that x =

∑∞
m=0 ω(m)Dn−m.

Observe that if rm1 = rm2 , then ω(m1 + j) = ω(m2 + j) and rm1+j = rm2+j

for all j ≥ 0. Further, because the rm ∈ {0, . . . , b−1} for all m ≥ 0, there exists
a k0 ∈ {0, . . . , b − 1} and an ` ∈ {1, . . . , b − k0} such that rk0 = rk0+`. Hence
ω(k0 +m`+ j) = ω(k0 + j) for all m ≥ 1 and j ∈ {1, . . . , `}.
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Exercise 1.8: The condition ω(m + 1) 6= ω(m) for infinitely many m should
be inserted into the definition of Ω1.

By the same argument as we used in (ii) of Exercise 1.7, we know that
Ω1 is uncountable. In addition, by part (i) of that exercise, we know that
ω  

∑∞
m=0 ω(m)3−m−1 is a one-to-one map of Ω̃ onto [0, 1). To see that

int(C) = ∅, suppose that (a, b) ⊆ C. Then, for each n, (a, b) is contained one
of the intervals that make up Cn, and since each of these intervals has length
3−n, it follows that b− a ≤ 3−n for all n. That is, a = b.

Thus, what remains to be shown is that, for ω ∈ Ω̃,

(∗)
∞∑
m=0

ω(m)3−m−1 ∈
∞⋂
n=0

int(Cn) ⇐⇒ ω ∈ Ω1.

To this end, for each n ≥ 1, set En = {0, 2}n, and define

aη =

n−1∑
m=0

η(m)3−m−1 and bη = aη + 3−n

for η ∈ En. Using induction on n ≥ 1, one sees that

{aη : η ∈ En} and {bη : η ∈ En}

are, respectively, the set of left and right endpoints of the intervals whose union
is Cn. Now suppose that x =

∑∞
m=0 ω(m)3−m−1 ∈

⋂∞
n=0 int(Cn) for some

ω ∈ Ω̃. If ω(m) = 1 for some m, set m0 = min{m : ω(m) = 1}. If m0 = 0, then
x = 1

3 +
∑∞
m=1 ω(m)3−m−1, which means that x ∈

[
1
3 ,

2
3

]
and is therefore not

in int(C1). If m0 ≥ 1, set n = m0 + 1 and η =
(
ω(0), . . . , ω(m0 − 1), 0

)
. Then

η ∈ En and

x = aη + 3−n−1 +

∞∑
m=n+1

ω(m)3−m−1 = bη +

∞∑
m=n+1

ω(m)3−m−1.

Since
∑∞
m=n+1 ω(m)3−m−1 < 3−n, it follows that x ∈ [bη, aη′), where η′ =(

ω(0), . . . , ω(m0 − 1), 2
)
, which, because aη′ is the left endpoint of the first

interval in Cn to the right of [aη, bη], means that x /∈ int(Cn). Thus we have
proved the “ =⇒ ” part of (∗). To prove the opposite implication, suppose ω ∈
Ω1, and set x =

∑∞
m=0 ω(m)3−m−1. Given n ≥ 1, let η =

(
ω(0), . . . , ω(n− 1)

)
.

Then x = aη+
∑∞
m=n ω(m)3−m−1, and so, since 0 <

∑∞
m=n ω(m)3−m−1 < 3−n,

x ∈ (aη, bη) ⊆ int(Cn).

Exercise 1.9: Everything except the last assertion follows immediately from
the first part of Lemma 1.3.5. To prove the final assertion, let x ∈ S1 and
set y = f(x). Given ε > 0, first choose ε′ > 0 so that |g(η) − g(y)| < ε if
η ∈ S2 ∩ (y − ε′, y + ε′), and then choose δ > 0 so that |f(ξ) − f(x)| < ε′ if
ξ ∈ S1 ∩ (x− δ, x+ δ).

Exercise 1.10: Simply follow the outline.

5



Exercise 1.11: Since f−1
(⋃

α∈I Aα
)
⊇ f−1(Aβ) and f−1

(⋂
α∈I Aα

)
⊆ f−1(Aβ)

for all β ∈ I, it is clear that

f−1

(⋃
α∈I

Aα

)
⊇
⋃
α∈I

f−1(Aα) and f−1

(⋂
α∈I

Aα

)
⊆
⋂
α∈I

f−1(Aα).

To prove the opposite inclusions, first suppose x ∈ f−1
(⋃

α∈I Aα
)
. Then there

exists a β ∈ I for which f(x) ∈ Aβ and therefore y ∈ f−1(Aβ). Next suppose
that x ∈

⋂
α∈I f

−1(Aα). Then y = f(x) ∈ Aα for all α ∈ I, and so y ∈
⋂
α∈I Aα

and x = f−1(y).
Next suppose that A ⊆ B ⊆ S2. Then

x ∈ f−1(B \A) ⇐⇒ f(x) ∈ B & f(x) /∈ A
⇐⇒ x ∈ f−1(B) & x /∈ f−1(A) ⇐⇒ x ∈ f−1(B) \ f−1(A).

On the other hand, if S1 = S2 = R, A = [0, 1], B = [−1, 1], and f(x) = 0 for
all x ∈ R, then f(B \ A) = {0} but f(B) \ f(A) = ∅. Finally, if S1 = S2 = R,
A = [−1, 0], B = [0, 1], and f(x) = |x|, then f(A∩B) = {0} but f(A)∩ f(B) =
[0, 1].

Exercise 1.12: By the quotient rule,

tan′ = 1 +
sin2

cos2
=

1

cos2
on
(
−π2 ,

π
2

)
.

Thus x tanx is strictly increasing on
(
−π2 ,

π
2

)
and tends to ±∞ as x→ ±π2 ,

and so, by Theorem 1.8.4, arctan′ x =
(
cos ◦ arctanx)−2. Since cos−2 = 1+tan2,

this proves that arctan′ x = (1 + x2)−1.

Exercise 1.13: For 0 < |x| < π
2 ,

log

(
sinx

x

) 1
1−cos x

=
1

1− cosx
log

sinx

x
.

By Taylor’s theorm, 1−cosx = x2

2 +O(|x|3) and sin x
x = 1− x2

6 +O(|x|3), where
O denotes a generic function that tends to 0 at least as fast as its argument.
Since log(1− t) = −t+O(t2), this means that

log

(
sinx

x

) 1
1−cos x

=
1

x2

2 +O(|x|3)

(
−x

2

6 +O(|x|3)
)

=
−1 +O(|x|)
3(1 +O(|x|)

−→ −1

3
.

Exercise 1.14: By Taylor’s theorem,

f(c± h) = f(c)± hf ′(c) +
h2

2
f ′′(c± θ±)

for some θ± with |θ±| < |h|. Hence, as h→ 0,

f(c+ h) + f(c− h)− 2f(c)

h2
=
f ′′(c+ θ+) + f ′′(c− θ−)

2
−→ f ′′(c).
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Hence, if f achieves its maximum value at c and therefore

f(c+ h) + f(c− h)− 2f(c) ≤ 0 for small h,

it follows that f ′′(c) ≤ 0.

Exercise 1.15: The only thing that has to be checked is that ϕ cannot achieve
its minimum value on [c, d] at either c or d. Thus, suppose that ϕ(y) ≥ ϕ(c)
for all y ∈ [c, d]. Then we would have f ′(c)− y = ϕ′(c) ≥ 0, which is impossibe
since y > f ′(c). Similarly, if ϕ achieved its minimum at d, then one would have
the contradiction 0 < f ′(d)− y = ϕ′(d) ≤ 0.

Exercise 1.16: Because f is continuous, it suffices to show that f
(
x+y

2

)
≤

f(x)+f(y)
2 for a < x < y < b. To this end, set z = x+y

2 . By the Mean Value
theorem, there exist θ− ∈ (x, z) and θ+ ∈ (z, y) such that

f(x) + f(y)− 2f(z) = f ′(θ−)(x− z) + f ′(θ+)(y− z) =
y − x

2

(
f ′(θ+)− f ′(θ−)

)
.

Since f ′(θ+) ≥ f ′(θ−), it follows that 2f(z) ≤ f(x) + f(y).

Exercise 1.17: Because log′′ x = −x−2, − log x is convex on (0,∞). Hence,

log
(
aθ11 · · · aθnn

)
=

n∑
m=1

θm log am ≤ log

(
n∑

m=1

θmam

)
,

which, after exponentiation, gives the required result.

Exercise 1.18: By (1.8.4), ex ≥ xn

n! for any n ≥ 0 and x ∈ [0,∞). Given

α > 0, choose n ≥ α+ 1, and conclude that xαe−x ≤ n!
x −→ 0 as x→∞. Next,

observe that

lim
x→∞

log x

xα
= lim
x→∞

x

eαx
=

1

α
lim
x→∞

αx

eαx
,

which, by the preceding, is 0. Finally,

lim
x↘0

xα log x = − lim
x→∞

x−α log x = 0.

Exercise 1.19: Since
∑∞
m=1

1
m =∞,

∏∞
m=1

(
1− (−1)m

m

)
is not absolutely con-

vergent. To see that it nonetheless converges, first observe that it suffices to

that that limn→∞
∏2n
m=1

(
1− (−1)m

m

)
exists in R and is not 0. But

2n∏
m=1

(
1− (−1)m

m

)
=

n∏
m=1

(
1− (−1)m

m

)(
1 +

(−1)m

m+ 1

)
=

n∏
m=1

(
1− 2(−1)m

m(m+ 1)

)
.

Hence, since
∏∞
m=1

(
1− 2(−1)m

m(m+1)

)
is absolutely convergent, the required conver-

gence follows.

Exercises 1.20 & 1.21: Just follow the outlines given.
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Chapter 2

Exercise 2.1: All these results are proved in exactly the same way as the
corresponding ones for R.

Exercise 2.2: The center of the outer circle has moved to 2Reiθ, has been
rotated by θ, and touches the inner circle at Reiθ. Since the original point of
contact was at 2R−R = 2R+Reiπ and the outer circle has been rotated by θ
around its center, the point of contact has been rotated by 2θ around the center
of the outer circle, and it therefore now lies at ζ(θ) = 2Reiθ + Rei(π+2θ) =
R(2eiθ − ei2θ

)
. Finally,

z(θ) = ζ(θ)−R = Reiθ
(
2− eiθ − e−iθ

)
= 2Reiθ(1− cos θ).

Exercise 2.3: Follow the outline.

Exercise 2.4: All these are proved in exactly the same way of the corresponding
results for R.

Exercise 2.5:

(i) Working by induction, one sees that f must be infinitely differentiable
and that f (2n) = (−1n)f and f (2n+1) = (−1)nf ′ for all n ≥ 0. Hence, by
Taylor’s theorem, for each n ≥ 0 and x ∈ R, there exist a θn ∈ R with |θn| ≤ |x|
such that

f(x) = a

n∑
m=0

(−1)mx2m

(2m)!
+ b

n∑
m=0

(−1)mx2m+1

(2m+ 1)!
+
f(θn)x2n+2

(2n+ 2)!
,

and so f = ac+ bs.

(ii) Using Theorem 2.3.2, one sees that c′ = −s and s′ = c. Once one knows
these, it is clear that (c2 +s2)′ = 0 and therefore that c2 +ss = c(0)2 +s(0)2 = 1.

(iii) Set f(x) = c(x + y). Then f ′′ = −f , f(0) = c(y), and f(x) = c′(y) =
−s(y). Thus (i) says that f(x) = c(y)c(x)−s(y)s(y). The proof that s(x+y) =
s(x)c(y) + s(y)c(x) is essentially the same.

(iv) Because |c′| = |s| ≤ 1 and c(0) = 1, it is clear that c(x) ≥ 1
2 for

x ∈
[
0, 1

2

]
. Hence, since s′ = c ≥ 1

2 on
[
0, 1

2

]
, and therefore, by the Mean Value

Theorem, s(x) ≥ x
2 for x ∈

[
0, 1

2

]
. Now suppose that L > 1

2 and that c ≥ 0 on

[0, L]. Then, by the Mean Value Theorem, s(x) ≥ s
(

1
2 ) ≥ 1

4 on
[

1
2 , L

]
, and so,

by the Mean Value Theorem,

0 ≤ c(L) ≤ c
(

1
2

)
−
L− 1

2

4
≤ 1−

L− 1
2

4
,

which means that L ≤ 9
2 . As a consequence, we know that there must be an

x ∈
[
0, 9

2

]
for which c(x) ≤ 0. If α ≡ inf

{
x ≥ 0 : c(x) = 0}, then α ∈

(
0, 9

2

]
,

c(α) = 0, c(x) > 0 for x ∈ [0, α), and s(α) ≥ 0. Thus, because s(α)2 =
c(α)2 + s(α)2 = 1, s(α) = 1.
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(v) By (ii) and (iv),

c(α+x) = c(α)c(x)−s(α)s(x) = −s(x) and s(α+x) = s(α)c(x)+σ(x)c(α) = c(x).

Once one has these, the other relations follow easily.

Exercise 2.6: Clearly, sin′′ω = ω2 sinω and cos′′ω = ω2 cosω. Furthermore,
sin′ω = cosω and cos′ω = ω2 sinω. Thus both sinω and cosω satisfy f ′′ = ω2f ,
and therefore so does a cosω +b sinω for all a, b ∈ C. Finally, if u′′ = ω2u, then
u(2n) = ω2nu and u(2n+1) = ω2n+1u′. Hence, just as in (i) of Exercise 2.5, we
see that

u(x) = u(0)

∞∑
n=0

(ωx)2n

(2n)!
+
u′(0)

ω

∞∑
n=0

(ωx)2n+1

(2n+ 1)!
.

Applying this to cosω and sinω, we see that

cosω(x) =

∞∑
m=0

(ωx)2n

(2n)!
and sinω x =

1

ω

∞∑
m=0

(ωx)2n+1

(2n+ 1)!
,

which means that u = u(0) cosω +u′(0) sinω.

Exercise 2.7: All these results are proved in exactly the same way as the
corresponding results for functions of a real variable.

Exercise 2.8: Let log be the principle branch of the logarithm function on
Ωπ. Given z ∈ C \ {0}, observe that z ∈ Ωω ⇐⇒ ze−i(ω−π) ∈ Ωπ. Thus if
logω z = i(ω − π) + log

(
−e−iωz

)
for z ∈ Ωω, then logω will have the required

properties.

Chapter 3

Exercise 3.1

(i) Since
(

1
x

)′
= − 1

x2 ,∫
[1,∞)

1

x2
dx = lim

R→∞

∫ R

0

1

x2
dx = lim

R→∞

(
1− 1

R

)
= 1.

(ii) Since (e−x)′ = −e−x,∫
[0,∞)

e−x dx = lim
R→∞

(
1− e−R

)
= 1.

(iii) & (iv) Since cos′ = − sin and sin′ = cos,∫ b

a

sinx dx = cos b− cos a and

∫ b

a

cosx dx = sin b− sin a.

9



(v) The sine function is stricly increasing from
[
0, π2

]
onto [0, 1]. Let arcsin

denote its inverse. Then, since cos ≥ 0 on
[
0, π2

]
,

arcsin′ x =
1

cos(arcsinx)
=
(
1− sin2(arcsinx)

)− 1
2 =

1√
1− x2

,

and therefore ∫ 1

0

1√
1− x2

dx = arcsin 1− arcsin 0 =
π

2
.

(vi) We showed in Exercise 1.12 that arctan′ x = 1
1+x2 , and so∫

[0,∞)

1

1 + x2
dx = lim

R→∞
arctanR− arctan 0 =

π

2
.

(vii) Using integration by parts, one has∫ π
2

0

x2 sinx dx = −x2 cosx
∣∣π2
x=0

+ 2

∫ π
2

0

x cosx dx

= 2x sinx
∣∣π2
x=0
− 2

∫ π
2

0

sinx dx = π + 2 cosx
∣∣π2
x=0

= π − 2.

(viii) Make the change of variables y = x2 to see that∫ 1

0

x

x4 + 1
dx =

1

2

∫ 1

0

1

y2 + 1
dt =

arctan 1− arctan 0

2
=
π

8
.

Exercise 3.2: Using (1.5.1), one can show that

sinx cos y =
sin(x+ y) + sin(x− y)

2
, cosx cos y =

cos(x+ y) + cos(x− y)

2

sinx sin y =
cos(x− y)− cos(x+ y)

2
.

(i) Since
∫ 2π

0
sin kx dx = 0 for all k ∈ N, the first of the preceding implies

that∫ 2π

0

sin(mx) cos(nx) dx =
1

2

(∫ 2π

0

sin
(
(m+ n)x

)
dx+

∫ 2π

0

sin
(
(m− n)x

)
dx

)
= 0

for all m, n ∈ N.

(ii) Obviously,
∫ 2π

0
sin2 0x dx = 0. Since

∫ 2π

0
cos kx dx equals 2π if k = 0 and

0 if k ∈ Z+, the preceding implies that∫ 2π

0

sin2(mx) dx =
1

2

(
2π −

∫ 2π

0

∫ 2π

0

cos(2mx)

)
dx = π

for m ∈ Z+.

10



(iii) By the preceding,∫ 2π

0

cos2 x dx =

∫ 2π

0

cos(2mx) + 1

2
dx =

{
2π if m = 0

π if m ≥ 1.

Exercise 3.3: Integrating by parts, one has

Γ(t+ 1) = lim
R→∞

∫ R

0

xte−x dx = lim
R→∞

−Rte−R + t lim
R→∞

∫ R

0

xt−1e−x dx = tΓ(t).

Exercise 3.4:

(i) Set Fα(x) equal to xα+1

α+1 if α 6= 0 and F−1(x) = log x. Then F ′α(x) = xα

for all α ∈ R and x ∈ (0,∞).

(ii) Use integration by parts to see that
∫ x

1
log t dt = x log x − x. Thus

x log x− x is an indefinite integral of log x.

(iii) When x > 1, make the change of variables y = log t to see that∫ x

e

1

t log t
dt =

∫ log x

1

1

y
dy = log

(
log x

)
.

When x < 1, make that change of variable y = 1
t and use that preceding to see

that ∫ x

1
e

1

t log t
dt = −

∫ 1
x

e

1

y log y
dy = − log

(
− log x)

)
.

(iv) Make the change of variables y = log t to see that∫ x

1

(log t)n

t
dt =

∫ log x

0

yn dy =
(log x)n+1

n+ 1
.

Exercise 3.5: Assume that α 6= β, and follow the outline to see that∫ b

a

1

(1− αx)(1− βx)
dx =

1

α− β

(∫ b

a

α

1− αx
dx−

∫ b

a

β

1− βx
dx

)

=
log(1− αa)− log(1− αb)− log(1− βb) + log(1− βa)

ϕ− α

=
log (1−αa)(1−βa)

(1−αb)(1−βb)

β − α
.

Exercise 3.6: By following the outline one sees that

f(y)

(
x

y

)n−1

≥ xn

(n− 1)!

∫ t

0

(1− t)n−1f (n)(t) dt

for n ≥ 1 and 0 < x < y < b. Hence, by (3.2.2), the remainder term for x > 0
in the Taylor expansion of f tends to 0 as n→∞.

11



Exercise 3.7: Simply observe that d
dte

iαt = iαeiαt, and apply the Fundamental
Theorem of Calculus to check the first assertion. As for the second assertion,
use the preceding and the binomial formula to see that∫ 2π

0

cosn t dt = 2−n
n∑

m=0

(
n

m

)∫ 2π

0

ei(2m−n)t dt =

{
0 if n is odd

2−n+1π
(
n
n
2

)
if n is even.

.

Given this, the final assertion is an easy application of Stirling’s formula.

Exercise 3.8:

(i) Because `(xy) = `(x) + `(y) for x, y ∈ (0,∞),

f(x+ y) = `(axay) = `(ax) + `(ay) = f(x+ y) for x, y ∈ R.

Hence, since f is continuous, Exercise 1.10 says that f(x) = xf(1), which is
that same saying that `(ax) = x`(a).

(ii) Because a > 1 and `(a) > 0, the preceding proves that `(y) tends to ∞
as y = ax →∞ and −∞ as y = ax → 0. Hence, by Theorem 1.3.6, there exists
a b ∈ (0,∞) such that `(b) = 1.

(iii) By repeating the arguement in (i) with a replaced by b, we have that
`(bx) = x.

(iv) Let `(x) =
∫ s

1
1
t dt for x > 0. Then ` is differentiable and therfore

continuous. In addition, ` is strictly increasing and equal to 0 at 1. Hence, for
any a > 1, `(a) > 0. Finally, make the change of variables τ = t

y to obtain

`(xy) =

∫ x

1
y

1

τ
dτ =

∫ x

1

1

τ
dτ +

∫ 1

1
y

1

τ
dτ = `(x)− `

(
1
y

)
,

and make the change of variables τ = 1
t to show that

`
(

1
y

)
= −

∫ y

1

1

τ
dτ = − log y.

Exercise 3.9: Since
∫ x
e

1
log t dt ≥

x
log x , it suffices to show that

lim
x→∞

log x

x

∫ x

e

1

log t
dt ≤ 1.

To this end, let α ∈ (0, 1), and note that

log x

x

∫ xα

e

1

log t
dt ≤ log x

x
(xα − e) =

log x

x1−α (1− ex−α) −→ 0.

Therefore

lim
x→∞

log x

x

∫ x

e

1

log t
dt = lim

x→∞

log x

x

∫ x

xα

1

log t
dt

12



for every α ∈ (0, 1). Finally, since

log x

x

∫ x

xα

1

log t
dt ≤ log x

x log xα
(x− xα) ≤ 1

α
,

we see that

lim
x→∞

log x

x

∫ x

e

1

log t
dt ≤ 1

α

for every α ∈ (0, 1).

Exercise 3.10: In view of Parseval’s identity, the only step that needs comment
is the first equality. To verify it, observe that∫ 1

0

∣∣∣∣f(x)−
∫ 1

0

f(y) dy

∣∣∣∣2 dx
=

∫ 1

0

|f(x)|2 dx−
(∫ 1

0

f(x) dx

)(∫ 1

0

f(y) dy

)

−

(∫ 1

0

f(x) dx

)(∫ 1

0

f(y) dy

)
+

∣∣∣∣∫ 1

0

f(x) dx

∣∣∣∣2

=

∫ 1

0

|f(x)|2 dx−
∣∣∣∣∫ 1

0

f(x) dx

∣∣∣∣2 .
Exercise 3.11: Just follow the outline.

Exercise 3.12: The only aspect of the first part that needs comment is the
treatment of f ’s for which f(0) 6= 0. From∫ 1

−1

g(y)e−m
(
y
2

)
dy = −i2

∫ 1

0

f(x) sin(mπx) dx

we know that (cf. (3.4.4))

fr(x) = 2

∞∑
m∈Z

r|m|
(∫ 1

−1

g(y)e−m
(
y
2

)
dy

)
em
(
x
2

)
2

∫ 1

−1

pr

(
x− y

2

)
g(y) dy =

∫ 1
2

− 1
2

pr
(
x
2 − y

)
g(2y) dy.

Hence, arguing as we did in the proof of Theorem 3.4.1, one concludes that
fr −→ f uniformly on [δ, 1− δ].

Given the preceding, the second part follows in exacly the same way as
(3.4.5) followed from Theorem 3.4.1. Finally, to do the third part, all that one
needs to know is that

∞∑
m=1

∣∣∣∣∫ 1

0

f(y) sin(mπy) dy

∣∣∣∣ <∞
13



when f has a bounded derivative and f(0) = f(1) = 0. But, using integration
by parts and the fact that g′(x) = f ′(−x) for x ∈ [−1, 0), one sees that∫ 1

0

f(y) sin(mπy) dy =
1

mπ

∫ 1

0

f ′(y) cos(mπy) dy =
1

2mπ

∫ 1

−1

g′(y)e−m
(
y
2

)
dy,

and therefore, by Schwarz’s inequality and (3.4.6),

∞∑
m=1

∣∣∣∣∫ 1

0

f(y) sin(mπy) dy

∣∣∣∣
≤ 6−

1
2

( ∞∑
m=1

∣∣∣∣∫ 1

−1

g′(y)e−m
(
y
2

)
dy

∣∣∣∣2
) 1

2

.

Finally,∫ 1

−1

g′(y)e−m
(
y
2

)
dy = 2

∫ 1
2

− 1
2

g′(2y)e−m(y) dy = 2(−1)m
∫ 1

0

g′(2y−1)e−m(y) dy,

and, by Parseval’s identity,

∞∑
m=1

∣∣∣∣∫ 1

0

g′(2y − 1)e−m(y) dy

∣∣∣∣2 ≤ ∫ 1

0

∣∣g′(2y − 1)
∣∣2 dy

=
1

2

∫ 1

−1

|g(y)|2 dy =

∫ 1

0

|f(y)|2 dy <∞.

Exercises 3.13 & 3.14: Follow the outline.

Exercise 3.15: First note that if I = [aI , bI ], then

|∆Iψ| =

∣∣∣∣∣∣
∑

n∈S(bI)\S(aI)

cn

∣∣∣∣∣∣ ≤
∑

n∈S(bI)\S(aI)

|cn|,

and therefore
∑
I∈C |∆Iψ| ≤

∑∞
n=1 |cn| for any C. Hence, ‖ψ‖var ≤

∑∞
n=1 |cn|.

To prove the opposite inequality, for a given ε > 0, choose Nε so that
∑
n>Nε

|cn|
< ε, and define y0,ε = a,

ym,ε =
(
min{xk : 1 ≤ k ≤ Nε & xk > ym−1,ε}

)
∧ (ym−1,ε + ε) ∧ b for m ≥ 1,

Mε = min{m : ym,ε = b}, and Im,ε = [ym−1,ε, ym,ε] for 1 ≤ m ≤ Mε. Then
Cε ≡ {Im,ε : 1 ≤ m ≤Mε} is a non-overlapping cover of [a, b] and

∑
I∈Cε

|∆Iψ| =
Mε∑
m=1

∣∣∣∣∣∣
∑

{n: ym−1<xn≤ym}

cn

∣∣∣∣∣∣ ≥
Nε∑
n=1

|cn| −
∑
n>Nε

|cn|.

Hence, ‖ψ‖var ≥
∑∞
m=1 |cm| − 2ε for all ε > 0.

14



To do the second part, use the same notation as above, and set Sε =
{x1, . . . , xNε}. Clearly ‖Cε‖ ≤ ε. Further, if Ξε(Im,ε) = ym,ε, then, since ei-
ther ym,ε ∈ Sε or (ym−1,ε, ym,ε] ∩ Sε = ∅,

R(ϕ|ψ; Cε,Ξε) =
∑

1≤m≤Mε
ym,ε∈Sε

ϕ(ym,ε)∆Im,εψ +
∑

1≤m≤Mε

ym,ε /∈Sε

ϕ(ym,ε)∆Im,εψ

=

Nε∑
n=1

ϕ(xn)cn +

Mε∑
m=1

ϕ(ym,ε)

 ∑
{n>Nε: ym−1,ε<xn≤ym}

cn

 .

Since the last summation is dominated by ‖ϕ‖[a,b]
∑
n>nε

|cn|, it follows that∣∣∣∣∣R(ϕ|ψ; Cε,Ξε)−
Nε∑
n=1

ϕ(xn)cn

∣∣∣∣∣ ≤ ‖ϕ‖[a,b]ε,
and, because ϕ is Riemann-Stieltjes integrable with respect to ψ, this proves

that
∫ b
a
ϕ(x) dψ(x) =

∑∞
n=1 ϕ(xn)cn.

Exercise 3.16: Because F can be written as the difference of two non-decreasing
functions, assume, without loss in generality, that F itself is non-decreasing.

(i) If there are n points a < x1 < · · · , xn < b such that limy↘xm f(y) −
limy↗xm F (y) ≥ ε for each 1 ≤ m ≤ n, choose a = y0 < x1 < y1 < · · · < yn−1 <
xn < yn = b, and conclude that

F (b)− F (a) =

n∑
m=1

(
F (ym)− F (ym−1)

)
≥ nε.

Thus there are at most F (b)−F (a)
ε points x in (a, b) at which limh↘0 F (x+ h)−

limh↘0 F (x− h) ≥ ε.
Now suppose that K ⊆ (a, b) is a closed set with the property that

lim
y↘x

F (y)− lim
y↗x

F (y) ≤ ε

3
for all x ∈ [a, b] \ {x0, . . . , xn+1}.

Next choose 0 < r < 1
2 min{xm − xm−1 : 1 ≤ m ≤ n+ 1} so that (n+ 2)r < ε

2 ,
set K = {x ∈ [a, b] : |x− xm| ≥ r for 0 ≤ m ≤ n+ 1}, and then choose δ > 0 so
that |F (y)− F (x)| ≤ ε for x, y ∈ K with |y − x| ≤ δ. One can easily construct
a non-overlapping cover C of [a, b] so that ‖C‖ ≤ δ and, for each I ∈ C, either
I ⊆ K or I ⊆ [xm − r, xm + r] for some 0 ≤ m ≤ n+ 1, and for this C one has∑

I∈C
supI F−infI F>ε

|I| ≤ 2(n+ 2)r < ε.

(ii) Using the same notaion as in the proof of Lemma 3.5.1 and proceeding
in the same way, one has

R(ϕ|F ; C,Ξ) = ϕ(b)F (b)− ϕ(a)F (a)−
n∑

m=0

F (αm)
(
ϕ(βm)− ϕ(βm−1)

)
,

15



and by the Mean Value Theorem, for each 1 ≤ m ≤ n there is τm ∈ (βm−1, βm)
such that ϕ(βm)− ϕ(βm−1) = ϕ′(τm)(βm − βm−1). Hence,

R(F |ϕ; C,Ξ) =ϕ(b)F (b)− ϕ(a)F (a)−R(Fϕ′; C′,Ξ′)

+

n∑
m=1

F (αm)
(
ϕ′(αm)− ϕ′(τm)

)
(βm − βm−1)

Since the last term is dominated by ‖F‖[a,b]
(
U(ϕ; C′)−L(ϕ; C′)

)
and ϕ′ is Rie-

mann integrable, the desired result follows after ‖C‖, and therefore ‖C′‖, tend
to 0.

(iii)–(iv) Given the outline, these are elementary applications of the preced-
ing.

Chapter 4

Exercise 4.1: This is completely elementary.

Exercise 4.2: If {xn : n ≥ 1} converges to x, then it is obvious that every
subsebseqence does also. Now suppose that every convergent subsequence con-
verges to x but that {xn : n ≥ 1} doesn’t. Then there would exist an ε > 0 and
a subsequence {xnk : k ≥ 1} such that |xnk − x| ≥ ε for all k. But, because
{xn : n ≥ 1} is bounded, we could assume that {xnk : k ≥ 1} is convergent,
which, on the one hand, would mean that it must converge to x and, on the
other hand, is staying a distance at least ε away from x.

Exercise 4.3: Assume that F1 is bounded, and define f(x) = |x − F2| ≡
inf{|y − x| : y ∈ F2}. By the triangle inequality, |f(x′)− f(x)| ≤ |x′ − x|, and
so f is continuous. Hence, since F1 is compact, there exists a x ∈ F1 such that
f(x) = |F1 − F2|, and, since x /∈ F2, f(x) > 0.

To produce the required example, take F1 = Z+ and F2 =
{
n+ 1

n : n ∈ Z+}.

Exercise 4.4: Assume that F1 is bounded, that {xn : n ≥ 1} ⊆ F1, that
{yn : .n ≥ 1} ⊆ F2, and that xn + yn −→ z. Because is bounded, there is a
subsequence {xnk : k ≥ 1} which converges to some x ∈ F1. Hence

ynk = xnk + (ynk − xnk) −→ y ≡ z− x,

and so x ∈ F1, y ∈ F2 and x + y = z.
To produce the required example, take

F1 = Z+ and F2 =
{
−n+ 1

n : n ∈ Z+
}
.

Then n+
(
−n+ 1

n

)
−→ 0, but 0 6= m− n+ 1

n for any m, n ∈ Z+.

Exercise 4.5: Let x ∈ G be given. If y ∈ Gx, choose r > 0 so that B(y, r) ⊆ G
and let γ : [a, b] −→ G be a continous path connecting x to y (i.e., γ(a) = x and
γ(b) = y). Given ỹ ∈ B(y, r), define γ̃ : [a, b+1] −→ G so that γ̃ � [a, b] = γ and
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γ̃(t) = y+(t−b)(ỹ−y) for t ∈ [b, b+1], and conclude that ỹ ∈ Gx. Hence Gx is
open. Next suppose that y /∈ Gx, and again choose r > 0 so that B(y, r) ⊆ G.
If ỹ ∈ B(y, r) and γ : [a, b] −→ G is a continuous path that connects x to ỹ,
then γ̃ : [a, b+1] −→ G given by γ̃ � [a, b] = γ and γ̃(t) = ỹ+(t−b)(y−ỹ) would
connect x to y, and so γ cannot exist. Hence G \Gx is also open, and therefore
Gx = G if G is connected. Conversely, suppose that Gx = G for some x ∈ G. If
there existed non-empty, disjoint, open sets G1 and G2 with G = G1 ∪ G2, we
could assume that x ∈ G1 and that there is a y ∈ G2. If there were a continuous
path γ : [a, b] −→ G connecting x to y and s = inf{t ∈ [a, b] : γ(t) ∈ G2}, then,
because G1{ is closed, γ(t) /∈ G1 and would therefore be in G2. But G2 is open,
and so there would exist a t ∈ (a, s) such that γ(t) ∈ G2, which contradicts the
choice of s. Hence G must be connected.

Exercise 4.6: To see that F(K) is compact, let {yn : n ≥ 1} ⊆ F(K) be
given, and, for each n ≥ 1, choose xn ∈ K so that yn = F(xn). Then there
is a subsequence {xnk : k ≥ 1} which converges to some x ∈ K, and therefore
ynk = F (xnk) −→ F(x) ∈ F (K).

As for the required example, take f(x) = 1
1+x2 , and note that f(R) = (0, 1].

Exercise 4.9: By (4.2.1),

g
(
F(x + tξ)

)
− g
(
F(x)

)
=

N2∑
j=1

(
(∂ejg)

(
F(x)

)(
Fj(x + tξ)− Fj(x)

)
+ o
(
Fj(x + tξ)− Fj(x)

))
,

where o denotes a generic function that tends to 0 strictly faster than its

argument (i.e., limτ→0
o(τ)
τ = 0). At the same time, Fj(x + tξ) − Fj(x) =

t∂ξFj(x) + o(t). Hence

g
(
F(x + tξ)

)
− g
(
F(x)

)
t

−→
N2∑
j=1

(∂ejg)
(
F(x)

)
∂ξFj(x).

Exercises 4.8–4.13: Follow the outlines.

Exercise 4.14: Assume that aξ2 + 2bξη + cη2 ≥ 0 for all ξ, η ∈ R. By taking
ξ = 1 and η = 0, we see that a ≥ 0. Similarly, c ≥ 0, and so a + c ≥ 0. Now
suppose that a = 0. Then, by taking η = 1, we have that bξ ≥ 0 for all ξ, which
means that b = 0 and therefore that b2 ≤ 4ac. Now assume that a > 0. Then,

0 ≤ aξ2 + 2bξ + c =

(
a

1
2 ξ +

b

a
1
2

)2

+

(
c− b2

a

)
for all ξ ∈ R. Taking ξ = − b

a , this shows that ac ≥ b2.
Now assume that a + c ≥ 0 and ac ≥ b2. If a = 0, then c ≥ 0 and b = 0,

and so aξ2 + 2bξη+ cη2 = cη2 ≥ 0. Similarly, if c = 0, then the same conclusion
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holds. Thus, assume that ac 6= 0. Since ac ≥ 0 and a + c ≥ 0, we know that
a > 0 and c > 0 and, because ac ≥ b2,

aξ2 + 2bξ + c =

(
a

1
2 ξ +

b

a
1
2

)2

+ 2

(
c− b2

a

)
≥ 0 for all ξ, η ∈ R.

The final part of the exercise is now a trivial application of the preceding.

Exercise 4.15 It is obvious that the closure of a convex set is again convex and
that a continuous function on the closure C̄ of a convex set C is convex on C̄ if
it is convex on C. As for the other parts of this exercise, they all follow easily
from Exercises 1.16 & 4.14 plus the observation that f is convex on a convex
set C if and only if, for all x, y ∈ C, t ∈ [0, 1] 7−→ f

(
(1 − t)x + ty

)
is convex.

Indeed, this observation reduces the question of convexity of f to one about
functions of a real variable.

Exercise 4.16: This follows immediately from applying (3.2.2) to the function
t f

(
(1− t)x + ty

)
and then applying (4.2.2).

Exercise 4.17:

(i) That Z̄ is a solution if Z is follows immediately from the fact that the an’s
are real. To prove the linearity property, simply observe that ∂nt (c1Z1 +c2Z2) =
c1∂tZ1 + c2∂tZ2 for all 0 ≤ n ≤ N . Combining these, one sees that if Z is a
solution, then so is R(Z) = Z+Z̄

2 .

(ii) The equality

(∗)

(
∂Nt −

N−1∑
n=0

an∂
n
t

)
ezt = P (z)ezt

is obvious. Now suppose that λ is an `th order root of P for some 1 ≤ ` < N ,
let 1 ≤ k < `, and differentiate (∗) k times with respect to z at λ or λ̄. Because
the jth derivative of (z − λ)` with respect to z at z = λ is 0 for all 0 ≤ j < `,
the product rule shows that P (k)(λ) = 0. Hence, tkeiλt is a solution, and, by
(i), so is tkeiλ̄t. Now apply (i).

(iii) This is a somewhat tedious application of (ii) combined with the unique-
ness statement in Corollary 4.5.5.

Exercise 4.18 & 4.19: Follow the outlines.

Exercise 4.20: This is an elementary application of the results in Exercise
3.12.

Chapter 5

Exercises 5.1 & 5.2: Follow the outlines.
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Exercise 5.3: Given the results in Lemma 5.5.2 and Theorem 5.5.3, all but the
final part of this exercise are easy. To do the last part, observe that, by rotation
and translation invariance, it suffices to treat the case when xN = (x, eN )RN = 0
for all x ∈ Γ, in which case the result is trivial.

Exercise 5.4: Follow the outline to evalute I(a, b). Once you have done that,
the second part requires that you justify writing

d

db
I(a, b) = −2b

∫
R
t−

3
2 e−a

2t− b2t dt.

To that end, use Taylor’s theorem to see that

e−
(b+h)2

t − e− b
2

t = e−
b2

t

(
−2bh+ h2

t
+ E(t, h)

)
,

where, for some C <∞,

|E(t, h)| ≤ Ch2

t2
e
b2

2t if |h| ≤ b
4 .

Hence, for |h| ≤ b
4 , one has that∣∣∣∣∣I(a, b+ h)− I(a, b)

h
+ (2b+ h)

∫
(0,∞)

t−
3
2 e−a

2t− b2t dt

∣∣∣∣∣
≤ Ch

∫
(0,∞)

t−
5
2 e−a

2t− b22t dt,

which gives the desired result when h→ 0.

Exercise 5.5: The region in R2 enclosed by the translated cardioid is

{re(θ) : θ ∈ [0, 2π] & 0 ≤ 2R(1− cos θ}.

Thus, by Theorem 5.6.4, its area is∫ 2π

0

(∫ 2R(1−cos θ)

0

ρ dρ

)
= 2R2

∫ 2π

0

(1− cos θ)2 dθ = 6πR2.

To compute the arclength, use (1.5.1) to write 1 − cos θ = 2 sin2 θ
2 . Thus its

arclength is∫ 2π

0

|z(θ)| dθ = 4R

∫ 2π

0

sin θ
2 dθ = 8R

∫ π

0

sin θ dθ = 16R.

Exercise 5.6: The boundary is Riemann negligible because it is the union of
the graphs

x3 = a3

√
1− x2

2

a2
2

− x2
3

a2
3

and x3 = −a3

√
1− x2

2

a2
2

− x2
3

a2
3
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over (x1, x2) ∈ Ω̃. For that same reason V is equal to the integral expression
given. By Fubini’s theorem,∫

Ω̃

√
1− x2

1

a2
1

− x2
2

a2
2

dx1dx2

=

∫ a2

−a2

∫ a1

√
1− x

2
2
a22

−a1
√

1− x
2
2
a22

√
1− x2

1

a2
1

− x2
2

a2
2

dx1

 d x2

= 4a1

∫ a2

0

∫
√

1− x
2
2
a22

0

√
1− x2

1 −
x2

2

a2
2

dx1

 dx2

= 4a1a2

∫ 1

0

(∫ √1−|x|2

0

√
1− |x|2 dx1

)
dx2

= a1a2

∫
B(0,1)

√
1− |x|2 dx = 2πa1a2

∫ 1

0

ρ
√

1− ρ2 dρ =
4πa1a2

3
.

Exercise 5.7: Since the mass density is a constant µ, M is µ times the
volume

π

∫ h

0

x2
3 dx3 =

πh3

3

of the region and

Mcj = µ

∫ h

0

(∫
x2
1+x2

2≤x3

xj dx1dx2

)
dx3.

When j ∈ {1, 2}, the inner integral vanishes for each x3, and so cj = 0. Finally,

Mc3 = µπ

∫ h

0

x3
3 dx3 =

πh4

4
.

Hence, c =
(
0, 0, 3h

4

)
.

Exercise 5.8: Just as in the derivation of (5.6.3), everything comes down to
showing that ∫

B(0,r)

µ(|y|)y3

|y − b|3
dy = D−2

∫
B(0,D)

µ(|y|) dy

when D < r. Following the steps made in the derivation of (5.6.3), one arrives
at the integral∫ r

0

σµ(σ)

(∫ (D+σ)2

(D−σ)2

(
η−

1
2 + (D − σ2)η−

3
2

)
dη

)
dσ.

At this point one now has to write the outer integral as the integral over σ ∈
[0, D] plus the integral over [D, r]. When one does, one finds that the inner
integral for σ ∈ [0, D] is 2σ

D2 , as it was before. However, the inner integral for
σ ∈ [D, r] is 0, and that is what accounts for the difference.

20



Exercise 5.9: By choosing a rotation that changes ei to −ei but leaves ej fixed
and one that interchanges e1 with ei but leaves ej fixed, one sees that, for any
continuous function f : R2 −→ C, one sees that∫

B(0,r)

f(xi, xj) dx =

∫
B(0,r)

f(−xi, xj) dx for1 ≤ i 6= j ≤ N,

and that ∫
B(0,r)

f(xi, xi) dx =

∫
B(0,r)

f(x1, x1) dx for 1 < i ≤ N.

From the first of these, it follows that∫
B(0,r)

xi dx =

∫
B(0,r)

xixj = 0 for 1 ≤ i 6= j ≤ N,

and from the second and (5.4.5) that∫
B(0,r)

x2
i dx =

1

N

N∑
j=1

∫
B(0,r)

x2
j dx = ΩN

∫ r

0

ρN+1 dρ =
ΩNr

N+2

N + 2
.

Now suppose that f : RN −→ R is twice continuously differentiable. Then

A(f, r)− f(0)

r2
=

1

ΩNrN+2

∫
B(0,r)

(
f(x)− f(0)

)
dx,

and so the desired result follows from Taylor’s theorem and the preceding com-
putations.

Exercise 5.10: Since

d

dt
f
(
p(t)

)
=
(
F
(
p(t)

)
, ṗ(t)

)
RN
,

The first assertion is an application of the Fundamental Theorem of Calculus.
To do the second part, choose some x0 ∈ G. Given x ∈ G, let p : [a, b] −→ G
be a piecewise smooth path connecting x0 to x, set

f(x) =

∫ b

a

(
F
(
p(t)

)
, ṗ(t)

)
RN

dt,

and observe that f(x) is independent of the choice of p. Finally, for a given
x ∈ G, choose r > 0 so that B(x, r) ⊆ G, and let xi = x + rei. Choose a
piecewise smooth path p : [a, b] −→ G that connects x0 to xi, and extend p to
[a, b+ 2r] by setting p(t) = xi − (t− b)ei = x0 + (r+ b− t)ei for t ∈ [b, b+ 2r].
Then f(x + hei) = f

(
p(b+ r − h)

)
if |h| < r, and so

f(x + hei)− f(x)

h
=

1

h

∫ b+r−h

b+r

Fi
(
x0 +(r+ b− t)ei

)
dt =

1

h

∫ h

0

Fi(x0 + tei) dt,

which tends to Fi(xi) as h→ 0.
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Chapter 6

Exercise 6.1: Set h = g − f . Then h is an analytic function on G and
h(α + teiβ) = 0 for t ∈ [−1, 1]. Hence h(n)(α) = 0 for all n ≥ 0, and so,
by Theorem 6.2.2, h vanishes on G.

Exercise 6.2: Set

f(z) = ϕ(z)− e z
2

2 ∈ C where ϕ(z) =

∫
R
ezxe−

x2

2 dx.

If one shows that f is an analytic function, then, because it vanishes on R, one
can apply Exercise 6.1 to conclude that it vanishes everywhere. To see that it
is analytic, it suffices to check that ϕ is. To this end, set

ϕR(z) =

∫
[−R,R]

ezxe−
x2

2 dx for R > 0.

Then

|ϕ(z)− ϕR(z)| ≤
∫
R\[−R,R]

e|R(z)||x|e−
x2

2 dx = 2

∫
[R,∞)

e|R(z)|xe−
x2

2 dx.

Now note that

|R(z)|x− x2

4
= −

(
|R(z)| − x

2

)2

+ |R(z)|2 ≤ |R(z)|2,

and therefore

|ϕ(z)− ϕ(z)| ≤ 2e|R(z)|2
∫

[R,∞)

e−
x2

4 dx.

Hence, as R→∞, ϕ(z) −→ ϕ(z) uniformly for z in bounded subsets of C, and
therefore, by Theorem 6.2.6, we need only show that ϕR is analytic. But, as
ζ → 0,

e(z+ζ)x − ezx

ζ
= ezx

eζx − 1

ζ
−→ xezx

uniformly for x ∈ [−R,R], and so

lim
ζ→0

ϕR(z + ζ)− ϕR(z)

ζ
=

∫
[−R,R]

xezxe−
x2

2 dx,

which proves that ϕR is analytic.

Exercises 6.3–6.6: Follow the outlines.

Exercise 6.7: Set ω = e
π
4 = 1+i√

2
. Then ±ω and ±ω̄ are the roots of 1 + z4,

and ω and ω̄ are the ones in the upper halfspece. Hence, by Corollary 6.3.3,∫
R

1

1 + x4
dx = i2π

(
1

4ω3
+

1

4(−ω̄3)

)
=
iπ

2

(
1

iω
+

1

iω̄

)
=

π√
2
.
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Next observe that∫
R

cosαx

(1 + x2)2
dx =

∫
R
f(x) dx where f(z) =

eiαz

(1 + z2)2
.

Given R > 1, define zR(t) = t for t ∈ [−R,R] and zR(t) = Reiπ(t−R) for
t ∈ [R,R+ 1]. Then, just as in the final computation in § 6.3,∫

R
f(x) dx = lim

R→∞

∫ R+1

−R
f
(
zR(t)

)
żR(t) dt.

Furthermore, f is analytic in C \ {−i, i}, i has winding number 0 with respect
to zR, and so, by Corollary 6.3.3,∫

R

cosαx

(1 + x2)2
dx = i2πResi(f).

Finally, g(z) = (z−i)2f(z) = − −e
iαz

(1−iz)2 is analytic in C\{−i}, and so, by (6.3.1),

Resi(f) = g′(i) = e−α α+1
i4 .

To do the last computation, note that∫
R

sin2 x

(1 + x2)2
dx =

1

2

∫
R

1− cos 2x

(1 + x2)2
dx,

and apply the preceding computation.

Exercises 6.8—6.10: Follow the outlines.
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