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Compare: vibrated granular media

longitudinal vortices in rapid chute flows !Forterre and
Pouliquen, 2001", see Fig. 8, long modulation waves
!Forterre and Pouliquen, 2003", and others.

A rich variety of patterns and instabilities has also
been found in underwater flows of granular matter:
transverse instability of avalanche fronts, fingering, pat-
tern formation in the sediment behind the avalanche,
etc. #see Daerr et al. !2003" and Malloggi et al. !2005"$.
Whereas certain pattern-forming mechanisms are spe-
cific to the water-granulate interaction, one also finds
striking similarities with the behavior of dry granular
matter.

C. Flows in rotating cylinders

Energy is often supplied to a granular system through
the shear which is driven by the moving walls of the

container. One of the most commonly used geometries
for this class of systems is a horizontal cylinder rotated
around its axis, or rotating drum. Rotating drums partly
filled with granular matter are often used in chemical
engineering for mixing and separation of particles.
Flows in rotating drums have recently become a subject
of active research in the physics community. For not-too-
high rotating rates the flow regime in the drum is sepa-
rated into an almost solid-body rotation in the bulk of
the drum and a localized fluidized layer near the free
surface !Fig. 9". Slowly rotating drums exhibit oscilla-
tions related to the gradual increase of the free-surface
angle to the static angle of repose and subsequent fast

FIG. 3. !Color online" Representative pat-
terns in vertically vibrated granular layers for
various values of frequency and amplitude of
the vibration: stripes, squares, hexagons, spi-
ral, interfaces, and localized oscillons. Snap-
shots of the layer surface under low-angle ob-
lique lighting. Courtesy of Paul Umbanhowar.

FIG. 4. !Color online" Localized oscillon in a vertically vi-
brated granular layer. Courtesy of Paul Umbanhowar.

FIG. 5. Snapshots demonstrating segregation in a layer of cop-
per balls–poppy seeds mixture in a horizontally shaken cavity
!frequency 12.5 Hz, amplitude 2 mm" at 5 min, 10 min, 15 min,
30 min, 1 h, and 6 h. From Mullin, 2000.

644 I. S. Aranson and L. S. Tsimring: Patterns and collective behavior in . . .

Rev. Mod. Phys., Vol. 78, No. 2, April–June 2006

mailto:dunkel@math.mit.edu


dunkel@math.mit.edu

Compare: vibrated granular media

longitudinal vortices in rapid chute flows !Forterre and
Pouliquen, 2001", see Fig. 8, long modulation waves
!Forterre and Pouliquen, 2003", and others.

A rich variety of patterns and instabilities has also
been found in underwater flows of granular matter:
transverse instability of avalanche fronts, fingering, pat-
tern formation in the sediment behind the avalanche,
etc. #see Daerr et al. !2003" and Malloggi et al. !2005"$.
Whereas certain pattern-forming mechanisms are spe-
cific to the water-granulate interaction, one also finds
striking similarities with the behavior of dry granular
matter.

C. Flows in rotating cylinders

Energy is often supplied to a granular system through
the shear which is driven by the moving walls of the

container. One of the most commonly used geometries
for this class of systems is a horizontal cylinder rotated
around its axis, or rotating drum. Rotating drums partly
filled with granular matter are often used in chemical
engineering for mixing and separation of particles.
Flows in rotating drums have recently become a subject
of active research in the physics community. For not-too-
high rotating rates the flow regime in the drum is sepa-
rated into an almost solid-body rotation in the bulk of
the drum and a localized fluidized layer near the free
surface !Fig. 9". Slowly rotating drums exhibit oscilla-
tions related to the gradual increase of the free-surface
angle to the static angle of repose and subsequent fast

FIG. 3. !Color online" Representative pat-
terns in vertically vibrated granular layers for
various values of frequency and amplitude of
the vibration: stripes, squares, hexagons, spi-
ral, interfaces, and localized oscillons. Snap-
shots of the layer surface under low-angle ob-
lique lighting. Courtesy of Paul Umbanhowar.

FIG. 4. !Color online" Localized oscillon in a vertically vi-
brated granular layer. Courtesy of Paul Umbanhowar.

FIG. 5. Snapshots demonstrating segregation in a layer of cop-
per balls–poppy seeds mixture in a horizontally shaken cavity
!frequency 12.5 Hz, amplitude 2 mm" at 5 min, 10 min, 15 min,
30 min, 1 h, and 6 h. From Mullin, 2000.

644 I. S. Aranson and L. S. Tsimring: Patterns and collective behavior in . . .

Rev. Mod. Phys., Vol. 78, No. 2, April–June 2006

mailto:dunkel@math.mit.edu


dunkel@math.mit.edu

Slime mold

aggregation of a starving slime mold (credit: Florian Siegert)
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Belousov-Zhabotinsky reaction

Mix of potassium bromate, cerium(IV) sulfate, malonic acid and citric acid in dilute sulfuric acid 

the ratio of concentration of the cerium(IV) and cerium(III) ions oscillated

This is due to the cerium(IV) ions being reduced by malonic acid to cerium(III) ions, which are 
then oxidized back to cerium(IV) ions by bromate(V) ions

mailto:dunkel@math.mit.edu
http://en.wikipedia.org/wiki/Potassium_bromate
http://en.wikipedia.org/wiki/Cerium(IV)_sulfate
http://en.wikipedia.org/wiki/Malonic_acid
http://en.wikipedia.org/wiki/Citric_acid
http://en.wikipedia.org/wiki/Sulfuric_acid
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2.4. Symmetry breaking

With regard to microbial suspensions, the minimal model (1) is useful for illustrating

how microscopic symmetry-breaking mechanisms that a�ect the motion of individual

organisms or cells [40, 48, 49, 50] can be implemented into macroscopic field equations.

To demonstrate this, we interpret ⇥ as a 2D pseudo-scalar vorticity field⌃

⇥ ⇥ ⇤ = ⌥⇧ v = �ij⌅ivj, (7)

which is assumed to describe the flow dynamics v of a dense microbial suspension

confined to a thin quasi-2D layer of fluid. If the confinement mechanism is top-bottom

symmetric, as for example in a thin free-standing bacterial film [10], then one would

expect that vortices of either handedness are equally likely. In this case, Equation (1)

must be invariant under ⇤ ⇤ �⇤, implying that U(⇤) = U(�⇤) and, therefore, b = 0

in Equation (2). Intuitively, the transformation ⇤ ⇤ �⇤ corresponds to a reflection of

the observer position at the midplane of the film (watching the 2D layer from above vs.

watching it from below).

The situation can be rather di�erent, however, if we consider the dynamics of

microorganisms close to a liquid-solid interface, such as the motion of bacteria or sperms

cells in the vicinity of a glass slide (Figure 2). In this case, it is known that the

trajectory of a swimming cell can exhibit a preferred handedness [40, 48, 49, 50]. For

example, the bacteria Escherichia coli [40] and Caulobacter [48] have been observed

⌃ �ij denotes the Cartesian components of the Levi-Civita tensor, ⌅i = ⌅/⌅xi for i = 1, 2, and we use
a summation convention for equal indices throughout.

Figure 2. E�ect of symmetry breaking. (a) Stationary hexagonal lattice of the pseudo-
scalar vorticity order-parameter ⇥ = ⇤, scaled by the maximum value ⇥m = ⇤m,
as obtained in simulations of Equations (1) and (2) with b > 0, corresponding to a
broken reflection symmetry ⇤ ⌅⇤ �⇤. Blue regions correspond to clockwise motions.
(b) Hexagonal vortex lattice formed spermatozoa of sea urchins (Strongylocentrotus
droebachiensis) near a glass surface; from [28] adapted and reprinted with permission
from AAAS. At high densities, the spermatozoa assemble into vortices that rotate in
clockwise direction (inset) when viewed from the bulk fluid.

broken 
reflection-symmetry 

b �= 0

2d Swift-Hohenberg model
arxiv: 1208.4464
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Sea urchin sperm cells
near surface 

(high concentration)

Riedel et al (2007) Science



3D suspension

bright field fluorescence

B. subtilis tracer

PRL (2013)



3D suspension

bright field fluorescence

PRL (2013)



3D suspension

Theory: 
2D slice

Experiment: 
quasi-2D slice

PRL (2013)



PRL 2013

Vortex life time ~  seconds  

Sokolov & Aronson, PRL 2007

Bacillus subtilis

Experimental motivation:  
scale selection in dense bacterial fluids
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LETTER
doi:10.1038/nature11591

Spontaneous motion in hierarchically assembled
active matter
Tim Sanchez1*, Daniel T. N. Chen1*, Stephen J. DeCamp1*, Michael Heymann1,2 & Zvonimir Dogic1

With remarkable precision and reproducibility, cells orchestrate
the cooperative action of thousands of nanometre-sized molecular
motors to carry out mechanical tasks at much larger length scales,
such as cell motility, division and replication1. Besides their bio-
logical importance, such inherently non-equilibrium processes
suggest approaches for developing biomimetic active materials
from microscopic components that consume energy to generate
continuous motion2–4. Being actively driven, these materials are
not constrained by the laws of equilibrium statistical mechanics
and can thus exhibit sought-after properties such as autonomous
motility, internally generated flows and self-organized beating5–7.
Here, starting from extensile microtubule bundles, we hierarchically
assemble far-from-equilibrium analogues of conventional polymer
gels, liquid crystals and emulsions. At high enough concentration,
the microtubules form a percolating active network characterized
by internally driven chaotic flows, hydrodynamic instabilities,
enhanced transport and fluid mixing. When confined to emulsion
droplets, three-dimensional networks spontaneously adsorb onto
the droplet surfaces to produce highly active two-dimensional
nematic liquid crystals whose streaming flows are controlled by
internally generated fractures and self-healing, as well as unbinding
and annihilation of oppositely charged disclination defects. The
resulting active emulsions exhibit unexpected properties, such as
autonomous motility, which are not observed in their passive ana-
logues. Taken together, these observations exemplify how assem-
blages of animate microscopic objects exhibit collective biomimetic

properties that are very different from those found in materials
assembled from inanimate building blocks, challenging us to
develop a theoretical framework that would allow for a systematic
engineering of their far-from-equilibrium material properties.

We assembled active materials from microtubule filaments, which are
stabilized with the non-hydrolysable nucleotide analogue GMPCPP,
leading to an average length of 1.5mm. Bundles were formed by adding
a non-adsorbing polymer—poly(ethylene glycol) or PEG—which
induces attractive interactions through the well-studied depletion
mechanism. To drive the system far from equilibrium, we added bio-
tin-labelled fragments of kinesin-1, a molecular motor that converts
chemical energy from ATP hydrolysis into mechanical movement
along a microtubule8. Kinesins were assembled into multi-motor clus-
ters by tetrameric streptavidin, which can simultaneously bind and
move along multiple microtubules, inducing inter-filament sliding
(Fig. 1a). In this respect, our experiments build upon important earlier
work that demonstrated the formation of asters and vortices in net-
works of unbundled microtubules and kinesin9,10. However, compared
to these dispersed networks, the proximity and alignment of depletion-
bundled microtubules greatly increases the probability of kinesin clus-
ters simultaneously binding and walking along neighbouring filaments,
thus enhancing the overall activity.

Motor-induced sliding of aligned microtubules depends on their
relative polarity. Kinesin clusters generate sliding forces between
microtubules of opposite polarity, whereas no sliding force is induced
between microtubules of the same polarity11–13. To study the dynamics

*These authors contributed equally to this work.

1Martin Fisher School of Physics, Brandeis University, 415 South Street, Waltham, Massachusetts 02454, USA. 2Graduate Program in Biophysics and Structural Biology, Brandeis University, 415 South
Street, Waltham, Massachusetts 02454, USA.
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+
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force
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Kinesin clusters

Figure 1 | Active microtubule
networks exhibit internally
generated flows. a, Schematic
illustration of an extensile
microtubule–kinesin bundle, the basic
building block used for the assembly
of active matter. Kinesin clusters exert
inter-filament sliding forces, whereas
depleting PEG polymers induce
microtubule bundling. b, Two
microtubule bundles merge and the
resultant bundle immediately extends,
eventually falling apart. Time interval,
5 s; scale bar, 15mm. c, In a
percolating microtubule network,
bundles constantly merge (red
arrows), extend, buckle (green dashed
lines), fracture, and self-heal to
produce a robust and highly dynamic
steady state. Time interval, 11.5 s; scale
bar, 15mm. d, An active microtubule
network viewed on a large scale.
Arrows indicate local bundle velocity
direction. Scale bar, 80mm.
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This lecture course

• generic PDE models

- Swift-Hohenberg type higher-order PDEs

- Reaction-Diffusion (RD) models 

• linear stability analysis



Symmetry breaking 
near boundaries

arxiv: 1208.4464



Gibbons (1980) JCB

Broken reflection-symmetry at surfaces

l i gh t absorp t i on proper t i es o f the g l ass. By us i ng
a ser i es o f f i l t ers (Ze i ss : UG5 , BG3 , BG12) , the
ac t i ve wave l eng th i n l i gh t - i nduced s topp i ng has
been de t erm i ned to l i e i n the range 400-500 r i m ,
and the e f f ec t can be a l mos t e l i m i na t ed by use o f
a green f i l t er (Ze i ss , VG9) . The dose response
curve was measured by es t i ma t i ng the percen t age
o f sperm tha t s topped upon i n i t i a l movemen t i n to
the l i gh t beam a t d i f f eren t i n t ens i t i es o f i l l um i na -
t i on (F i g . 3) . As men t i oned , i t was found tha t w i th
the fu l l i n t ens i ty o f our i l l um i na tor , c l ose to 100%
o f the sperm i mmed i a t e l y s topped i n the qu i escen t
wave form (F i g . 4) . A s t r i k i ng aspec t o f the resu l t s
shown i n F i g . 3 i s tha t the percen t age o f sperm
s topped shows a gradua l decrease to -0 . 3% as the
l i gh t i n t ens i ty decreases over a f ac tor o f - 10 " . The
l ow percen t age o f sperm tha t con t i nue to become
i n t erm i t t en t l y qu i escen t a t a re l a t i ve l i gh t i n t ens i ty
o f 10 - ° , or w i th the green f i l t er i nser t ed , may
represen t a basa l , spon t aneous l eve l because under
these cond i t i ons the sperm usua l l y do no t s top
i mmed i a t e l y upon movemen t i n to the l i gh t beam .

4

F IGURE 1

 

Dark - f i e l d m i crographs o f l i ve sperm o f Tr i pneus t es suspended i n na tura l seawa t er con t a i n i ng
0. 2 mM EDTA and ad j us t ed to pH 8 . 3 ( re f er red to as s t andard seawa t er ) . The m i crograph , wh i ch was
t aken a f ew seconds a f t er mov i ng th i s f i e l d i n to the l i gh t beam , shows some sperm i n l i gh t - i nduced
qu i escence , and some tha t are sw i mm i ng . Among those sw i mm i ng , mos t show l i t t l e asymme t ry as i nd i ca t ed
by the near s t ra i gh tness o f the i r pa ths . Exposure : 1 s. X 380 .

THE JOURNAL OF CELL B IOLOGY " VOLUME 84 , 1980

However , we canno t be cer t a i n on th i s po i n t be -
cause i t i s d i f f i cu l t to make an accura t e es t i ma t e
o f the percen t age o f qu i escen t sperm when th i s i s
<1% . Excep t a t the h i ghes t i n t ens i t i es , the sperm
appear to adap t to the l i gh t , so tha t the percen t age
o f qu i escen t sperm i s h i ghes t when they are i n i -
t i a l l y moved i n to the beam and decreases to a
cons t an t l ower va l ue a f t er they have been i n the
beam - 15 s . Exposure o f the sperm to the max i -
mum l i gh t i n t ens i ty for severa l m i nu t es rendered
them i r revers i b l y nonmo t i l e , presumab l y by rad i a -
t i on damage .

The br i e f per i od o f re l a t i ve l y s t ra i gh t sw i mm i ng
tha t usua l l y fo l l ows qu i escence i n t er f eres w i th the
measuremen t o f the s t eady-s t a t e asymme t ry o f the
f l age l l ar bend i ng waves o f these sperm as i nd i ca t ed
by the i r turn i ng ra t e . However , w i th qu i escence
preven t ed by suspens i on o f the sperm i n ar t i f i c i a l
seawa t er con t a i n i ng on l y 2 mM Ca " , the average
turn i ng ra t e i n a t yp i ca l prepara t i on was de t er -
m i ned to be 0. 18 rad / bea t ( range for 20 sperm was
0 . 12-0 . 26 rad / bea t ) . I t i s be l i eved tha t th i s i s the

Sea urchin sperm

F IGURE 5

 

Dark - f i e l d m i crographs o f . (A) sperm tha t have been t rea t ed w i th i onophore A23187 , then
d i l u t ed t en fo l d i n to ar t i f i c i a l seawa t er con t a i n i ng 0 . 2 mM EGTA and no d i va l en t ca t i ons . The sperm are
sw i mm i ng i n c i rc l es a t the bo t tom sur f ace o f the Pe t r i d i sh . (B) the same prepara t i on o f sperm a f t er
add i t i on o f -0 . 1 mM f ree Ca " . Near l y a l l the sperm i n the prepara t i on are qu i escen t . B l ur red c i rc l es are
caused by st a t i onary sperm ou t o f the p l ane o f focus . Exposure : 1 s . x 380 .
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      similar for bacteria (E. coli):    Di Luzio et al (2005) Nature

in bulk (dilute) near surface (dilute)



2d Swift-Hohenberg model

Minimal continuum models of active fluids 4

2. (Pseudo) scalar order-parameter theory

The minimal model considered in this section belongs to the class of generalized

Swift-Hohenberg theories [29, 35]. Our motivation for prepending a brief discussion

of this well-known model here is two-fold: It is helpful to recall some of its basic

properties before considering the generalization to vectorial order-parameters. This

model is also useful for illustrating how microscopic symmetry-breaking mechanisms [40]

can be incorporated into macroscopic descriptions of experimentally relevant microbial

systems [28], as discussed in Section 2.4 below.

2.1. Model equations

We consider the simplest isotropic fourth-order model for a non-conserved scalar or

pseudo-scalar order-parameter ⇤(t,x), given by

⇧t⇤ = F (⇤) + �0�⇤ � �2�
2⇤, (1)

where ⇧t = ⇧/⇧t denotes the time derivative, and ⇤ = ⌅2 is the d-dimensional

Laplacian. The force F is derived from a Landau-potental U(⇤)

F = �⇧U

⇧⇤
, U(⇤) =

a

2
⇤2 +

b

3
⇤3 +

c

4
⇤4, (2)

and the derivative terms on the rhs. of Equation (1) can also be obtained by variational

methods from a suitably defined energy functional. In the context of active suspensions,

⇤ could, for example, quantify local energy fluctuations, local alignment, phase

di⇤erences, or vorticity. We will assume throughout that the system is confined to

a finite spatial domain ⇥ ⇥ Rd of volume

|⇥| =

⇤

�

ddx, (3)

adopting with periodic boundary conditions in simulations.

For completeness, one should note that in the case of a conserved order-parameter

field ⌅ the field equations would either have to take the current-form ⇧t⌅ = �⌅ · J(⌅)

or, alternatively, one could implement conservation laws globally by means of Lagrange

multipliers [36]. For example, for a dynamics similar to that of Equation (1) and a

simple global ‘mass’ constraint

M =

⇤

�

ddx ⌅ = const,

the Lagrange-multiplier approach yields the non-local equations of motions

⇧t⌅ = F (⌅) + �0�⌅� �2�
2⌅� ⇥1,

⇥1 =
1

|⇥|

⇤

�

ddx
�
F (⌅) + �0�⌅� �2�

2⌅
⇥
.

In the remainder of this section, however, we shall focus on the local dynamics defined

by Equations (1) and (2), since this well-known example will be a useful reference point

for the discussion of the vector model in Section 3.

⇤t⇥ = �U �(⇥) + �0⇥2⇥ � �2(⇥2)2⇥

a > 0

a < 0
�(t, x) = ⇥� v

reflection-symmetry 
b = 0

arxiv: 1208.4464
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Figure 1. Numerical illustration of structural transitions in the order-parameter
⇤ for (a-c) mono-stable and (d-f) bi-stable potentials. (a,d) Symbols show the
results of simulations for the first two �0-induced transitions, and lines are linear
interpolations. Quasi-stationary space-time averages ⇤ · ⌅ were computed over 3000
successive simulation time-steps (�t = 0.1) after an initial relaxation period of 200
characteristic time units tu = L4/�2. (b,c) Snapshots of the order-parameter field ⇤
at t = 500, scaled by the maximum value ⇤m, for a mono-stable potential U(⇤) and
homogeneous random initial conditions. After the first transition two stripes appear,
and the number of stripes increases with the number of transitions. (e,f) Snapshots
of the order-parameter at t = 500 for a bi-stable potential. For �0 ⇥ �(2⇥)2�2/L2,
increasingly more complex quasi-stationary structures arise; see References [29, 47] for
similar patterns in excited granular media and chemical reaction systems.
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2. (Pseudo) scalar order-parameter theory

The minimal model considered in this section belongs to the class of generalized

Swift-Hohenberg theories [29, 35]. Our motivation for prepending a brief discussion

of this well-known model here is two-fold: It is helpful to recall some of its basic

properties before considering the generalization to vectorial order-parameters. This

model is also useful for illustrating how microscopic symmetry-breaking mechanisms [40]

can be incorporated into macroscopic descriptions of experimentally relevant microbial

systems [28], as discussed in Section 2.4 below.

2.1. Model equations

We consider the simplest isotropic fourth-order model for a non-conserved scalar or

pseudo-scalar order-parameter ⇤(t,x), given by

⇧t⇤ = F (⇤) + �0�⇤ � �2�
2⇤, (1)

where ⇧t = ⇧/⇧t denotes the time derivative, and ⇤ = ⌅2 is the d-dimensional

Laplacian. The force F is derived from a Landau-potental U(⇤)

F = �⇧U

⇧⇤
, U(⇤) =

a

2
⇤2 +

b

3
⇤3 +

c

4
⇤4, (2)

and the derivative terms on the rhs. of Equation (1) can also be obtained by variational

methods from a suitably defined energy functional. In the context of active suspensions,

⇤ could, for example, quantify local energy fluctuations, local alignment, phase

di⇤erences, or vorticity. We will assume throughout that the system is confined to

a finite spatial domain ⇥ ⇥ Rd of volume

|⇥| =

⇤

�

ddx, (3)

adopting with periodic boundary conditions in simulations.

For completeness, one should note that in the case of a conserved order-parameter

field ⌅ the field equations would either have to take the current-form ⇧t⌅ = �⌅ · J(⌅)

or, alternatively, one could implement conservation laws globally by means of Lagrange

multipliers [36]. For example, for a dynamics similar to that of Equation (1) and a

simple global ‘mass’ constraint

M =

⇤

�

ddx ⌅ = const,

the Lagrange-multiplier approach yields the non-local equations of motions

⇧t⌅ = F (⌅) + �0�⌅� �2�
2⌅� ⇥1,

⇥1 =
1

|⇥|

⇤

�

ddx
�
F (⌅) + �0�⌅� �2�

2⌅
⇥
.

In the remainder of this section, however, we shall focus on the local dynamics defined

by Equations (1) and (2), since this well-known example will be a useful reference point

for the discussion of the vector model in Section 3.

arxiv: 1208.4464

�(t, x) = ⇥� v

2d Swift-Hohenberg model

⇤t⇥ = �U �(⇥) + �0⇥2⇥ � �2(⇥2)2⇥
b = 0
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The minimal model considered in this section belongs to the class of generalized

Swift-Hohenberg theories [29, 35]. Our motivation for prepending a brief discussion

of this well-known model here is two-fold: It is helpful to recall some of its basic

properties before considering the generalization to vectorial order-parameters. This

model is also useful for illustrating how microscopic symmetry-breaking mechanisms [40]

can be incorporated into macroscopic descriptions of experimentally relevant microbial

systems [28], as discussed in Section 2.4 below.

2.1. Model equations

We consider the simplest isotropic fourth-order model for a non-conserved scalar or

pseudo-scalar order-parameter ⇤(t,x), given by

⇧t⇤ = F (⇤) + �0�⇤ � �2�
2⇤, (1)

where ⇧t = ⇧/⇧t denotes the time derivative, and ⇤ = ⌅2 is the d-dimensional

Laplacian. The force F is derived from a Landau-potental U(⇤)

F = �⇧U

⇧⇤
, U(⇤) =

a

2
⇤2 +

b

3
⇤3 +

c

4
⇤4, (2)

and the derivative terms on the rhs. of Equation (1) can also be obtained by variational

methods from a suitably defined energy functional. In the context of active suspensions,

⇤ could, for example, quantify local energy fluctuations, local alignment, phase

di⇤erences, or vorticity. We will assume throughout that the system is confined to

a finite spatial domain ⇥ ⇥ Rd of volume

|⇥| =

⇤

�

ddx, (3)

adopting with periodic boundary conditions in simulations.

For completeness, one should note that in the case of a conserved order-parameter

field ⌅ the field equations would either have to take the current-form ⇧t⌅ = �⌅ · J(⌅)

or, alternatively, one could implement conservation laws globally by means of Lagrange

multipliers [36]. For example, for a dynamics similar to that of Equation (1) and a

simple global ‘mass’ constraint

M =

⇤

�

ddx ⌅ = const,

the Lagrange-multiplier approach yields the non-local equations of motions

⇧t⌅ = F (⌅) + �0�⌅� �2�
2⌅� ⇥1,

⇥1 =
1

|⇥|

⇤

�

ddx
�
F (⌅) + �0�⌅� �2�

2⌅
⇥
.

In the remainder of this section, however, we shall focus on the local dynamics defined

by Equations (1) and (2), since this well-known example will be a useful reference point

for the discussion of the vector model in Section 3.

⇤t⇥ = �U �(⇥) + �0⇥2⇥ � �2(⇥2)2⇥

broken 
reflection-symmetry 

�(t, x) = ⇥� v

2d Swift-Hohenberg model
arxiv: 1208.4464

b < 0

b �= 0
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2.4. Symmetry breaking

With regard to microbial suspensions, the minimal model (1) is useful for illustrating

how microscopic symmetry-breaking mechanisms that a�ect the motion of individual

organisms or cells [40, 48, 49, 50] can be implemented into macroscopic field equations.

To demonstrate this, we interpret ⇥ as a 2D pseudo-scalar vorticity field⌃

⇥ ⇥ ⇤ = ⌥⇧ v = �ij⌅ivj, (7)

which is assumed to describe the flow dynamics v of a dense microbial suspension

confined to a thin quasi-2D layer of fluid. If the confinement mechanism is top-bottom

symmetric, as for example in a thin free-standing bacterial film [10], then one would

expect that vortices of either handedness are equally likely. In this case, Equation (1)

must be invariant under ⇤ ⇤ �⇤, implying that U(⇤) = U(�⇤) and, therefore, b = 0

in Equation (2). Intuitively, the transformation ⇤ ⇤ �⇤ corresponds to a reflection of

the observer position at the midplane of the film (watching the 2D layer from above vs.

watching it from below).

The situation can be rather di�erent, however, if we consider the dynamics of

microorganisms close to a liquid-solid interface, such as the motion of bacteria or sperms

cells in the vicinity of a glass slide (Figure 2). In this case, it is known that the

trajectory of a swimming cell can exhibit a preferred handedness [40, 48, 49, 50]. For

example, the bacteria Escherichia coli [40] and Caulobacter [48] have been observed

⌃ �ij denotes the Cartesian components of the Levi-Civita tensor, ⌅i = ⌅/⌅xi for i = 1, 2, and we use
a summation convention for equal indices throughout.

Figure 2. E�ect of symmetry breaking. (a) Stationary hexagonal lattice of the pseudo-
scalar vorticity order-parameter ⇥ = ⇤, scaled by the maximum value ⇥m = ⇤m,
as obtained in simulations of Equations (1) and (2) with b > 0, corresponding to a
broken reflection symmetry ⇤ ⌅⇤ �⇤. Blue regions correspond to clockwise motions.
(b) Hexagonal vortex lattice formed spermatozoa of sea urchins (Strongylocentrotus
droebachiensis) near a glass surface; from [28] adapted and reprinted with permission
from AAAS. At high densities, the spermatozoa assemble into vortices that rotate in
clockwise direction (inset) when viewed from the bulk fluid.
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2. (Pseudo) scalar order-parameter theory

The minimal model considered in this section belongs to the class of generalized

Swift-Hohenberg theories [29, 35]. Our motivation for prepending a brief discussion

of this well-known model here is two-fold: It is helpful to recall some of its basic

properties before considering the generalization to vectorial order-parameters. This

model is also useful for illustrating how microscopic symmetry-breaking mechanisms [40]

can be incorporated into macroscopic descriptions of experimentally relevant microbial

systems [28], as discussed in Section 2.4 below.

2.1. Model equations

We consider the simplest isotropic fourth-order model for a non-conserved scalar or

pseudo-scalar order-parameter ⇤(t,x), given by

⇧t⇤ = F (⇤) + �0�⇤ � �2�
2⇤, (1)

where ⇧t = ⇧/⇧t denotes the time derivative, and ⇤ = ⌅2 is the d-dimensional

Laplacian. The force F is derived from a Landau-potental U(⇤)

F = �⇧U

⇧⇤
, U(⇤) =

a

2
⇤2 +

b

3
⇤3 +

c

4
⇤4, (2)

and the derivative terms on the rhs. of Equation (1) can also be obtained by variational

methods from a suitably defined energy functional. In the context of active suspensions,

⇤ could, for example, quantify local energy fluctuations, local alignment, phase

di⇤erences, or vorticity. We will assume throughout that the system is confined to

a finite spatial domain ⇥ ⇥ Rd of volume
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⇤

�

ddx, (3)

adopting with periodic boundary conditions in simulations.

For completeness, one should note that in the case of a conserved order-parameter

field ⌅ the field equations would either have to take the current-form ⇧t⌅ = �⌅ · J(⌅)

or, alternatively, one could implement conservation laws globally by means of Lagrange

multipliers [36]. For example, for a dynamics similar to that of Equation (1) and a

simple global ‘mass’ constraint
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⇤

�
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the Lagrange-multiplier approach yields the non-local equations of motions
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1

|⇥|

⇤

�

ddx
�
F (⌅) + �0�⌅� �2�

2⌅
⇥
.

In the remainder of this section, however, we shall focus on the local dynamics defined

by Equations (1) and (2), since this well-known example will be a useful reference point

for the discussion of the vector model in Section 3.
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2.4. Symmetry breaking

With regard to microbial suspensions, the minimal model (1) is useful for illustrating

how microscopic symmetry-breaking mechanisms that a�ect the motion of individual

organisms or cells [40, 48, 49, 50] can be implemented into macroscopic field equations.

To demonstrate this, we interpret ⇥ as a 2D pseudo-scalar vorticity field⌃

⇥ ⇥ ⇤ = ⌥⇧ v = �ij⌅ivj, (7)

which is assumed to describe the flow dynamics v of a dense microbial suspension

confined to a thin quasi-2D layer of fluid. If the confinement mechanism is top-bottom

symmetric, as for example in a thin free-standing bacterial film [10], then one would

expect that vortices of either handedness are equally likely. In this case, Equation (1)

must be invariant under ⇤ ⇤ �⇤, implying that U(⇤) = U(�⇤) and, therefore, b = 0

in Equation (2). Intuitively, the transformation ⇤ ⇤ �⇤ corresponds to a reflection of

the observer position at the midplane of the film (watching the 2D layer from above vs.

watching it from below).

The situation can be rather di�erent, however, if we consider the dynamics of

microorganisms close to a liquid-solid interface, such as the motion of bacteria or sperms

cells in the vicinity of a glass slide (Figure 2). In this case, it is known that the

trajectory of a swimming cell can exhibit a preferred handedness [40, 48, 49, 50]. For

example, the bacteria Escherichia coli [40] and Caulobacter [48] have been observed

⌃ �ij denotes the Cartesian components of the Levi-Civita tensor, ⌅i = ⌅/⌅xi for i = 1, 2, and we use
a summation convention for equal indices throughout.

Figure 2. E�ect of symmetry breaking. (a) Stationary hexagonal lattice of the pseudo-
scalar vorticity order-parameter ⇥ = ⇤, scaled by the maximum value ⇥m = ⇤m,
as obtained in simulations of Equations (1) and (2) with b > 0, corresponding to a
broken reflection symmetry ⇤ ⌅⇤ �⇤. Blue regions correspond to clockwise motions.
(b) Hexagonal vortex lattice formed spermatozoa of sea urchins (Strongylocentrotus
droebachiensis) near a glass surface; from [28] adapted and reprinted with permission
from AAAS. At high densities, the spermatozoa assemble into vortices that rotate in
clockwise direction (inset) when viewed from the bulk fluid.
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Linear stability analysis

• find stationary solution (fixed point)

• Linearize equation around fixed point 

• Compute eigenvalues/solution of linear 
equation 
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Chapter 4

Pattern formation

4.1 Warm-up

Consider a scalar density ⇢(t, x), governed by the simple di↵usion equation

⇢t = D⇢xx (4.1a)

with reflecting boundary conditions on [0, L],

⇢x(t, 0) = ⇢x(t, L) = 0. (4.1b)

This dynamics defined by Eqs. (4.1) conserves the total ‘mass’

M(t) =

Z L

0

dx ⇢(t, x) ⌘ M
0

, (4.2)

and a spatially homogeneous stationary solution is given by

⇢
0

= M
0

/L. (4.3)

To evaluate its stability, we can consider wave-like perturbations

⇢(t, x) = ⇢
0

+ �⇢(t, x) , �⇢ = ✏ e�t�ikx. (4.4)

Inserting this perturbation ansatz into (4.1) gives

�(k) = �Dk2 � 0 (4.5)

signaling that ⇢
0

is a stable solution, because all modes with |k| > 0 become exponentially
damped.
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4.2 Swift-Hohenberg model

As a simple generalization of (4.1), we consider the simplest isotropic fourth-order model [DHBG13]
for a non-conserved scalar or pseudo-scalar order-parameter  (t,x), given by

@t = F ( ) + �
0

� � �
2

�2 , (4.6)

where @t = @/@t denotes the time derivative, and 4 = r2 is the d-dimensional Laplacian.
The force F is derived from a Landau-potental U( )

F = �@U
@ 

, U( ) =
a

2
 2 +

b

3
 3 +

c

4
 4, (4.7)

where c > 0 to ensure stability.
The derivative terms on the rhs. of (4.6) can also be obtained by variational methods

from a suitably defined energy functional,1

@t = ��F
� 

, (4.10)

where

F[ ] =

Z
ddx


1

2
�
0

(r ) · (r ) + 1

2
�
2

(4 )(4 ) + U( )

�
. (4.11)

In the context of active suspensions,  could, for example, quantify local energy fluctua-
tions, local alignment, phase di↵erences, or vorticity. In this case, the transport coe�cients
(a, b, c, �

1

, �
2

) in Equations (4.6) and (4.7) will contain passive contributions due to steric or
other physical interactions as well as active motility-related contributions. In general, it is
very challenging to derive the exact functional dependence between macroscopic transport
coe�cients and microscopic interaction and motility parameters for active non-equilibrium
systems. With regard to practical applications, however, it is often su�cient to view
transport coe�cients as purely phenomenological parameters that can be determined by
matching the solutions of continuum models, such as the one defined by Equations (4.6)

1To see this, consider a functional F that depends on some real-valued fields �

k

(x1, . . . , xd

), k =
1, . . . , N , and their first and second derivatives, and can be written as

F[�] =

Z
d

d

xF (�
k

, @

i

�

k

, @

ij

�

k

), (4.8)

where � = (�
k

) and @

i

= @/@x

i

, @
ij

= @

2
/@x

i

@x

j

. Assuming F (⌘
k

, ⇠

ik

, ⇣

ijk

) is a quadratic polynomial in
⇠

ik

and ⇣

ijk

, the functional derivative of F with respect to �

k

is given by

�F

��

k

=
@F

@�

k

� @

i

@F

@(@
i

�

k

)
+ @

ij

@F

@(@
ij

�

k

)
, (4.9)

with a summation convention for identical indices i, j = 1, . . . , d.
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and (4.7), to experimental data. This is analogous to treating the viscosity in the clas-
sical Navier-Stokes equations as a phenomenological fit parameter. The actual predictive
strength of a continuum model lies in the fact that, once the parameter values have been
determined for a given set-up, the theory can be used to obtain predictions for how the
system should behave in di↵erent geometries or under changes of the boundary conditions
(externally imposed shear, etc.). In some cases, it may also be possible to deduce qualita-
tive parameter dependencies from physical or biological considerations. For instance, if  
describes vorticity or local angular momentum in an isolated active fluid, say a bacterial
suspension, then transitions from a > 0 to a < 0 or �

0

> 0 to �
0

< 0, which both lead to
non-zero flow patterns, must be connected to the microscopic self-swimming speed v

0

of
the bacteria. Assuming a linear relation, this suggests that, to leading order, a

0

= ��↵v
0

where � > 0 is a passive damping contribution and ↵v
0

> 0 the active part, and similarly
for �

0

. It may be worthwhile to stress at this point that higher-than-second-order spa-
tial derivatives can also be present in passive systems, but their e↵ects on the dynamics
will usually be small as long as �

0

> 0. If, however, physical or biological mechanisms
can cause �

0

to become negative, then higher-order damping terms, such as the �
2

-term
in (4.6), cannot be neglected any longer as they are essential for ensuring stability at large
wave-numbers.2

4.2.1 Linear stability analysis

The fixed points of (4.6) are determined by the zeros of the force F ( ), corresponding to
the minima of the potential U , yielding

 
0

= 0 (4.13a)

2For completeness, one should also note that in the case of a conserved order-parameter field % the
field equations would either have to take the current-form @

t

% = �r · J(%) or, alternatively, one can also
implement conservation laws globally by means of Lagrange multipliers. To illustrate this briefly, let us
consider a system that is confined to a finite spatial domain ⌦ ⇢ Rd of volume

|⌦| =
Z

⌦
d

d

x (4.12)

and described by a density % that is subject to a global ‘mass’ constraint

M =

Z

⌦
d

d

x % = const.

Assuming the dynamics of % is governed by an equation similar to (4.6), the Lagrange-multiplier approach
yields the non-local equation

@

t

% = F (%) + �0�%� �2�
2
%� �1,

�1 =
1

|⌦|

Z

⌦
d

d

x

⇥
F (%) + �0�%� �2�

2
%

⇤
.
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4.2.1 Linear stability analysis
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4.2 Swift-Hohenberg model

As a simple generalization of (4.1), we consider the simplest isotropic fourth-order model [DHBG13]
for a non-conserved scalar or pseudo-scalar order-parameter  (t,x), given by

@t = F ( ) + �
0

� � �
2

�2 , (4.6)

where @t = @/@t denotes the time derivative, and 4 = r2 is the d-dimensional Laplacian.
The force F is derived from a Landau-potental U( )

F = �@U
@ 

, U( ) =
a

2
 2 +

b

3
 3 +

c

4
 4, (4.7)

where c > 0 to ensure stability.
The derivative terms on the rhs. of (4.6) can also be obtained by variational methods

from a suitably defined energy functional,1

@t = ��F
� 

, (4.10)

where

F[ ] =

Z
ddx


1

2
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2
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(4 )(4 ) + U( )

�
. (4.11)

In the context of active suspensions,  could, for example, quantify local energy fluctua-
tions, local alignment, phase di↵erences, or vorticity. In this case, the transport coe�cients
(a, b, c, �

1

, �
2

) in Equations (4.6) and (4.7) will contain passive contributions due to steric or
other physical interactions as well as active motility-related contributions. In general, it is
very challenging to derive the exact functional dependence between macroscopic transport
coe�cients and microscopic interaction and motility parameters for active non-equilibrium
systems. With regard to practical applications, however, it is often su�cient to view
transport coe�cients as purely phenomenological parameters that can be determined by
matching the solutions of continuum models, such as the one defined by Equations (4.6)

1To see this, consider a functional F that depends on some real-valued fields �

k

(x1, . . . , xd

), k =
1, . . . , N , and their first and second derivatives, and can be written as

F[�] =

Z
d

d

xF (�
k

, @

i

�

k

, @

ij

�

k

), (4.8)

where � = (�
k

) and @

i

= @/@x

i

, @
ij

= @

2
/@x

i

@x

j

. Assuming F (⌘
k

, ⇠

ik

, ⇣

ijk

) is a quadratic polynomial in
⇠

ik

and ⇣

ijk

, the functional derivative of F with respect to �

k

is given by

�F

��

k

=
@F

@�

k

� @

i

@F

@(@
i

�

k

)
+ @

ij

@F

@(@
ij

�

k

)
, (4.9)

with a summation convention for identical indices i, j = 1, . . . , d.
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and

 ± = � b

2c
±

r
b2

4c2
� a

c
, if b2 > 4ac. (4.13b)

Linearization of (4.6) near  
0

for small perturbations

� = ✏
0

exp(�
0

t� ik · x) (4.14)

gives

�
0

(k) = �(a+ �
0

|k|2 + �
2

|k|4). (4.15)

Similarly, one finds for

 =  ± + ✏± exp(�±t� ik · x) (4.16)

the dispersion relation

�±(k) = �
⇥
�(2a+ b ±) + �

0

|k|2 + �
2

|k|4
⇤
. (4.17)

In both cases, k-modes with � > 0 are unstable. From Eqs. (4.15) and (4.17), we see
immediately that �

2

> 0 is required to ensure small-wavelength stability of the theory and,
furthermore, that non-trivial dynamics can be expected if a and/or �

0

take negative values.
In particular, all three fixed points can become simultaneously unstable if �

0

< 0.

4.2.2 Symmetry breaking

With regard to microbial suspensions, the minimal model (4.6) is useful for illustrating how
microscopic symmetry-breaking mechanisms that a↵ect the motion of individual organisms
or cells [DTM+05, LTT08, EKG10, DMCS12] can be implemented into macroscopic field
equations. To demonstrate this, we interpret  as a vorticity-like 2D pseudo-scalar field
that quantifies local angular momentum in a dense microbial suspension, assumed to be
confined to a thin quasi-2D layer of fluid. If the confinement mechanism is top-bottom
symmetric, as for example in a thin free-standing bacterial film [SAKG07], then one would
expect that vortices of either handedness are equally likely. In this case, (4.6) must be
invariant under  ! � , implying that U( ) = U(� ) and, therefore, b = 0 in (4.7).
Intuitively, the transformation  ! � corresponds to a reflection of the observer position
at the midplane of the film (watching the 2D layer from above vs. watching it from below).

The situation can be rather di↵erent, however, if we consider the dynamics of microor-
ganisms close to a liquid-solid interface, such as the motion of bacteria or sperms cells in
the vicinity of a glass slide (Fig. 4.2). In this case, it is known that the trajectory of a
swimming cell can exhibit a preferred handedness [DTM+05, LTT08, EKG10, DMCS12].
For example, the bacteria Escherichia coli [DTM+05] and Caulobacter [LTT08] have been
observed to swim in circles when confined near to a solid surface. More precisely, due to an
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Figure 4.2: E↵ect of symmetry-breaking in the Swift-Hohenberg model. (a) Stationary
hexagonal lattice of the pseudo-scalar angular momentum order-parameter  , scaled by
the maximum value  

m

, as obtained in simulations [DHBG13] of Eqs. (4.6) and (4.7) with
b > 0, corresponding to a broken reflection symmetry  6! � . Blue regions correspond
to clockwise motions. (b) Hexagonal vortex lattice formed spermatozoa of sea urchins
(Strongylocentrotus droebachiensis) near a glass surface [RKH05]. At high densities, the
spermatozoa assemble into vortices that rotate in clockwise direction (inset) when viewed
from the bulk fluid.

4.3 Vector model for an incompressible active fluid

We now generalize the preceding considerations to identify a minimal vector-field model
for dense bacterial suspensions [WDH+12, DHD+13]. Popular continuum theories [Ram10,
TTR05, TT98, Wol08, BM09, Ped10, SR02, SS08] of microbial fluids typically distin-
guish solvent concentration, bacterial density, solvent velocity, bacterial velocity, and
various orientational order-parameter fields (polarization, Q-tensors, etc.). Aiming to
identify a minimal hydrodynamic model, we construct a simplified higher-order theory
by focussing exclusively on the dynamics of the mean bacterial4 velocity field v(t,x)
and restricting ourselves to the incompressible limit. By construction, the resulting v-
only theory, which is essentially a minimal Swift-Hohenberg-type [SH77] extension of the
Toner-Tu model [TTR05, TT98], may not be applicable to swarming or flocking regimes,
where density fluctuations are dominant, but it can provide a useful basis for quantita-
tive comparisons with experiments and simulations on highly concentrated active suspen-
sions [WDH+12, DHD+13]. Another assumption implicit to the vector model below is
that the energy input, required to maintain non-zero velocity patterns, is quasi-stationary.

4Whilst the joint momentum of a bacteria-solvent mixture is conserved, the dynamics of the active
(bacterial) component alone, as considered here, does not satisfy such a conservation law.
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Relaxation of this assumption would imply the need for additional energy balance equa-
tions that account for spatial and temporal variations in the conversion of chemical into
kinetic energy of motion. In other words, the v-only theory formulated below only applies
to situations where concentrations of nutrients, oxygen, etc. in a microbial suspension are
approximately constant during the observation period. In practice, v can be determined
applying suitable coarse-graining procedures (PIV algorithms, local averaging, etc.) to
discrete experimental or numerical velocity data [WDH+12, HGBH03].

4.3.1 Model equations

Postulating incompressibility, which is a good approximation for su�ciently dense suspen-
sions [WDH+12],5

r · v = @ivi = 0, (4.18)

we assume that the dynamics of the bacterial mean velocity-field v is governed by the
generalized Navier-Stokes equation

(@t + v ·r)v = �rp� (A+ C|v|2)v +r · E. (4.19)

The pressure p(t,x) is the Lagrange multiplier for the incompressibility constraint. Similar
to the scalar case, (4.7) above, the (A,C)-terms in Equation (4.19) represent a quartic
Landau velocity potential [Ram10, TTR05, TT98]

U(v) =
A

2
|v|2 + C

4
|v|4. (4.20)

Physically, the inclusion of a polar ordering potential accounts for the fact that microorgan-
isms typically exhibit head-tail asymmetries that may favor polar alignment, as manifested
in the ‘bionematic’ jets that form in bacterial suspensions [CCD+07, CKGG11]. For A > 0
and C > 0, the potential is mono-stable and the fluid is damped towards a disordered
state with v = 0. By contrast, for A < 0, (4.20) describes a d-dimensional mexican-hat
(sombrero) potential with fixed-points |v| =

p
�A/C corresponding to global polar order.

However, the fact that polar ordering appears only locally but not globally in suspen-
sions of swimming bacteria [DCC+04, CCD+07, CKGG11] suggests that other instability
mechanisms must be at work [SR02]. To capture this mathematically, one must either
introduce additional order parameters [Ram10, TTR05, TT98] or destabilize the theory by
identifying a suitable phenomenological ansatz for the e↵ective stresses [SH77].

Adopting the latter approach, we postulate that the components of the symmetric and
traceless rate-of-strain E tensor are given by

Eij = �
0

(@ivj + @jvi)� �
2

4 (@ivj + @jvi) + S qij, (4.21)

5We adopt a summation convention for equal indices throughout.
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where

qij = vivj �
�ij
d
|v|2 (4.22)

is a d ⇥ d-dimensional mean-field approximation to the Q-tensor, representing active ne-
matic stresses [SR02, BM08] due to swimming (�ij is the Kronecker tensor). Although
the S-term does not a↵ect the linear stability of the model, general hydrodynamic argu-
ments [Ped10] imply that S < 0 for pusher-swimmers like E. coli [DDC+11] or B. subtilis,
whereas S > 0 for puller-type microswimmers such as Chlamydomonas algae [DGM+10].
The �

0

-term in (4.21) is dictated by the requirement that the model contains the Navier-
Stokes equations as a limit case, and the �

2

-damping term is motivated by generic stability
considerations, as recent experiments [WDH+12, DHD+13] suggest that �

0

can become
negative in dense bacterial suspensions. Inserting Equations (4.21) and (4.22) into (4.19),
and defining

�
0

= 1� S, �
1

= �S/d, (4.23)

we obtain

(@t + �
0

v ·r)v = �rp+ �
1

rv2 � (A+ C|v|2)v + �
0

4v � �
2

42v. (4.24)

The standard Navier-Stokes equations for a passive fluid are recovered for S = A = C =
�
2

= 0 and �
0

> 0.
For �

0

> 0 and �
2

= 0, (4.24) reduces to an incompressible version of the classical
Toner-Tu model [Ram10, TTR05, TT98]. It is, however, the combination of the two �-
terms with the non-variational convective derivative that turns out to be crucial for the
formation of self-sustained quasi-chaotic flow patterns. The linear �-terms are reminis-
cent of the higher-order spatial derivatives in the classical Swift-Hohenberg theory [SH77],
see (4.6), and (4.24) with �

0

< 0 and �
2

> 0 yields a simple – if not the simplest – generic
continuum description of turbulent meso-scale instabilities observed in dense bacterial sus-
pensions [WDH+12]. More generally, (4.24) can provide a satisfactory phenomenological
model whenever interaction terms in more complex field theories, that lead to instabili-
ties in the v-field, can be e↵ectively approximated by a fourth-order Taylor expansion in
Fourier space. This is likely to be the case for a wide range of active systems. Phrased
di↵erently, the last two terms in (4.24) may be regarded as the Fourier-space analogue of
the Toner-Tu driving terms, which correspond to a series expansion in terms of the order-
parameter. Hence, similar to the higher-order gradient terms in the scalar theory from
(4.6), the (�

0

,�
2

)-terms in (4.24) describe intermediate-range interactions, and their role
in Fourier-space is similar to that of the Landau potential in velocity space.

4.3.2 Linear stability analysis

To support the qualitative statements in the preceding paragraph, we now perform a
stability analysis for the 2D case, assuming �

0

< 0 and C > 0, �
2

> 0.
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Figure 4.2: E↵ect of symmetry-breaking in the Swift-Hohenberg model. (a) Stationary
hexagonal lattice of the pseudo-scalar angular momentum order-parameter  , scaled by
the maximum value  

m

, as obtained in simulations [DHBG13] of Eqs. (4.6) and (4.7) with
b > 0, corresponding to a broken reflection symmetry  6! � . Blue regions correspond
to clockwise motions. (b) Hexagonal vortex lattice formed spermatozoa of sea urchins
(Strongylocentrotus droebachiensis) near a glass surface [RKH05]. At high densities, the
spermatozoa assemble into vortices that rotate in clockwise direction (inset) when viewed
from the bulk fluid.

4.3 Vector model for an incompressible active fluid

We now generalize the preceding considerations to identify a minimal vector-field model
for dense bacterial suspensions [WDH+12, DHD+13]. Popular continuum theories [Ram10,
TTR05, TT98, Wol08, BM09, Ped10, SR02, SS08] of microbial fluids typically distin-
guish solvent concentration, bacterial density, solvent velocity, bacterial velocity, and
various orientational order-parameter fields (polarization, Q-tensors, etc.). Aiming to
identify a minimal hydrodynamic model, we construct a simplified higher-order theory
by focussing exclusively on the dynamics of the mean bacterial4 velocity field v(t,x)
and restricting ourselves to the incompressible limit. By construction, the resulting v-
only theory, which is essentially a minimal Swift-Hohenberg-type [SH77] extension of the
Toner-Tu model [TTR05, TT98], may not be applicable to swarming or flocking regimes,
where density fluctuations are dominant, but it can provide a useful basis for quantita-
tive comparisons with experiments and simulations on highly concentrated active suspen-
sions [WDH+12, DHD+13]. Another assumption implicit to the vector model below is
that the energy input, required to maintain non-zero velocity patterns, is quasi-stationary.

4Whilst the joint momentum of a bacteria-solvent mixture is conserved, the dynamics of the active
(bacterial) component alone, as considered here, does not satisfy such a conservation law.
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Relaxation of this assumption would imply the need for additional energy balance equa-
tions that account for spatial and temporal variations in the conversion of chemical into
kinetic energy of motion. In other words, the v-only theory formulated below only applies
to situations where concentrations of nutrients, oxygen, etc. in a microbial suspension are
approximately constant during the observation period. In practice, v can be determined
applying suitable coarse-graining procedures (PIV algorithms, local averaging, etc.) to
discrete experimental or numerical velocity data [WDH+12, HGBH03].

4.3.1 Model equations

Postulating incompressibility, which is a good approximation for su�ciently dense suspen-
sions [WDH+12],5

r · v = @ivi = 0, (4.18)

we assume that the dynamics of the bacterial mean velocity-field v is governed by the
generalized Navier-Stokes equation

(@t + v ·r)v = �rp� (A+ C|v|2)v +r · E. (4.19)

The pressure p(t,x) is the Lagrange multiplier for the incompressibility constraint. Similar
to the scalar case, (4.7) above, the (A,C)-terms in Equation (4.19) represent a quartic
Landau velocity potential [Ram10, TTR05, TT98]

U(v) =
A

2
|v|2 + C

4
|v|4. (4.20)

Physically, the inclusion of a polar ordering potential accounts for the fact that microorgan-
isms typically exhibit head-tail asymmetries that may favor polar alignment, as manifested
in the ‘bionematic’ jets that form in bacterial suspensions [CCD+07, CKGG11]. For A > 0
and C > 0, the potential is mono-stable and the fluid is damped towards a disordered
state with v = 0. By contrast, for A < 0, (4.20) describes a d-dimensional mexican-hat
(sombrero) potential with fixed-points |v| =

p
�A/C corresponding to global polar order.

However, the fact that polar ordering appears only locally but not globally in suspen-
sions of swimming bacteria [DCC+04, CCD+07, CKGG11] suggests that other instability
mechanisms must be at work [SR02]. To capture this mathematically, one must either
introduce additional order parameters [Ram10, TTR05, TT98] or destabilize the theory by
identifying a suitable phenomenological ansatz for the e↵ective stresses [SH77].

Adopting the latter approach, we postulate that the components of the symmetric and
traceless rate-of-strain E tensor are given by

Eij = �
0

(@ivj + @jvi)� �
2

4 (@ivj + @jvi) + S qij, (4.21)

5We adopt a summation convention for equal indices throughout.
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state with v = 0. By contrast, for A < 0, (4.20) describes a d-dimensional mexican-hat
(sombrero) potential with fixed-points |v| =
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�A/C corresponding to global polar order.

However, the fact that polar ordering appears only locally but not globally in suspen-
sions of swimming bacteria [DCC+04, CCD+07, CKGG11] suggests that other instability
mechanisms must be at work [SR02]. To capture this mathematically, one must either
introduce additional order parameters [Ram10, TTR05, TT98] or destabilize the theory by
identifying a suitable phenomenological ansatz for the e↵ective stresses [SH77].

Adopting the latter approach, we postulate that the components of the symmetric and
traceless rate-of-strain E tensor are given by

Eij = �
0

(@ivj + @jvi)� �
2
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where

qij = vivj �
�ij
d
|v|2 (4.22)

is a d ⇥ d-dimensional mean-field approximation to the Q-tensor, representing active ne-
matic stresses [SR02, BM08] due to swimming (�ij is the Kronecker tensor). Although
the S-term does not a↵ect the linear stability of the model, general hydrodynamic argu-
ments [Ped10] imply that S < 0 for pusher-swimmers like E. coli [DDC+11] or B. subtilis,
whereas S > 0 for puller-type microswimmers such as Chlamydomonas algae [DGM+10].
The �

0

-term in (4.21) is dictated by the requirement that the model contains the Navier-
Stokes equations as a limit case, and the �

2

-damping term is motivated by generic stability
considerations, as recent experiments [WDH+12, DHD+13] suggest that �

0

can become
negative in dense bacterial suspensions. Inserting Equations (4.21) and (4.22) into (4.19),
and defining

�
0

= 1� S, �
1

= �S/d, (4.23)

we obtain

(@t + �
0

v ·r)v = �rp+ �
1

rv2 � (A+ C|v|2)v + �
0

4v � �
2

42v. (4.24)

The standard Navier-Stokes equations for a passive fluid are recovered for S = A = C =
�
2

= 0 and �
0

> 0.
For �

0

> 0 and �
2

= 0, (4.24) reduces to an incompressible version of the classical
Toner-Tu model [Ram10, TTR05, TT98]. It is, however, the combination of the two �-
terms with the non-variational convective derivative that turns out to be crucial for the
formation of self-sustained quasi-chaotic flow patterns. The linear �-terms are reminis-
cent of the higher-order spatial derivatives in the classical Swift-Hohenberg theory [SH77],
see (4.6), and (4.24) with �

0

< 0 and �
2

> 0 yields a simple – if not the simplest – generic
continuum description of turbulent meso-scale instabilities observed in dense bacterial sus-
pensions [WDH+12]. More generally, (4.24) can provide a satisfactory phenomenological
model whenever interaction terms in more complex field theories, that lead to instabili-
ties in the v-field, can be e↵ectively approximated by a fourth-order Taylor expansion in
Fourier space. This is likely to be the case for a wide range of active systems. Phrased
di↵erently, the last two terms in (4.24) may be regarded as the Fourier-space analogue of
the Toner-Tu driving terms, which correspond to a series expansion in terms of the order-
parameter. Hence, similar to the higher-order gradient terms in the scalar theory from
(4.6), the (�

0

,�
2

)-terms in (4.24) describe intermediate-range interactions, and their role
in Fourier-space is similar to that of the Landau potential in velocity space.

4.3.2 Linear stability analysis

To support the qualitative statements in the preceding paragraph, we now perform a
stability analysis for the 2D case, assuming �

0

< 0 and C > 0, �
2

> 0.
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where

qij = vivj �
�ij
d
|v|2 (4.22)

is a d ⇥ d-dimensional mean-field approximation to the Q-tensor, representing active ne-
matic stresses [SR02, BM08] due to swimming (�ij is the Kronecker tensor). Although
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The �

0
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Stokes equations as a limit case, and the �

2

-damping term is motivated by generic stability
considerations, as recent experiments [WDH+12, DHD+13] suggest that �

0

can become
negative in dense bacterial suspensions. Inserting Equations (4.21) and (4.22) into (4.19),
and defining

�
0

= 1� S, �
1

= �S/d, (4.23)

we obtain

(@t + �
0

v ·r)v = �rp+ �
1

rv2 � (A+ C|v|2)v + �
0

4v � �
2

42v. (4.24)

The standard Navier-Stokes equations for a passive fluid are recovered for S = A = C =
�
2

= 0 and �
0

> 0.
For �

0
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2

= 0, (4.24) reduces to an incompressible version of the classical
Toner-Tu model [Ram10, TTR05, TT98]. It is, however, the combination of the two �-
terms with the non-variational convective derivative that turns out to be crucial for the
formation of self-sustained quasi-chaotic flow patterns. The linear �-terms are reminis-
cent of the higher-order spatial derivatives in the classical Swift-Hohenberg theory [SH77],
see (4.6), and (4.24) with �

0

< 0 and �
2

> 0 yields a simple – if not the simplest – generic
continuum description of turbulent meso-scale instabilities observed in dense bacterial sus-
pensions [WDH+12]. More generally, (4.24) can provide a satisfactory phenomenological
model whenever interaction terms in more complex field theories, that lead to instabili-
ties in the v-field, can be e↵ectively approximated by a fourth-order Taylor expansion in
Fourier space. This is likely to be the case for a wide range of active systems. Phrased
di↵erently, the last two terms in (4.24) may be regarded as the Fourier-space analogue of
the Toner-Tu driving terms, which correspond to a series expansion in terms of the order-
parameter. Hence, similar to the higher-order gradient terms in the scalar theory from
(4.6), the (�

0

,�
2

)-terms in (4.24) describe intermediate-range interactions, and their role
in Fourier-space is similar to that of the Landau potential in velocity space.

4.3.2 Linear stability analysis

To support the qualitative statements in the preceding paragraph, we now perform a
stability analysis for the 2D case, assuming �

0

< 0 and C > 0, �
2

> 0.
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The fixed points of Equations (4.18) and (4.24) are given by the extrema of the quartic
velocity potential U(v). For arbitrary values of A, Equations (4.18) and (4.24) have a
fixed point that corresponds to a disordered isotropic state (v, p) = (0, p

0

) where p
0

is a
constant pressure. For A < 0, an additional class of fixed points arises, corresponding to
a manifold of globally ordered polar states (v, p) = (v

0

, p
0

), where v
0

is constant vector
with arbitrary orientation and fixed swimming speed |v

0

| =
p

�A/C =: v
0

.
Linearizing Equations (4.18) and (4.24) for small velocity and pressure perturbations

around the isotropic state, v = ✏ and p = p
0

+ ⌘ with |⌘| ⌧ |p
0

|, and considering pertur-
bations of the form

(⌘, ✏) = (⌘̂, ✏̂) exp(�
0

t� ik · x), (4.25)

we find

0 = k · ✏̂, (4.26)

�
0

✏̂ = i⌘̂k� (A+ �
0

|k|2 + �
2

|k|4)✏̂. (4.27)

Multiplying the second equation by k and using the incompressibility condition implies
that ⌘̂ = 0 and, therefore,

�
0

(k) = �
�
A+ �

0

|k|2 + �
2

|k|4
�
. (4.28)

Assuming �
0

< 0 and �
2

> 0, and provided that 4A < |�
0

|2/�
2

, we find an unstable band
of modes with �

0

(k) > 0 for k2

� < |k|2 < k2

+

, where

k2

± =
|�

0

|
�
2

 
1

2
±

s
1

4
� A�

2

|�
0

|2

!
. (4.29)

For A < 0 the isotropic state is generally unstable with respect to long-wavelength (i.e.,
small-|k|) perturbations.

We next perform a similar analysis for the polar state (v
0

, p
0

), which is energetically
preferred for A < 0 and corresponds to all active particles swimming in the same direction
(‘global order’). In this case, when considering small deviations

v = v
0

+ ✏, p = p
0

+ ⌘, (4.30)

it is useful to distinguish perturbations perpendicular and parallel to v
0

, by writing ✏ =
✏|| + ✏? where v

0

· ✏? = 0 and v
0

· ✏|| = v
0

✏||. Without loss of generality, we may choose v
0

to point along the x-axis, v
0

= v
0

ex. Adopting this convention, we have ✏|| = (✏||, 0) and
✏? = (0, ✏?), and to leading order

|v|2 ' v2
0

+ 2v
0

✏||. (4.31)

Linearization for exponential perturbations of the form

(⌘, ✏||, ✏?) = (⌘̂, ✏̂||, ✏̂?) exp(�t� ik · x) (4.32)
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where

qij = vivj �
�ij
d
|v|2 (4.22)

is a d ⇥ d-dimensional mean-field approximation to the Q-tensor, representing active ne-
matic stresses [SR02, BM08] due to swimming (�ij is the Kronecker tensor). Although
the S-term does not a↵ect the linear stability of the model, general hydrodynamic argu-
ments [Ped10] imply that S < 0 for pusher-swimmers like E. coli [DDC+11] or B. subtilis,
whereas S > 0 for puller-type microswimmers such as Chlamydomonas algae [DGM+10].
The �

0

-term in (4.21) is dictated by the requirement that the model contains the Navier-
Stokes equations as a limit case, and the �

2

-damping term is motivated by generic stability
considerations, as recent experiments [WDH+12, DHD+13] suggest that �

0

can become
negative in dense bacterial suspensions. Inserting Equations (4.21) and (4.22) into (4.19),
and defining

�
0

= 1� S, �
1

= �S/d, (4.23)

we obtain

(@t + �
0

v ·r)v = �rp+ �
1

rv2 � (A+ C|v|2)v + �
0

4v � �
2

42v. (4.24)

The standard Navier-Stokes equations for a passive fluid are recovered for S = A = C =
�
2

= 0 and �
0

> 0.
For �

0

> 0 and �
2

= 0, (4.24) reduces to an incompressible version of the classical
Toner-Tu model [Ram10, TTR05, TT98]. It is, however, the combination of the two �-
terms with the non-variational convective derivative that turns out to be crucial for the
formation of self-sustained quasi-chaotic flow patterns. The linear �-terms are reminis-
cent of the higher-order spatial derivatives in the classical Swift-Hohenberg theory [SH77],
see (4.6), and (4.24) with �

0

< 0 and �
2

> 0 yields a simple – if not the simplest – generic
continuum description of turbulent meso-scale instabilities observed in dense bacterial sus-
pensions [WDH+12]. More generally, (4.24) can provide a satisfactory phenomenological
model whenever interaction terms in more complex field theories, that lead to instabili-
ties in the v-field, can be e↵ectively approximated by a fourth-order Taylor expansion in
Fourier space. This is likely to be the case for a wide range of active systems. Phrased
di↵erently, the last two terms in (4.24) may be regarded as the Fourier-space analogue of
the Toner-Tu driving terms, which correspond to a series expansion in terms of the order-
parameter. Hence, similar to the higher-order gradient terms in the scalar theory from
(4.6), the (�

0

,�
2

)-terms in (4.24) describe intermediate-range interactions, and their role
in Fourier-space is similar to that of the Landau potential in velocity space.

4.3.2 Linear stability analysis

To support the qualitative statements in the preceding paragraph, we now perform a
stability analysis for the 2D case, assuming �

0

< 0 and C > 0, �
2

> 0.
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Relaxation of this assumption would imply the need for additional energy balance equa-
tions that account for spatial and temporal variations in the conversion of chemical into
kinetic energy of motion. In other words, the v-only theory formulated below only applies
to situations where concentrations of nutrients, oxygen, etc. in a microbial suspension are
approximately constant during the observation period. In practice, v can be determined
applying suitable coarse-graining procedures (PIV algorithms, local averaging, etc.) to
discrete experimental or numerical velocity data [WDH+12, HGBH03].

4.3.1 Model equations

Postulating incompressibility, which is a good approximation for su�ciently dense suspen-
sions [WDH+12],5

r · v = @ivi = 0, (4.18)

we assume that the dynamics of the bacterial mean velocity-field v is governed by the
generalized Navier-Stokes equation

(@t + v ·r)v = �rp� (A+ C|v|2)v +r · E. (4.19)

The pressure p(t,x) is the Lagrange multiplier for the incompressibility constraint. Similar
to the scalar case, (4.7) above, the (A,C)-terms in Equation (4.19) represent a quartic
Landau velocity potential [Ram10, TTR05, TT98]

U(v) =
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2
|v|2 + C

4
|v|4. (4.20)

Physically, the inclusion of a polar ordering potential accounts for the fact that microorgan-
isms typically exhibit head-tail asymmetries that may favor polar alignment, as manifested
in the ‘bionematic’ jets that form in bacterial suspensions [CCD+07, CKGG11]. For A > 0
and C > 0, the potential is mono-stable and the fluid is damped towards a disordered
state with v = 0. By contrast, for A < 0, (4.20) describes a d-dimensional mexican-hat
(sombrero) potential with fixed-points |v| =

p
�A/C corresponding to global polar order.

However, the fact that polar ordering appears only locally but not globally in suspen-
sions of swimming bacteria [DCC+04, CCD+07, CKGG11] suggests that other instability
mechanisms must be at work [SR02]. To capture this mathematically, one must either
introduce additional order parameters [Ram10, TTR05, TT98] or destabilize the theory by
identifying a suitable phenomenological ansatz for the e↵ective stresses [SH77].

Adopting the latter approach, we postulate that the components of the symmetric and
traceless rate-of-strain E tensor are given by

Eij = �
0

(@ivj + @jvi)� �
2

4 (@ivj + @jvi) + S qij, (4.21)

5We adopt a summation convention for equal indices throughout.
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The fixed points of Equations (4.18) and (4.24) are given by the extrema of the quartic
velocity potential U(v). For arbitrary values of A, Equations (4.18) and (4.24) have a
fixed point that corresponds to a disordered isotropic state (v, p) = (0, p
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) where p
0

is a
constant pressure. For A < 0, an additional class of fixed points arises, corresponding to
a manifold of globally ordered polar states (v, p) = (v
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, p
0

), where v
0

is constant vector
with arbitrary orientation and fixed swimming speed |v
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| =
p

�A/C =: v
0

.
Linearizing Equations (4.18) and (4.24) for small velocity and pressure perturbations

around the isotropic state, v = ✏ and p = p
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+ ⌘ with |⌘| ⌧ |p
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|, and considering pertur-
bations of the form

(⌘, ✏) = (⌘̂, ✏̂) exp(�
0

t� ik · x), (4.25)

we find

0 = k · ✏̂, (4.26)

�
0
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2

|k|4)✏̂. (4.27)

Multiplying the second equation by k and using the incompressibility condition implies
that ⌘̂ = 0 and, therefore,
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�
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Assuming �
0

< 0 and �
2

> 0, and provided that 4A < |�
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2

, we find an unstable band
of modes with �
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For A < 0 the isotropic state is generally unstable with respect to long-wavelength (i.e.,
small-|k|) perturbations.

We next perform a similar analysis for the polar state (v
0

, p
0

), which is energetically
preferred for A < 0 and corresponds to all active particles swimming in the same direction
(‘global order’). In this case, when considering small deviations

v = v
0

+ ✏, p = p
0

+ ⌘, (4.30)

it is useful to distinguish perturbations perpendicular and parallel to v
0

, by writing ✏ =
✏|| + ✏? where v

0

· ✏? = 0 and v
0

· ✏|| = v
0

✏||. Without loss of generality, we may choose v
0

to point along the x-axis, v
0

= v
0

ex. Adopting this convention, we have ✏|| = (✏||, 0) and
✏? = (0, ✏?), and to leading order

|v|2 ' v2
0

+ 2v
0

✏||. (4.31)

Linearization for exponential perturbations of the form

(⌘, ✏||, ✏?) = (⌘̂, ✏̂||, ✏̂?) exp(�t� ik · x) (4.32)
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where

qij = vivj �
�ij
d
|v|2 (4.22)

is a d ⇥ d-dimensional mean-field approximation to the Q-tensor, representing active ne-
matic stresses [SR02, BM08] due to swimming (�ij is the Kronecker tensor). Although
the S-term does not a↵ect the linear stability of the model, general hydrodynamic argu-
ments [Ped10] imply that S < 0 for pusher-swimmers like E. coli [DDC+11] or B. subtilis,
whereas S > 0 for puller-type microswimmers such as Chlamydomonas algae [DGM+10].
The �

0

-term in (4.21) is dictated by the requirement that the model contains the Navier-
Stokes equations as a limit case, and the �

2

-damping term is motivated by generic stability
considerations, as recent experiments [WDH+12, DHD+13] suggest that �

0

can become
negative in dense bacterial suspensions. Inserting Equations (4.21) and (4.22) into (4.19),
and defining

�
0

= 1� S, �
1

= �S/d, (4.23)

we obtain

(@t + �
0

v ·r)v = �rp+ �
1

rv2 � (A+ C|v|2)v + �
0

4v � �
2

42v. (4.24)

The standard Navier-Stokes equations for a passive fluid are recovered for S = A = C =
�
2

= 0 and �
0

> 0.
For �

0

> 0 and �
2

= 0, (4.24) reduces to an incompressible version of the classical
Toner-Tu model [Ram10, TTR05, TT98]. It is, however, the combination of the two �-
terms with the non-variational convective derivative that turns out to be crucial for the
formation of self-sustained quasi-chaotic flow patterns. The linear �-terms are reminis-
cent of the higher-order spatial derivatives in the classical Swift-Hohenberg theory [SH77],
see (4.6), and (4.24) with �

0

< 0 and �
2

> 0 yields a simple – if not the simplest – generic
continuum description of turbulent meso-scale instabilities observed in dense bacterial sus-
pensions [WDH+12]. More generally, (4.24) can provide a satisfactory phenomenological
model whenever interaction terms in more complex field theories, that lead to instabili-
ties in the v-field, can be e↵ectively approximated by a fourth-order Taylor expansion in
Fourier space. This is likely to be the case for a wide range of active systems. Phrased
di↵erently, the last two terms in (4.24) may be regarded as the Fourier-space analogue of
the Toner-Tu driving terms, which correspond to a series expansion in terms of the order-
parameter. Hence, similar to the higher-order gradient terms in the scalar theory from
(4.6), the (�

0

,�
2

)-terms in (4.24) describe intermediate-range interactions, and their role
in Fourier-space is similar to that of the Landau potential in velocity space.

4.3.2 Linear stability analysis

To support the qualitative statements in the preceding paragraph, we now perform a
stability analysis for the 2D case, assuming �

0

< 0 and C > 0, �
2

> 0.
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Relaxation of this assumption would imply the need for additional energy balance equa-
tions that account for spatial and temporal variations in the conversion of chemical into
kinetic energy of motion. In other words, the v-only theory formulated below only applies
to situations where concentrations of nutrients, oxygen, etc. in a microbial suspension are
approximately constant during the observation period. In practice, v can be determined
applying suitable coarse-graining procedures (PIV algorithms, local averaging, etc.) to
discrete experimental or numerical velocity data [WDH+12, HGBH03].

4.3.1 Model equations

Postulating incompressibility, which is a good approximation for su�ciently dense suspen-
sions [WDH+12],5

r · v = @ivi = 0, (4.18)

we assume that the dynamics of the bacterial mean velocity-field v is governed by the
generalized Navier-Stokes equation

(@t + v ·r)v = �rp� (A+ C|v|2)v +r · E. (4.19)

The pressure p(t,x) is the Lagrange multiplier for the incompressibility constraint. Similar
to the scalar case, (4.7) above, the (A,C)-terms in Equation (4.19) represent a quartic
Landau velocity potential [Ram10, TTR05, TT98]

U(v) =
A

2
|v|2 + C

4
|v|4. (4.20)

Physically, the inclusion of a polar ordering potential accounts for the fact that microorgan-
isms typically exhibit head-tail asymmetries that may favor polar alignment, as manifested
in the ‘bionematic’ jets that form in bacterial suspensions [CCD+07, CKGG11]. For A > 0
and C > 0, the potential is mono-stable and the fluid is damped towards a disordered
state with v = 0. By contrast, for A < 0, (4.20) describes a d-dimensional mexican-hat
(sombrero) potential with fixed-points |v| =

p
�A/C corresponding to global polar order.

However, the fact that polar ordering appears only locally but not globally in suspen-
sions of swimming bacteria [DCC+04, CCD+07, CKGG11] suggests that other instability
mechanisms must be at work [SR02]. To capture this mathematically, one must either
introduce additional order parameters [Ram10, TTR05, TT98] or destabilize the theory by
identifying a suitable phenomenological ansatz for the e↵ective stresses [SH77].

Adopting the latter approach, we postulate that the components of the symmetric and
traceless rate-of-strain E tensor are given by

Eij = �
0

(@ivj + @jvi)� �
2

4 (@ivj + @jvi) + S qij, (4.21)

5We adopt a summation convention for equal indices throughout.
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The fixed points of Equations (4.18) and (4.24) are given by the extrema of the quartic
velocity potential U(v). For arbitrary values of A, Equations (4.18) and (4.24) have a
fixed point that corresponds to a disordered isotropic state (v, p) = (0, p

0

) where p
0

is a
constant pressure. For A < 0, an additional class of fixed points arises, corresponding to
a manifold of globally ordered polar states (v, p) = (v

0

, p
0

), where v
0

is constant vector
with arbitrary orientation and fixed swimming speed |v

0

| =
p
�A/C =: v

0

.
Linearizing Equations (4.18) and (4.24) for small velocity and pressure perturbations

around the isotropic state, v = ✏ and p = p
0

+ ⌘ with |⌘| ⌧ |p
0

|, and considering pertur-
bations of the form

(⌘, ✏) = (⌘̂, ✏̂) exp(�
0

t� ik · x), (4.25)

we find

0 = k · ✏̂, (4.26)

�
0

✏̂ = i⌘̂k� (A+ �
0

|k|2 + �
2

|k|4)✏̂. (4.27)

Multiplying the second equation by k and using the incompressibility condition implies
that ⌘̂ = 0 and, therefore,

�
0

(k) = �
�
A+ �

0

|k|2 + �
2

|k|4
�
. (4.28)

Assuming �
0

< 0 and �
2

> 0, and provided that 4A < |�
0

|2/�
2

, we find an unstable band
of modes with �

0

(k) > 0 for k2

� < |k|2 < k2

+

, where

k2

± =
|�

0

|
�
2

 
1

2
±

s
1

4
� A�

2

|�
0

|2

!
. (4.29)

For A < 0 the isotropic state is generally unstable with respect to long-wavelength (i.e.,
small-|k|) perturbations.

We next perform a similar analysis for the polar state (v
0

, p
0

), which is energetically
preferred for A < 0 and corresponds to all active particles swimming in the same direction
(‘global order’). In this case, when considering small deviations

v = v
0

+ ✏, p = p
0

+ ⌘, (4.30)

it is useful to distinguish perturbations perpendicular and parallel to v
0

, by writing ✏ =
✏|| + ✏? where v

0

· ✏? = 0 and v
0

· ✏|| = v
0

✏||. Without loss of generality, we may choose v
0

to point along the x-axis, v
0

= v
0

ex. Adopting this convention, we have ✏|| = (✏||, 0) and
✏? = (0, ✏?), and to leading order

|v|2 ' v2
0

+ 2v
0

✏||. (4.31)

Linearization for exponential perturbations of the form

(⌘, ✏||, ✏?) = (⌘̂, ✏̂||, ✏̂?) exp(�t� ik · x) (4.32)
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· ✏? = 0 and v
0
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to point along the x-axis, v
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= v
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ex. Adopting this convention, we have ✏|| = (✏||, 0) and
✏? = (0, ✏?), and to leading order

|v|2 ' v2
0

+ 2v
0

✏||. (4.31)

Linearization for exponential perturbations of the form

(⌘, ✏||, ✏?) = (⌘̂, ✏̂||, ✏̂?) exp(�t� ik · x) (4.32)
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where

qij = vivj �
�ij
d
|v|2 (4.22)

is a d ⇥ d-dimensional mean-field approximation to the Q-tensor, representing active ne-
matic stresses [SR02, BM08] due to swimming (�ij is the Kronecker tensor). Although
the S-term does not a↵ect the linear stability of the model, general hydrodynamic argu-
ments [Ped10] imply that S < 0 for pusher-swimmers like E. coli [DDC+11] or B. subtilis,
whereas S > 0 for puller-type microswimmers such as Chlamydomonas algae [DGM+10].
The �

0

-term in (4.21) is dictated by the requirement that the model contains the Navier-
Stokes equations as a limit case, and the �

2

-damping term is motivated by generic stability
considerations, as recent experiments [WDH+12, DHD+13] suggest that �

0

can become
negative in dense bacterial suspensions. Inserting Equations (4.21) and (4.22) into (4.19),
and defining

�
0

= 1� S, �
1

= �S/d, (4.23)

we obtain

(@t + �
0

v ·r)v = �rp+ �
1

rv2 � (A+ C|v|2)v + �
0

4v � �
2

42v. (4.24)

The standard Navier-Stokes equations for a passive fluid are recovered for S = A = C =
�
2

= 0 and �
0

> 0.
For �

0

> 0 and �
2

= 0, (4.24) reduces to an incompressible version of the classical
Toner-Tu model [Ram10, TTR05, TT98]. It is, however, the combination of the two �-
terms with the non-variational convective derivative that turns out to be crucial for the
formation of self-sustained quasi-chaotic flow patterns. The linear �-terms are reminis-
cent of the higher-order spatial derivatives in the classical Swift-Hohenberg theory [SH77],
see (4.6), and (4.24) with �

0

< 0 and �
2

> 0 yields a simple – if not the simplest – generic
continuum description of turbulent meso-scale instabilities observed in dense bacterial sus-
pensions [WDH+12]. More generally, (4.24) can provide a satisfactory phenomenological
model whenever interaction terms in more complex field theories, that lead to instabili-
ties in the v-field, can be e↵ectively approximated by a fourth-order Taylor expansion in
Fourier space. This is likely to be the case for a wide range of active systems. Phrased
di↵erently, the last two terms in (4.24) may be regarded as the Fourier-space analogue of
the Toner-Tu driving terms, which correspond to a series expansion in terms of the order-
parameter. Hence, similar to the higher-order gradient terms in the scalar theory from
(4.6), the (�

0

,�
2

)-terms in (4.24) describe intermediate-range interactions, and their role
in Fourier-space is similar to that of the Landau potential in velocity space.

4.3.2 Linear stability analysis

To support the qualitative statements in the preceding paragraph, we now perform a
stability analysis for the 2D case, assuming �

0

< 0 and C > 0, �
2

> 0.
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continuum description of turbulent meso-scale instabilities observed in dense bacterial sus-
pensions [WDH+12]. More generally, (4.24) can provide a satisfactory phenomenological
model whenever interaction terms in more complex field theories, that lead to instabili-
ties in the v-field, can be e↵ectively approximated by a fourth-order Taylor expansion in
Fourier space. This is likely to be the case for a wide range of active systems. Phrased
di↵erently, the last two terms in (4.24) may be regarded as the Fourier-space analogue of
the Toner-Tu driving terms, which correspond to a series expansion in terms of the order-
parameter. Hence, similar to the higher-order gradient terms in the scalar theory from
(4.6), the (�

0

,�
2

)-terms in (4.24) describe intermediate-range interactions, and their role
in Fourier-space is similar to that of the Landau potential in velocity space.

4.3.2 Linear stability analysis

To support the qualitative statements in the preceding paragraph, we now perform a
stability analysis for the 2D case, assuming �

0

< 0 and C > 0, �
2

> 0.
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Relaxation of this assumption would imply the need for additional energy balance equa-
tions that account for spatial and temporal variations in the conversion of chemical into
kinetic energy of motion. In other words, the v-only theory formulated below only applies
to situations where concentrations of nutrients, oxygen, etc. in a microbial suspension are
approximately constant during the observation period. In practice, v can be determined
applying suitable coarse-graining procedures (PIV algorithms, local averaging, etc.) to
discrete experimental or numerical velocity data [WDH+12, HGBH03].

4.3.1 Model equations

Postulating incompressibility, which is a good approximation for su�ciently dense suspen-
sions [WDH+12],5

r · v = @ivi = 0, (4.18)

we assume that the dynamics of the bacterial mean velocity-field v is governed by the
generalized Navier-Stokes equation

(@t + v ·r)v = �rp� (A+ C|v|2)v +r · E. (4.19)

The pressure p(t,x) is the Lagrange multiplier for the incompressibility constraint. Similar
to the scalar case, (4.7) above, the (A,C)-terms in Equation (4.19) represent a quartic
Landau velocity potential [Ram10, TTR05, TT98]

U(v) =
A

2
|v|2 + C

4
|v|4. (4.20)

Physically, the inclusion of a polar ordering potential accounts for the fact that microorgan-
isms typically exhibit head-tail asymmetries that may favor polar alignment, as manifested
in the ‘bionematic’ jets that form in bacterial suspensions [CCD+07, CKGG11]. For A > 0
and C > 0, the potential is mono-stable and the fluid is damped towards a disordered
state with v = 0. By contrast, for A < 0, (4.20) describes a d-dimensional mexican-hat
(sombrero) potential with fixed-points |v| =

p
�A/C corresponding to global polar order.

However, the fact that polar ordering appears only locally but not globally in suspen-
sions of swimming bacteria [DCC+04, CCD+07, CKGG11] suggests that other instability
mechanisms must be at work [SR02]. To capture this mathematically, one must either
introduce additional order parameters [Ram10, TTR05, TT98] or destabilize the theory by
identifying a suitable phenomenological ansatz for the e↵ective stresses [SH77].

Adopting the latter approach, we postulate that the components of the symmetric and
traceless rate-of-strain E tensor are given by

Eij = �
0

(@ivj + @jvi)� �
2

4 (@ivj + @jvi) + S qij, (4.21)

5We adopt a summation convention for equal indices throughout.
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The fixed points of Equations (4.18) and (4.24) are given by the extrema of the quartic
velocity potential U(v). For arbitrary values of A, Equations (4.18) and (4.24) have a
fixed point that corresponds to a disordered isotropic state (v, p) = (0, p

0

) where p
0

is a
constant pressure. For A < 0, an additional class of fixed points arises, corresponding to
a manifold of globally ordered polar states (v, p) = (v

0

, p
0

), where v
0

is constant vector
with arbitrary orientation and fixed swimming speed |v

0

| =
p
�A/C =: v

0

.
Linearizing Equations (4.18) and (4.24) for small velocity and pressure perturbations

around the isotropic state, v = ✏ and p = p
0

+ ⌘ with |⌘| ⌧ |p
0

|, and considering pertur-
bations of the form

(⌘, ✏) = (⌘̂, ✏̂) exp(�
0

t� ik · x), (4.25)

we find

0 = k · ✏̂, (4.26)

�
0

✏̂ = i⌘̂k� (A+ �
0

|k|2 + �
2

|k|4)✏̂. (4.27)

Multiplying the second equation by k and using the incompressibility condition implies
that ⌘̂ = 0 and, therefore,

�
0

(k) = �
�
A+ �

0

|k|2 + �
2

|k|4
�
. (4.28)

Assuming �
0

< 0 and �
2

> 0, and provided that 4A < |�
0

|2/�
2

, we find an unstable band
of modes with �

0

(k) > 0 for k2

� < |k|2 < k2

+

, where

k2

± =
|�

0

|
�
2

 
1

2
±

s
1

4
� A�

2

|�
0

|2

!
. (4.29)

For A < 0 the isotropic state is generally unstable with respect to long-wavelength (i.e.,
small-|k|) perturbations.

We next perform a similar analysis for the polar state (v
0

, p
0

), which is energetically
preferred for A < 0 and corresponds to all active particles swimming in the same direction
(‘global order’). In this case, when considering small deviations

v = v
0

+ ✏, p = p
0

+ ⌘, (4.30)

it is useful to distinguish perturbations perpendicular and parallel to v
0

, by writing ✏ =
✏|| + ✏? where v

0

· ✏? = 0 and v
0

· ✏|| = v
0

✏||. Without loss of generality, we may choose v
0

to point along the x-axis, v
0

= v
0

ex. Adopting this convention, we have ✏|| = (✏||, 0) and
✏? = (0, ✏?), and to leading order

|v|2 ' v2
0

+ 2v
0

✏||. (4.31)

Linearization for exponential perturbations of the form

(⌘, ✏||, ✏?) = (⌘̂, ✏̂||, ✏̂?) exp(�t� ik · x) (4.32)
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(⌘, ✏||, ✏?) = (⌘̂, ✏̂||, ✏̂?) exp(�t� ik · x) (4.32)

66

yields

0 = k · ✏̂, (4.33a)

� ✏̂ = i(⌘̂ � 2v
0

�
1

✏̂||)k+M✏̂, (4.33b)

where

M =

✓
2A 0
0 0

◆
� (�

0

|k|2 + �
2

|k|4 � i�
0

kxv0)I (4.34)

with I = (�ij) denoting the identity matrix. Multiplying Equation (4.33b) with ik, and
using the incompressibility condition (4.33a), gives

⌘̂ = 2v
0

�
1

✏|| + i
k · (M✏̂)

|k|2 . (4.35)

Inserting this into Equation (4.33b) and defining M? = ⇧(k)M, where

⇧ij(k) = �ij �
kikj
|k|2 (4.36)

is the orthogonal projector of k, we obtain

� ✏̂ = M? ✏̂. (4.37)

The eigenvalue spectrum of the matrix M? is given by

�(k) 2
⇢
0, i�

0

v
0

kx �
✓
�
0

|k|2 + �
2

|k|4 � 2A
k2

x

|k|2

◆�
. (4.38)

The zero eigenvalues correspond to the Goldstone modes. The non-zero eigenvalues have
eigenvectors (�ky, kx), implying that, for �

0

< 0, there will be a range of exponentially
growing modes in the direction perpendicular to k.

Equations (4.28) and (4.38) predict that, when A < 0 and �
0

< 0, isotropic and polar
fixed points become simultaneously unstable, thereby signaling the existence of spatially
inhomogeneous dynamic attractors. More generally, within the class of standard PDEs,
the two �-terms in (4.24) appear to provide the simplest ‘linear way’ of obtaining a v-
only theory that exhibits non-trivial stationary dynamics. In principle, one could also try
to model instabilities by combining odd or fractional powers of |k| in Equations (4.28)
and (4.38); this would be analogous to replacing the quartic Landau potential by a more
general function of |v|. However, when considering eigenvalue spectra based on odd or non-
integer powers of |k|, the underlying dynamical equations in position space would become
fractional PDEs. Such fractional models could potentially be useful for describing active
suspensions with long-range or other types of more complex interactions.
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only theory that exhibits non-trivial stationary dynamics. In principle, one could also try
to model instabilities by combining odd or fractional powers of |k| in Equations (4.28)
and (4.38); this would be analogous to replacing the quartic Landau potential by a more
general function of |v|. However, when considering eigenvalue spectra based on odd or non-
integer powers of |k|, the underlying dynamical equations in position space would become
fractional PDEs. Such fractional models could potentially be useful for describing active
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where

qij = vivj �
�ij
d
|v|2 (4.22)

is a d ⇥ d-dimensional mean-field approximation to the Q-tensor, representing active ne-
matic stresses [SR02, BM08] due to swimming (�ij is the Kronecker tensor). Although
the S-term does not a↵ect the linear stability of the model, general hydrodynamic argu-
ments [Ped10] imply that S < 0 for pusher-swimmers like E. coli [DDC+11] or B. subtilis,
whereas S > 0 for puller-type microswimmers such as Chlamydomonas algae [DGM+10].
The �

0

-term in (4.21) is dictated by the requirement that the model contains the Navier-
Stokes equations as a limit case, and the �

2

-damping term is motivated by generic stability
considerations, as recent experiments [WDH+12, DHD+13] suggest that �

0

can become
negative in dense bacterial suspensions. Inserting Equations (4.21) and (4.22) into (4.19),
and defining

�
0

= 1� S, �
1

= �S/d, (4.23)

we obtain

(@t + �
0

v ·r)v = �rp+ �
1

rv2 � (A+ C|v|2)v + �
0

4v � �
2

42v. (4.24)

The standard Navier-Stokes equations for a passive fluid are recovered for S = A = C =
�
2

= 0 and �
0

> 0.
For �

0

> 0 and �
2

= 0, (4.24) reduces to an incompressible version of the classical
Toner-Tu model [Ram10, TTR05, TT98]. It is, however, the combination of the two �-
terms with the non-variational convective derivative that turns out to be crucial for the
formation of self-sustained quasi-chaotic flow patterns. The linear �-terms are reminis-
cent of the higher-order spatial derivatives in the classical Swift-Hohenberg theory [SH77],
see (4.6), and (4.24) with �

0

< 0 and �
2

> 0 yields a simple – if not the simplest – generic
continuum description of turbulent meso-scale instabilities observed in dense bacterial sus-
pensions [WDH+12]. More generally, (4.24) can provide a satisfactory phenomenological
model whenever interaction terms in more complex field theories, that lead to instabili-
ties in the v-field, can be e↵ectively approximated by a fourth-order Taylor expansion in
Fourier space. This is likely to be the case for a wide range of active systems. Phrased
di↵erently, the last two terms in (4.24) may be regarded as the Fourier-space analogue of
the Toner-Tu driving terms, which correspond to a series expansion in terms of the order-
parameter. Hence, similar to the higher-order gradient terms in the scalar theory from
(4.6), the (�

0

,�
2

)-terms in (4.24) describe intermediate-range interactions, and their role
in Fourier-space is similar to that of the Landau potential in velocity space.

4.3.2 Linear stability analysis

To support the qualitative statements in the preceding paragraph, we now perform a
stability analysis for the 2D case, assuming �

0

< 0 and C > 0, �
2

> 0.
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Relaxation of this assumption would imply the need for additional energy balance equa-
tions that account for spatial and temporal variations in the conversion of chemical into
kinetic energy of motion. In other words, the v-only theory formulated below only applies
to situations where concentrations of nutrients, oxygen, etc. in a microbial suspension are
approximately constant during the observation period. In practice, v can be determined
applying suitable coarse-graining procedures (PIV algorithms, local averaging, etc.) to
discrete experimental or numerical velocity data [WDH+12, HGBH03].

4.3.1 Model equations

Postulating incompressibility, which is a good approximation for su�ciently dense suspen-
sions [WDH+12],5

r · v = @ivi = 0, (4.18)

we assume that the dynamics of the bacterial mean velocity-field v is governed by the
generalized Navier-Stokes equation

(@t + v ·r)v = �rp� (A+ C|v|2)v +r · E. (4.19)

The pressure p(t,x) is the Lagrange multiplier for the incompressibility constraint. Similar
to the scalar case, (4.7) above, the (A,C)-terms in Equation (4.19) represent a quartic
Landau velocity potential [Ram10, TTR05, TT98]

U(v) =
A

2
|v|2 + C

4
|v|4. (4.20)

Physically, the inclusion of a polar ordering potential accounts for the fact that microorgan-
isms typically exhibit head-tail asymmetries that may favor polar alignment, as manifested
in the ‘bionematic’ jets that form in bacterial suspensions [CCD+07, CKGG11]. For A > 0
and C > 0, the potential is mono-stable and the fluid is damped towards a disordered
state with v = 0. By contrast, for A < 0, (4.20) describes a d-dimensional mexican-hat
(sombrero) potential with fixed-points |v| =

p
�A/C corresponding to global polar order.

However, the fact that polar ordering appears only locally but not globally in suspen-
sions of swimming bacteria [DCC+04, CCD+07, CKGG11] suggests that other instability
mechanisms must be at work [SR02]. To capture this mathematically, one must either
introduce additional order parameters [Ram10, TTR05, TT98] or destabilize the theory by
identifying a suitable phenomenological ansatz for the e↵ective stresses [SH77].

Adopting the latter approach, we postulate that the components of the symmetric and
traceless rate-of-strain E tensor are given by

Eij = �
0

(@ivj + @jvi)� �
2

4 (@ivj + @jvi) + S qij, (4.21)

5We adopt a summation convention for equal indices throughout.
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yields

0 = k · ✏̂, (4.33a)
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with I = (�ij) denoting the identity matrix. Multiplying Equation (4.33b) with ik, and
using the incompressibility condition (4.33a), gives
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✏|| + i
k · (M✏̂)

|k|2 . (4.35)

Inserting this into Equation (4.33b) and defining M? = ⇧(k)M, where

⇧ij(k) = �ij �
kikj
|k|2 (4.36)

is the orthogonal projector of k, we obtain

� ✏̂ = M? ✏̂. (4.37)

The eigenvalue spectrum of the matrix M? is given by
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The zero eigenvalues correspond to the Goldstone modes. The non-zero eigenvalues have
eigenvectors (�ky, kx), implying that, for �

0

< 0, there will be a range of exponentially
growing modes in the direction perpendicular to k.

Equations (4.28) and (4.38) predict that, when A < 0 and �
0

< 0, isotropic and polar
fixed points become simultaneously unstable, thereby signaling the existence of spatially
inhomogeneous dynamic attractors. More generally, within the class of standard PDEs,
the two �-terms in (4.24) appear to provide the simplest ‘linear way’ of obtaining a v-
only theory that exhibits non-trivial stationary dynamics. In principle, one could also try
to model instabilities by combining odd or fractional powers of |k| in Equations (4.28)
and (4.38); this would be analogous to replacing the quartic Landau potential by a more
general function of |v|. However, when considering eigenvalue spectra based on odd or non-
integer powers of |k|, the underlying dynamical equations in position space would become
fractional PDEs. Such fractional models could potentially be useful for describing active
suspensions with long-range or other types of more complex interactions.
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For A < 0 the isotropic state is generally unstable with respect to long-wavelength (i.e.,
small-|k|) perturbations.

We next perform a similar analysis for the polar state (v
0

, p
0

), which is energetically
preferred for A < 0 and corresponds to all active particles swimming in the same direction
(‘global order’). In this case, when considering small deviations

v = v
0

+ ✏, p = p
0

+ ⌘, (4.30)

it is useful to distinguish perturbations perpendicular and parallel to v
0

, by writing ✏ =
✏|| + ✏? where v

0

· ✏? = 0 and v
0

· ✏|| = v
0

✏||. Without loss of generality, we may choose v
0

to point along the x-axis, v
0

= v
0

ex. Adopting this convention, we have ✏|| = (✏||, 0) and
✏? = (0, ✏?), and to leading order

|v|2 ' v2
0

+ 2v
0

✏||. (4.31)

Linearization for exponential perturbations of the form

(⌘, ✏||, ✏?) = (⌘̂, ✏̂||, ✏̂?) exp(�t� ik · x) (4.32)
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The fixed points of Equations (4.18) and (4.24) are given by the extrema of the quartic
velocity potential U(v). For arbitrary values of A, Equations (4.18) and (4.24) have a
fixed point that corresponds to a disordered isotropic state (v, p) = (0, p

0

) where p
0

is a
constant pressure. For A < 0, an additional class of fixed points arises, corresponding to
a manifold of globally ordered polar states (v, p) = (v

0

, p
0

), where v
0

is constant vector
with arbitrary orientation and fixed swimming speed |v

0

| =
p
�A/C =: v

0

.
Linearizing Equations (4.18) and (4.24) for small velocity and pressure perturbations
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yields

0 = k · ✏̂, (4.33a)

� ✏̂ = i(⌘̂ � 2v
0

�
1

✏̂||)k+M✏̂, (4.33b)

where
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2A 0
0 0
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� (�

0

|k|2 + �
2

|k|4 � i�
0

kxv0)I (4.34)

with I = (�ij) denoting the identity matrix. Multiplying Equation (4.33b) with ik, and
using the incompressibility condition (4.33a), gives

⌘̂ = 2v
0

�
1

✏|| + i
k · (M✏̂)

|k|2 . (4.35)

Inserting this into Equation (4.33b) and defining M? = ⇧(k)M, where

⇧ij(k) = �ij �
kikj
|k|2 (4.36)

is the orthogonal projector of k, we obtain

� ✏̂ = M? ✏̂. (4.37)

The eigenvalue spectrum of the matrix M? is given by

�(k) 2
⇢
0, i�

0

v
0

kx �
✓
�
0

|k|2 + �
2

|k|4 � 2A
k2

x

|k|2

◆�
. (4.38)

The zero eigenvalues correspond to the Goldstone modes. The non-zero eigenvalues have
eigenvectors (�ky, kx), implying that, for �

0

< 0, there will be a range of exponentially
growing modes in the direction perpendicular to k.

Equations (4.28) and (4.38) predict that, when A < 0 and �
0

< 0, isotropic and polar
fixed points become simultaneously unstable, thereby signaling the existence of spatially
inhomogeneous dynamic attractors. More generally, within the class of standard PDEs,
the two �-terms in (4.24) appear to provide the simplest ‘linear way’ of obtaining a v-
only theory that exhibits non-trivial stationary dynamics. In principle, one could also try
to model instabilities by combining odd or fractional powers of |k| in Equations (4.28)
and (4.38); this would be analogous to replacing the quartic Landau potential by a more
general function of |v|. However, when considering eigenvalue spectra based on odd or non-
integer powers of |k|, the underlying dynamical equations in position space would become
fractional PDEs. Such fractional models could potentially be useful for describing active
suspensions with long-range or other types of more complex interactions.
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experiment   vs.    theory
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FIG. 1: (color online) Flow fields from experiments and sim-
ulations [? ]. (a) Very dense homogeneous suspension of
B. subtilis overlaid with the PIV flow field showing collective
bacterial dynamics. Longest arrows correspond to velocity of
30 µm/s. (b) Streamlines and normalized vorticity field deter-
mined from PIV data in (a). (c) Turbulent ‘Lagrangian’ flow
of fluorescent tracer particles (false-color) in the same sus-
pension, obtained by integrating emission signals over 1.5 s.
(d) Partial snapshot of a 2D slice from a 3D simulation of
the continuum model (parameters in Table ??). Scale bars
70 µm.

sequent pairs. During the ⇤10 min imaging period for
each device, the motility of B. subtilis cells decreased
markedly due to oxygen depletion [? ]. The experimental
setup yields 2D projected velocities of 3D suspension mo-
tion (Fig. ??). Data were analyzed under the assumption
that the flow structures are isotropic, as verified by test
measurements at di⌅erent distances from the chamber
bottom. Commercial particle tracking velocimetry (PIV)
software (Dantec Flow Manager) was used to determine
the bacterial flow velocity (vx, vy) from bright-field im-
ages (Fig. ??a,b), corrected for systematic pixel-locking
errors [? ]. Data shown in Figs. ?? and ?? are based on
7 movie segments (40 fps, each 50 s long) corresponding
to 7 di⌅erent activity levels.

Global bacterial flows were quantified by the in-plane
kinetic energy Exy(t) = ⌃(v2

x + v2
y)/2⌥ and in-plane en-

strophy ⇤z(t) = ⌃⇥2
z/2⌥, where ⇥z = ⇤xvy � ⇤yvx is the

vertical component of vorticity and ⌃ · ⌥ is a spatial aver-
age. While Exy and ⇤z fluctuate, their time averages
(Exy,⇤z) are approximately constant during the 50 s
time interval used in the data analysis (Fig. ??b,c). Over
two orders of magnitude in energy (Fig. ??d) we observe
the linear scaling ⇤z = Exy/⇥2, with ⇥ ⌅ 24 µm being
roughly one half of the typical vortex radius.

Probability distribution functions (PDFs) of the in-
plane bacterial velocity are approximately Gaussian,
with a slight broadening due to collective swim-
ming (Fig. ??a). The negative values of the equal-time
spatial velocity correlation function (VCF; Fig. ??a) in-
dicate the existence of vortices [? ] (Fig. ??). The VCF
is remarkably robust with respect to changes in the bac-
terial activity; in particular, the typical vortex radius
Rv ⇤ 40 µm, estimated from the first zero of the VCF,
depends only weakly on the kinetic energy. This result is
consistent with recent findings by Sokolov and Aranson [?
] for free-standing films. The vortex size in 3D is roughly
five times larger than for quasi-2D turbulence in thin mi-
crofluidic chambers [? ], where bacterial swimming and
hydrodynamic interactions are suppressed by the nearby
no-slip boundaries [? ? ]. Unlike the spatial VCF,
the two-time velocity auto-correlation function (VACF)
varies systematically with energy or vorticity (Fig. ??b),
but they collapse when plotted as functions of the dimen-
sionless lag-parameter �⇤1/2

z (inset of Fig. ??b), implying
that the higher the activity the shorter the memory of the
bacterial fluid. Generally, the statistics of 3D bacterial
turbulence di⌅er strongly from conventional 3D Navier-
Stokes turbulence [? ? ], as bacteria inject energy on
the smallest scales, inducing an ‘upward’ energy cascade
towards larger length scales.

We infer the flow of the solvent medium from particle
tracking velocimetry (PTV) analysis of the fluorescence
images, which only show the tracer particles, assuming
that they are passively advected. Data shown in Figs. ??
and ?? are based on 7 movies (40 fps, length 100 s) at
di⌅erent activities. Trajectories of individual tracer par-
ticles were found with a custom algorithm which, depend-
ing on seeding density and tracer dynamics, was able to
identify up to 104 in-plane tracks, the longest typically
lasting 5� 8 s. The e⌅ective sample size was insu⇧cient
to determine reliably the tracer VACFs, but did yield
global flow properties, velocity histograms and equal-
time VCFs. The velocity PDFs, calculated directly from
individual tracer velocities, are approximately Gaussian
with a peak at small velocities from tracer accumulation
near the vortex centers (Fig. ??a).

Estimates from PTV for the medium VCF and enstro-
phy were obtained by interpolating tracer velocities on
a 450⇥ 450 pix subwindow in the center of the imaging
plane using MATLAB’s Delaunay triangulation with a
lattice spacing � = 90

�
pix/Nf , where Nf is the mean

number of tracers detected per frame. The accuracy of
this reconstruction procedure is controlled by the tracer
concentration, which was kept low to limit e⌅ects on the
bacteria motion and to avoid tracking ambiguities (typi-
cally Nf ⇧ [47, 144] for data shown in Figs. ?? and ??).
As a result, the uncertainties for the PTV data are con-
siderably larger than for PIV data (see Fig. ??d). The
interpolated tracer flow fields were used to estimate the
kinetic energy Exy, enstrophy ⇤z, and spatial correlation
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Can we stabilize vortices ?

Confinement Stabilizes a Bacterial Suspension into a Spiral Vortex

Hugo Wioland,1 Francis G. Woodhouse,1 Jörn Dunkel,1 John O. Kessler,2 and Raymond E. Goldstein1

1Department of Applied Mathematics and Theoretical Physics, Centre for Mathematical Sciences,
University of Cambridge, Wilberforce Road, Cambridge CB3 0WA, United Kingdom
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Confining surfaces play crucial roles in dynamics, transport, and order in many physical systems, but

their effects on active matter, a broad class of dynamically self-organizing systems, are poorly understood.

We investigate here the influence of global confinement and surface curvature on collective motion

by studying the flow and orientational order within small droplets of a dense bacterial suspension.

The competition between radial confinement, self-propulsion, steric interactions, and hydrodynamics

robustly induces an intriguing steady single-vortex state, in which cells align in inward spiraling patterns

accompanied by a thin counterrotating boundary layer. A minimal continuum model is shown to be in

good agreement with these observations.

DOI: 10.1103/PhysRevLett.110.268102 PACS numbers: 87.18.Hf, 47.54.!r, 47.63.Gd, 87.17.Jj

Geometric boundaries and surface interactions are
known to have profound effects on transport and order in
condensed matter systems, with examples ranging from
nanoscale edge currents in quantum Hall devices [1,2] to
topological frustration in liquid crystals (LCs) tuned by
manipulating molecular alignment at confining surfaces
[3]. By contrast, in spite of considerable recent interest
[4–8], the effects of external geometric constraints and
confining interfaces on collective dynamics of active bio-
logical matter [9,10], such as polar gels [11,12] and bacte-
rial [13–18] or algal suspensions [19], are not yet well
understood, not least owing to a lack of well-controlled
experimental systems.

At high concentrations, motile rodlike cells exhibit self-
organization akin to nematic LC ordering [13,14,20], with
the added facet of polar alignment driven by collective
swimming [21,22]. Unlike passive LCs, cellular suspen-
sions are in a constant state of flux: at scales between
10 !m and 1 mm, coherent structures (swirls, jets, and
plumes) continually emerge and persist for seconds at a
time [14–17,23,24]. While some progress has been made in
understanding the dynamics of dense bacterial suspensions
in bulk [16,18,23–26], microorganisms often live in porous
habitats like soil, where encounters with interfaces or
three-phase contact lines are common [13,14,27]. Recent
work has clarified how single cells interact with surfaces
[28–31], but it remains unclear how global geometric con-
straints influence their collective motion.

Here, we combine experiment and theory to investigate
how confinement and boundary curvature affect stability

and topology of collective dynamics in active suspensions.
The physical system we study is an oil emulsion containing
droplets of a highly concentrated aqueous suspension of
Bacillus subtilis [Fig. 1(a)]. For drops of diameter d ¼
30–70 !m and height h#25!m, we find that the suspen-
sion self-organizes into a single stable vortex [Fig. 1(b)]
that persists as long as oxygen is available. This pattern is
reminiscent of structures seen in colonies on the surface of
agar [32], spontaneously circulating cytoplasmic extracts
of algal cells [6], and the rotating interior of fibroblasts
on micropatterned surfaces [33]. The vortex flow described
here is purely azimuthal and accompanied by a thin coun-
terrotating boundary layer, consisting of cells swimming
opposite to the bulk. Surprisingly, we observe that the cells
arrange in spirals with a maximum pitch angle of up to 35$

relative to the azimuthal bulk flow direction [Fig. 1(b)].
We suggest that this intriguing helical pattern results from
the interplay of boundary curvature and steric and hydro-
dynamic interactions. Building on this hypothesis, we for-
mulate a simple continuummodel and find good agreement
between its predictions and experimental results.

FIG. 1 (color online). Overview. (a) Experimental setup.
(b) Bright field image of a 40 !m drop, and definition of cell
orientation angle relative to main circulation direction.

Published by the American Physical Society under the terms of
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Edge currents !
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Anti-ferromagnetic order

… but only for weak coupling (small gaps)
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Future goal:  predict shear properties

ability to eventually reach a reversible steady state thus denes a
global yield stress and strain, independent of but consistent
with bulk rheology. Consequently, the many reversible rear-
rangements in our experiments are local microscopic plastic
events, but are not associated with bulk rheological yielding.

We use a bidisperse mixture of 4.1 and 5.6 mm diameter
particles adsorbed at an oil–water interface.† The particles have
dipole–dipole repulsion16,17 and so form a stable disordered
jammed material (Fig. 1a) in which we can continually image
and track nearly all particles in a selected region. Rheometry
suggests a jamming transition at area fraction f ( 0.36;
experiments discussed here are performed at f ! 0.43. Brow-
nian motion is not observed and is negligible: the ratio of the
diffusion timescale to the bulk deformation timescale, the
oscillatory Péclet number, is Pe ¼ uR2(6phR/kT)T 102, where u
is the angular frequency of driving, h is solvent viscosity, and R
is particle radius. The material is subjected to a linear shear
deformation generated by an interfacial stress rheometer
(ISR).18,19† As shown in Fig. 1b, a magnetized needle (diameter
0.23 mm) is placed on the interfacial material to be studied,
inside an open channel of width 3.5 mm and length 18 mm
formed by 2 walls. Electromagnets move the needle back and
forth, shearing the interface in the channel. When the needle's
response is measured for a known forcing, the device functions
as a sensitive stress-controlled rheometer.

To consistently prepare the material for each experiment,
oscillatory forcing at large amplitude (g0 ! 0.5) is performed for
6 cycles and then stopped, upon which the system comes to rest
with a residual strain g(t ¼ 0) ! 0.03, and hence an unrelaxed
residual stress sDC(t ¼ 0) ! 15 nN m#1. Thereaer, negligible
relaxation is observed on a timescale of 60 s, and waiting
times of 1–5 minutes seem to have no effect on subsequent
behavior. The material relaxes when we restart oscillatory shear
at much smaller amplitude. Such mechanically-activated aging
is consistent with generic models of so glassy material20–22 and
the effect of oscillatory shear on the relaxation time of so
colloidal glasses.23

We observe relaxation during shear as a series of rear-
rangements of the particles. To quantify change to micro-
structure between two instants, we compare the nearest-
neighbor relationships among particles, and then count T1
rearrangements, illustrated in Fig. 1c–e.† T1 rearrangements
are a robust way to discretize small changes to microstructure.
We remove spurious events due to positional noise by setting a
signicance threshold for change in r12 and r34 (Fig. 1f).†

Fig. 2a shows the net number of irreversible T1 events
generated by each cycle of driving plotted as a function of
accumulated strain, gacc ¼ 4Ng0 where N is the number of
cycles. At larger strain amplitudes, aer an initial transient,
each cycle generates a roughly constant number of new rear-
rangements. At small amplitudes, however, the net result of the
irreversible rearrangements is that the system evolves to a
reversible state. The number of new rearrangements eventually
decays to zero, out of a total 5 $ 104 tracked particles. Whether
oscillatory driving begins by adding to or subtracting from sDC
has little effect past the rst 1–2 cycles.

Our system thus shows 2 regimes of steady-state microstruc-
ture behavior, separated by some strain amplitude gmicro

y , which
we can dene as the largest g0 for which the system can attain
reversibility. However, even as the rate of irreversible rear-
rangements approaches zero, we nd that the rate of reversible
rearrangements—activated and reversed before the completion
of each cycle—remains nearly constant (Fig. 2b). Reversible

Fig. 1 Experimental system. (a) Monolayer of particles at oil–water interface,
viewed from above. Scale bar is 100 mm. (b) Apparatus: a steel needle is adsorbed
at the interface, between two glass walls. Magnetic forcing of the needle
produces uniform shear of the monolayer (velocity profile shown). (c–e) Changes
to microstructure are observed as T1 events, wherein particles switch neighbors.
Sequence shows reversible event over 1 cycle of deformation. (f) Relative change
in r12 and r34 is used to quantify significance of T1 events.

Fig. 2 Relaxation under cyclic shear, following preparation with unrelaxed
stress, plotted as function of accumulated strain (4Ng0 where N is number of
cycles). (a) Net change in microstructure after each cycle, measured by counting
T1 rearrangements. Curves are labeled by strain amplitude; the unlabeled
smallest curve is 1.1 $ 10#3. Below the yield strain, the system relaxes to steady
state with conserved microstructure. (b) Number of irreversible and reversible T1
events generated in each cycle at g0 ¼ 0.020. The population of reversible rear-
rangements is stable even as irreversible ones are depleted.
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Viscosity calculations

Jonasz Slomka1 and Jörn Dunkel1
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PACS numbers:

I. GOALS

We obtain analytical results for the e↵ective shear vis-
cosity (or, more precisely, the shear force) in the mean
field regime for the model defined in Eq. (1) below. For
some parameter range, the shear force diverges as a func-
tion of the distance between the wires. Such singular be-
haviour may indicate a phase transition corresponding to
the creation of a vortex state.

II. HYDRODYNAMIC EQUATIONS

Flow equations

0 = r · v (1a)

@tv + (v · r)v = �rp+ r · � (1b)

with stress tensor

� = [�0 � �2(r2) + �4(r2)2](r>
v + rv

>) (1c)

In component notation

0 = @ivi (2a)

@tvj + vk@kvj = �@jp+ @k�kj (2b)

with

�kj = [�0 � �2@nn + �4@nn@mm](@kvj + @jvk) (2c)

where @kk = @k@k. Take divergence of (2b) to obtain
Poisson equation

(@jvk)(@kvj) = �@jjp (3)

Force on some surface region S

Fi =

Z

S

�ijdSj (4)

Goal: look for statistical properties of solutions, and de-
termine mean force.

III. 2D CASE

A. Boundary conditions

Let x = (x1, x2) = (x, y). Three fields (p,v) =
(p, v1, v2), three equations. First-order in time t requires

3 initial conditions. These will not be relevant since we
are interested in stationary flow properties. Equation (3)
is of 2nd order in the two spatial coordinates (x, y), thus
requiring 2⇥2 BCs for p. Below, we shall always consider
periodic boundary conditions in x-direction and constant
pressure P at the solid boundaries y = ±H/2,

p(t, x, y) ⌘ p(t, x+ L, y), (5a)

p(t, x,±H/2) ⌘ P. (5b)

Equation (2b) for the velocity field v = (vx, vy) is of
6th order in two spatial coordinates (x, y) and therefore
requires 2⇥ 2⇥ 6 BCs in total. Consistent with (5a), we
adopt periodic BCs in x-direction (which leaves us with
2⇥6 BCs) and no-slip boundary conditions at y = ±H/2
(fixes 2 BCs per field component),

v(t, x, y) ⌘ v(t, x+ L, y), (6a)

v(t, x,±H/2) = (±V, 0). (6b)

That is, we still need to specify 2 ⇥ 4 more BCs for v =
(vx, vy) at y = ±H/2. We will consider two classes.
S-type: First and second-order derivatives of vanish.
W-type: Second and fourth-order derivatives vanish.
Here, S and W stand for ‘strong’ and ‘weak’, respec-

tively.

B. Force

In 2D, the boundary could be realized with two wires [?
]. Force along upper surface at y = +H/2 with inwards-
pointing surface element (dSj) = (dSx, dSy) = (0,�dx)

F+
x (t) =

Z

�xjdSj

=

Z L

0
dx�xy(t, x,H/2) (7)

Inserting the explicit expression for �xy

F+
x (t) = �0

Z L

0
dx (@xvy + @yvx)y=H/2 �

�2

Z L

0
dx @nn(@xvy + @yvx)y=H/2 +

�4

Z L

0
dx @nn@mm(@xvy + @yvx)y=H/2. (8)

Minimal model for solvent flow in 
semi-dilute suspensions

k

�2 > 0

k

�2 < 0



Minimal momentum-conserving model
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is of 2nd order in the two spatial coordinates (x, y), thus
requiring 2⇥2 BCs for p. Below, we shall always consider
periodic boundary conditions in x-direction and constant
pressure P at the solid boundaries y = ±H/2,

p(t, x, y) ⌘ p(t, x+ L, y), (5a)

p(t, x,±H/2) ⌘ P. (5b)

Equation (2b) for the velocity field v = (vx, vy) is of
6th order in two spatial coordinates (x, y) and therefore
requires 2⇥ 2⇥ 6 BCs in total. Consistent with (5a), we
adopt periodic BCs in x-direction (which leaves us with
2⇥6 BCs) and no-slip boundary conditions at y = ±H/2
(fixes 2 BCs per field component),

v(t, x, y) ⌘ v(t, x+ L, y), (6a)

v(t, x,±H/2) = (±V, 0). (6b)

That is, we still need to specify 2 ⇥ 4 more BCs for v =
(vx, vy) at y = ±H/2. We will consider two classes.
S-type: First and second-order derivatives of vanish.
W-type: Second and fourth-order derivatives vanish.
Here, S and W stand for ‘strong’ and ‘weak’, respec-

tively.

B. Force

In 2D, the boundary could be realized with two wires [?
]. Force along upper surface at y = +H/2 with inwards-
pointing surface element (dSj) = (dSx, dSy) = (0,�dx)

F+
x (t) =

Z

�xjdSj

=

Z L

0
dx�xy(t, x,H/2) (7)

Inserting the explicit expression for �xy

F+
x (t) = �0

Z L

0
dx (@xvy + @yvx)y=H/2 �

�2

Z L

0
dx @nn(@xvy + @yvx)y=H/2 +

�4

Z L

0
dx @nn@mm(@xvy + @yvx)y=H/2. (8)
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Spontaneous motion in hierarchically assembled
active matter
Tim Sanchez1*, Daniel T. N. Chen1*, Stephen J. DeCamp1*, Michael Heymann1,2 & Zvonimir Dogic1

With remarkable precision and reproducibility, cells orchestrate
the cooperative action of thousands of nanometre-sized molecular
motors to carry out mechanical tasks at much larger length scales,
such as cell motility, division and replication1. Besides their bio-
logical importance, such inherently non-equilibrium processes
suggest approaches for developing biomimetic active materials
from microscopic components that consume energy to generate
continuous motion2–4. Being actively driven, these materials are
not constrained by the laws of equilibrium statistical mechanics
and can thus exhibit sought-after properties such as autonomous
motility, internally generated flows and self-organized beating5–7.
Here, starting from extensile microtubule bundles, we hierarchically
assemble far-from-equilibrium analogues of conventional polymer
gels, liquid crystals and emulsions. At high enough concentration,
the microtubules form a percolating active network characterized
by internally driven chaotic flows, hydrodynamic instabilities,
enhanced transport and fluid mixing. When confined to emulsion
droplets, three-dimensional networks spontaneously adsorb onto
the droplet surfaces to produce highly active two-dimensional
nematic liquid crystals whose streaming flows are controlled by
internally generated fractures and self-healing, as well as unbinding
and annihilation of oppositely charged disclination defects. The
resulting active emulsions exhibit unexpected properties, such as
autonomous motility, which are not observed in their passive ana-
logues. Taken together, these observations exemplify how assem-
blages of animate microscopic objects exhibit collective biomimetic

properties that are very different from those found in materials
assembled from inanimate building blocks, challenging us to
develop a theoretical framework that would allow for a systematic
engineering of their far-from-equilibrium material properties.

We assembled active materials from microtubule filaments, which are
stabilized with the non-hydrolysable nucleotide analogue GMPCPP,
leading to an average length of 1.5mm. Bundles were formed by adding
a non-adsorbing polymer—poly(ethylene glycol) or PEG—which
induces attractive interactions through the well-studied depletion
mechanism. To drive the system far from equilibrium, we added bio-
tin-labelled fragments of kinesin-1, a molecular motor that converts
chemical energy from ATP hydrolysis into mechanical movement
along a microtubule8. Kinesins were assembled into multi-motor clus-
ters by tetrameric streptavidin, which can simultaneously bind and
move along multiple microtubules, inducing inter-filament sliding
(Fig. 1a). In this respect, our experiments build upon important earlier
work that demonstrated the formation of asters and vortices in net-
works of unbundled microtubules and kinesin9,10. However, compared
to these dispersed networks, the proximity and alignment of depletion-
bundled microtubules greatly increases the probability of kinesin clus-
ters simultaneously binding and walking along neighbouring filaments,
thus enhancing the overall activity.

Motor-induced sliding of aligned microtubules depends on their
relative polarity. Kinesin clusters generate sliding forces between
microtubules of opposite polarity, whereas no sliding force is induced
between microtubules of the same polarity11–13. To study the dynamics

*These authors contributed equally to this work.

1Martin Fisher School of Physics, Brandeis University, 415 South Street, Waltham, Massachusetts 02454, USA. 2Graduate Program in Biophysics and Structural Biology, Brandeis University, 415 South
Street, Waltham, Massachusetts 02454, USA.
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Figure 1 | Active microtubule
networks exhibit internally
generated flows. a, Schematic
illustration of an extensile
microtubule–kinesin bundle, the basic
building block used for the assembly
of active matter. Kinesin clusters exert
inter-filament sliding forces, whereas
depleting PEG polymers induce
microtubule bundling. b, Two
microtubule bundles merge and the
resultant bundle immediately extends,
eventually falling apart. Time interval,
5 s; scale bar, 15mm. c, In a
percolating microtubule network,
bundles constantly merge (red
arrows), extend, buckle (green dashed
lines), fracture, and self-heal to
produce a robust and highly dynamic
steady state. Time interval, 11.5 s; scale
bar, 15mm. d, An active microtubule
network viewed on a large scale.
Arrows indicate local bundle velocity
direction. Scale bar, 80mm.
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case of an incompressible fluid of constant density !,
where r ! v ¼ 0, the equations are given by

Dc
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¼ @i½Dij@jcþ "1c

2@jQij%; (1a)
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Dvi

Dt
¼ #r2vi & @ipþ @j$ij; (1b)

DQij

Dt
¼ %Suij þQik!kj &!ikQkj þ &&1Hij; (1c)

where D=Dt ¼ @t þ v ! r indicates the material deriva-
tive, Dij ¼ D0'ij þD1Qij is the anisotropic diffusion
tensor, # is the viscosity, p is the pressure, and % is the
nematic alignment parameter. Here uij ¼ ð@ivj þ @jviÞ=2
and !ij ¼ ð@ivj & @jviÞ=2 are the symmetrized rate of
strain tensor and the vorticity, respectively. The molecular
fieldHij embodies the relaxational dynamics of the nematic
phase (with & a rotational viscosity) and can be obtained
from the variation of the Landau-de Gennes free energy of a
two-dimensional nematic [21], Hij ¼ &'F='Qij, with

F=K ¼
Z

dA
!
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4
ðc& c?ÞtrQ2 þ 1

4
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2
jrQj2
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where K is an elastic constant with dimensions of energy,
trQ2 ¼ S2=2, and c? is the critical concentration for the

isotropic-nematic transition, so that, at equilibrium, S ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1& c?=c

p
. Finally, the stress tensor $ij ¼ $r

ij þ $a
ij is the

sum of the elastic stress due to nematic elasticity, $r
ij ¼

&%SHij þQikHkj &HikQkj, where for simplicity we have
neglected the Eriksen stress, and an active contribution,
$a

ij ¼ "2c
2Qij, which describes contractile or extensile

stresses exerted by the active particles in the direction of
the director field. In addition, activity yields a curvature-
induced current ja ¼ &"1c

2r !Q in Eq. (1a) that drives
units from regions populated by fast-moving particles to
regions of slow-moving particles. The c2 dependence of the
active stress and current is appropriate for systems where
activity arises from pair interactions among the filaments
via cross-linking motor proteins. The sign of"2 depends on
whether the active particles generate contractile or extensile
stresses, with"2 > 0 for the contractile case and"2 < 0 for
extensile systems, while we assume "1 > 0.

To study the dynamics of defects, we consider a pair of
opposite-sign half-integer disclinations separated by a
distance x ¼ xþ & x&, where x) is the x coordinate of
the )1=2 disclination, respectively, as shown in Figs. 1(a)
and 1(b). When backflow is neglected, the pair dynamics
is purely relaxational and is controlled by the balance of
the attractive force between defects Fpair ¼ &rEpair, with
Epair * K logx=a the energy of a defect pair (with a the
core radius), and an effective frictional force Ffric ¼ ( _x,
with (* & a friction coefficient. Thus ( _x ¼ K=x and
the distance between the annihilating defects decreases

according to a square-root law, xðtÞ / ffiffiffiffiffiffiffiffiffiffiffiffi
ta & t

p
, with ta

the annihilation time. More precise calculations have
shown that the effective friction is itself a function of the
defect separation [29,30], ( ¼ (0 logx=a, although this
does not imply substantial changes in the overall picture.
This simple model predicts that the defect and antidefect
approach each other along symmetric trajectories.
We have integrated numerically Eqs. (1) for an initial

configuration of uniform concentration and zero flow ve-
locity, with two disclinations of charge )1=2 located on
the x axis of a square L+ L box at initial positions
x)ð0Þ ¼ ð)L=4; 0Þ. The integration is performed by using
the finite differences scheme described in Refs. [11,12].
To render Eqs. (1) dimensionless, we normalize distance

by the approximate length of the active rods ‘ ¼ 1=
ffiffiffiffiffi
c?

p
,

stress by the elastic stress of the nematic phase $ ¼ K‘&2,
and time by ) ¼ #‘2=K representing the ratio between
viscous and elastic stress. In these dimensionless units, for
simplicity, we let "2 ¼ " and take "1 ¼ j"2j=2. Periodic
boundary conditions are assumed, and the defects are
allowed to evolve until they annihilate. Figure 1 shows a
snapshot of the order parameter and flow field shortly after
the beginning of the relaxation for both a contractile and
extensile system, with" ¼ )0:2 in the units defined above
(see also the supplemental movie S1 [31]).
In passive nematic liquid crystals (i.e., " ¼ 0), it is well

known that the dynamics of defects is greatly modified by
the so-called backflow, that is, the flow induced by reor-
ientation of the nematic order parameter through the elastic
stresses $r

ij in the Navier-Stokes equation. In particular,

when backflow is neglected, the defect and antidefect are
predicted to move at the same velocity toward each other
until annihilation. Backflow tends to speed up the þ1=2
defect and to slow down the &1=2 defect, yielding asym-
metric trajectories [25]. In active liquid crystals, the active
stress in the Navier-Stokes equation provides a new source
for flow associated with inhomogeneities in the order
parameter, as demonstrated first in a one-dimensional
thin film geometry where activity drives a transition to a
spontaneously flowing state [2]. This new active backflow
can greatly exceed the curvature-driven backflow present
in passive systems. Furthermore, the direction of the active
backflow is controlled by the sign of the activity parameter
" and, for a given director configuration, has opposite
directions in contractile and extensile systems. Backflow
arising from active stresses drives theþ1=2 defect to move
in the direction of its ‘‘tail’’ in contractile systems ("> 0)
and in the direction of its ‘‘head’’ in extensile systems
("< 0), where the terminology arises from the cometlike
shape of þ1=2 defects. In contrast, due to symmetry
considerations the active backflow vanishes at the core of
a &1=2 defect which thus remains stationary under the
action of active stresses. We note that active curvature
currents in the concentration equation controlled by "1

have a similar effect, as first noted by Narayan,
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have a similar effect, as first noted by Narayan,
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case of an incompressible fluid of constant density !,
where r ! v ¼ 0, the equations are given by

Dc

Dt
¼ @i½Dij@jcþ "1c

2@jQij%; (1a)

!
Dvi

Dt
¼ #r2vi & @ipþ @j$ij; (1b)

DQij

Dt
¼ %Suij þQik!kj &!ikQkj þ &&1Hij; (1c)

where D=Dt ¼ @t þ v ! r indicates the material deriva-
tive, Dij ¼ D0'ij þD1Qij is the anisotropic diffusion
tensor, # is the viscosity, p is the pressure, and % is the
nematic alignment parameter. Here uij ¼ ð@ivj þ @jviÞ=2
and !ij ¼ ð@ivj & @jviÞ=2 are the symmetrized rate of
strain tensor and the vorticity, respectively. The molecular
fieldHij embodies the relaxational dynamics of the nematic
phase (with & a rotational viscosity) and can be obtained
from the variation of the Landau-de Gennes free energy of a
two-dimensional nematic [21], Hij ¼ &'F='Qij, with
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where K is an elastic constant with dimensions of energy,
trQ2 ¼ S2=2, and c? is the critical concentration for the

isotropic-nematic transition, so that, at equilibrium, S ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1& c?=c

p
. Finally, the stress tensor $ij ¼ $r

ij þ $a
ij is the

sum of the elastic stress due to nematic elasticity, $r
ij ¼

&%SHij þQikHkj &HikQkj, where for simplicity we have
neglected the Eriksen stress, and an active contribution,
$a

ij ¼ "2c
2Qij, which describes contractile or extensile

stresses exerted by the active particles in the direction of
the director field. In addition, activity yields a curvature-
induced current ja ¼ &"1c

2r !Q in Eq. (1a) that drives
units from regions populated by fast-moving particles to
regions of slow-moving particles. The c2 dependence of the
active stress and current is appropriate for systems where
activity arises from pair interactions among the filaments
via cross-linking motor proteins. The sign of"2 depends on
whether the active particles generate contractile or extensile
stresses, with"2 > 0 for the contractile case and"2 < 0 for
extensile systems, while we assume "1 > 0.

To study the dynamics of defects, we consider a pair of
opposite-sign half-integer disclinations separated by a
distance x ¼ xþ & x&, where x) is the x coordinate of
the )1=2 disclination, respectively, as shown in Figs. 1(a)
and 1(b). When backflow is neglected, the pair dynamics
is purely relaxational and is controlled by the balance of
the attractive force between defects Fpair ¼ &rEpair, with
Epair * K logx=a the energy of a defect pair (with a the
core radius), and an effective frictional force Ffric ¼ ( _x,
with (* & a friction coefficient. Thus ( _x ¼ K=x and
the distance between the annihilating defects decreases

according to a square-root law, xðtÞ / ffiffiffiffiffiffiffiffiffiffiffiffi
ta & t

p
, with ta

the annihilation time. More precise calculations have
shown that the effective friction is itself a function of the
defect separation [29,30], ( ¼ (0 logx=a, although this
does not imply substantial changes in the overall picture.
This simple model predicts that the defect and antidefect
approach each other along symmetric trajectories.
We have integrated numerically Eqs. (1) for an initial

configuration of uniform concentration and zero flow ve-
locity, with two disclinations of charge )1=2 located on
the x axis of a square L+ L box at initial positions
x)ð0Þ ¼ ð)L=4; 0Þ. The integration is performed by using
the finite differences scheme described in Refs. [11,12].
To render Eqs. (1) dimensionless, we normalize distance

by the approximate length of the active rods ‘ ¼ 1=
ffiffiffiffiffi
c?

p
,

stress by the elastic stress of the nematic phase $ ¼ K‘&2,
and time by ) ¼ #‘2=K representing the ratio between
viscous and elastic stress. In these dimensionless units, for
simplicity, we let "2 ¼ " and take "1 ¼ j"2j=2. Periodic
boundary conditions are assumed, and the defects are
allowed to evolve until they annihilate. Figure 1 shows a
snapshot of the order parameter and flow field shortly after
the beginning of the relaxation for both a contractile and
extensile system, with" ¼ )0:2 in the units defined above
(see also the supplemental movie S1 [31]).
In passive nematic liquid crystals (i.e., " ¼ 0), it is well

known that the dynamics of defects is greatly modified by
the so-called backflow, that is, the flow induced by reor-
ientation of the nematic order parameter through the elastic
stresses $r

ij in the Navier-Stokes equation. In particular,

when backflow is neglected, the defect and antidefect are
predicted to move at the same velocity toward each other
until annihilation. Backflow tends to speed up the þ1=2
defect and to slow down the &1=2 defect, yielding asym-
metric trajectories [25]. In active liquid crystals, the active
stress in the Navier-Stokes equation provides a new source
for flow associated with inhomogeneities in the order
parameter, as demonstrated first in a one-dimensional
thin film geometry where activity drives a transition to a
spontaneously flowing state [2]. This new active backflow
can greatly exceed the curvature-driven backflow present
in passive systems. Furthermore, the direction of the active
backflow is controlled by the sign of the activity parameter
" and, for a given director configuration, has opposite
directions in contractile and extensile systems. Backflow
arising from active stresses drives theþ1=2 defect to move
in the direction of its ‘‘tail’’ in contractile systems ("> 0)
and in the direction of its ‘‘head’’ in extensile systems
("< 0), where the terminology arises from the cometlike
shape of þ1=2 defects. In contrast, due to symmetry
considerations the active backflow vanishes at the core of
a &1=2 defect which thus remains stationary under the
action of active stresses. We note that active curvature
currents in the concentration equation controlled by "1

have a similar effect, as first noted by Narayan,
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2r !Q in Eq. (1a) that drives
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active stress and current is appropriate for systems where
activity arises from pair interactions among the filaments
via cross-linking motor proteins. The sign of"2 depends on
whether the active particles generate contractile or extensile
stresses, with"2 > 0 for the contractile case and"2 < 0 for
extensile systems, while we assume "1 > 0.

To study the dynamics of defects, we consider a pair of
opposite-sign half-integer disclinations separated by a
distance x ¼ xþ & x&, where x) is the x coordinate of
the )1=2 disclination, respectively, as shown in Figs. 1(a)
and 1(b). When backflow is neglected, the pair dynamics
is purely relaxational and is controlled by the balance of
the attractive force between defects Fpair ¼ &rEpair, with
Epair * K logx=a the energy of a defect pair (with a the
core radius), and an effective frictional force Ffric ¼ ( _x,
with (* & a friction coefficient. Thus ( _x ¼ K=x and
the distance between the annihilating defects decreases

according to a square-root law, xðtÞ / ffiffiffiffiffiffiffiffiffiffiffiffi
ta & t

p
, with ta

the annihilation time. More precise calculations have
shown that the effective friction is itself a function of the
defect separation [29,30], ( ¼ (0 logx=a, although this
does not imply substantial changes in the overall picture.
This simple model predicts that the defect and antidefect
approach each other along symmetric trajectories.
We have integrated numerically Eqs. (1) for an initial

configuration of uniform concentration and zero flow ve-
locity, with two disclinations of charge )1=2 located on
the x axis of a square L+ L box at initial positions
x)ð0Þ ¼ ð)L=4; 0Þ. The integration is performed by using
the finite differences scheme described in Refs. [11,12].
To render Eqs. (1) dimensionless, we normalize distance

by the approximate length of the active rods ‘ ¼ 1=
ffiffiffiffiffi
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,

stress by the elastic stress of the nematic phase $ ¼ K‘&2,
and time by ) ¼ #‘2=K representing the ratio between
viscous and elastic stress. In these dimensionless units, for
simplicity, we let "2 ¼ " and take "1 ¼ j"2j=2. Periodic
boundary conditions are assumed, and the defects are
allowed to evolve until they annihilate. Figure 1 shows a
snapshot of the order parameter and flow field shortly after
the beginning of the relaxation for both a contractile and
extensile system, with" ¼ )0:2 in the units defined above
(see also the supplemental movie S1 [31]).
In passive nematic liquid crystals (i.e., " ¼ 0), it is well

known that the dynamics of defects is greatly modified by
the so-called backflow, that is, the flow induced by reor-
ientation of the nematic order parameter through the elastic
stresses $r

ij in the Navier-Stokes equation. In particular,

when backflow is neglected, the defect and antidefect are
predicted to move at the same velocity toward each other
until annihilation. Backflow tends to speed up the þ1=2
defect and to slow down the &1=2 defect, yielding asym-
metric trajectories [25]. In active liquid crystals, the active
stress in the Navier-Stokes equation provides a new source
for flow associated with inhomogeneities in the order
parameter, as demonstrated first in a one-dimensional
thin film geometry where activity drives a transition to a
spontaneously flowing state [2]. This new active backflow
can greatly exceed the curvature-driven backflow present
in passive systems. Furthermore, the direction of the active
backflow is controlled by the sign of the activity parameter
" and, for a given director configuration, has opposite
directions in contractile and extensile systems. Backflow
arising from active stresses drives theþ1=2 defect to move
in the direction of its ‘‘tail’’ in contractile systems ("> 0)
and in the direction of its ‘‘head’’ in extensile systems
("< 0), where the terminology arises from the cometlike
shape of þ1=2 defects. In contrast, due to symmetry
considerations the active backflow vanishes at the core of
a &1=2 defect which thus remains stationary under the
action of active stresses. We note that active curvature
currents in the concentration equation controlled by "1

have a similar effect, as first noted by Narayan,
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the )1=2 disclination, respectively, as shown in Figs. 1(a)
and 1(b). When backflow is neglected, the pair dynamics
is purely relaxational and is controlled by the balance of
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Epair * K logx=a the energy of a defect pair (with a the
core radius), and an effective frictional force Ffric ¼ ( _x,
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the annihilation time. More precise calculations have
shown that the effective friction is itself a function of the
defect separation [29,30], ( ¼ (0 logx=a, although this
does not imply substantial changes in the overall picture.
This simple model predicts that the defect and antidefect
approach each other along symmetric trajectories.
We have integrated numerically Eqs. (1) for an initial

configuration of uniform concentration and zero flow ve-
locity, with two disclinations of charge )1=2 located on
the x axis of a square L+ L box at initial positions
x)ð0Þ ¼ ð)L=4; 0Þ. The integration is performed by using
the finite differences scheme described in Refs. [11,12].
To render Eqs. (1) dimensionless, we normalize distance

by the approximate length of the active rods ‘ ¼ 1=
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and time by ) ¼ #‘2=K representing the ratio between
viscous and elastic stress. In these dimensionless units, for
simplicity, we let "2 ¼ " and take "1 ¼ j"2j=2. Periodic
boundary conditions are assumed, and the defects are
allowed to evolve until they annihilate. Figure 1 shows a
snapshot of the order parameter and flow field shortly after
the beginning of the relaxation for both a contractile and
extensile system, with" ¼ )0:2 in the units defined above
(see also the supplemental movie S1 [31]).
In passive nematic liquid crystals (i.e., " ¼ 0), it is well

known that the dynamics of defects is greatly modified by
the so-called backflow, that is, the flow induced by reor-
ientation of the nematic order parameter through the elastic
stresses $r

ij in the Navier-Stokes equation. In particular,

when backflow is neglected, the defect and antidefect are
predicted to move at the same velocity toward each other
until annihilation. Backflow tends to speed up the þ1=2
defect and to slow down the &1=2 defect, yielding asym-
metric trajectories [25]. In active liquid crystals, the active
stress in the Navier-Stokes equation provides a new source
for flow associated with inhomogeneities in the order
parameter, as demonstrated first in a one-dimensional
thin film geometry where activity drives a transition to a
spontaneously flowing state [2]. This new active backflow
can greatly exceed the curvature-driven backflow present
in passive systems. Furthermore, the direction of the active
backflow is controlled by the sign of the activity parameter
" and, for a given director configuration, has opposite
directions in contractile and extensile systems. Backflow
arising from active stresses drives theþ1=2 defect to move
in the direction of its ‘‘tail’’ in contractile systems ("> 0)
and in the direction of its ‘‘head’’ in extensile systems
("< 0), where the terminology arises from the cometlike
shape of þ1=2 defects. In contrast, due to symmetry
considerations the active backflow vanishes at the core of
a &1=2 defect which thus remains stationary under the
action of active stresses. We note that active curvature
currents in the concentration equation controlled by "1

have a similar effect, as first noted by Narayan,
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Ramaswamy, and Menon in a systems of vibrated granular
rods [7]. Such active curvature currents control dynamics
in systems with no momentum conservation but are very
small here, where the concentration variations remain
small, as seen from Figs. 1(c) and 1(d), and flow controls
the dynamics.

In contractile systems active backflow yields a net
speedup of the þ1=2 defects towards its antidefect for
the annihilation shown in Fig. 1(b). In extensile systems,
with !< 0, backflow drives the þ1=2 defect to move
towards its head, away from its "1=2 partner in the con-
figuration of Fig. 1(b), acting like an effectively repulsive
interaction. This somewhat counterintuitive effect has been
observed in experiments with extensile microtubules and
kinesin assemblies [16] and can be understood on the basis
of the hydrodynamic approach embodied in Eqs. (1). In
Fig. 2, we have reproduced from Ref. [16] a sequence of
snapshots showing a pair of #1=2 disclinations moving

apart from each other together with the same behavior
observed in our simulations.
To quantify the dynamics we have reconstructed the

trajectories of the defects by tracking the drop in the
magnitude of the order parameter. The trajectories are
shown in Figs. 3(a) and 3(b), where red lines in the upper
portion of the plots represent the trajectory of the þ1=2
disclination, while the blue lines in the lower portion of the
plot are the trajectories of the"1=2 defect. The tracks end
when the cores of the two defects merge. For small activity
and small values of the rotational friction ", the trajectories

FIG. 1 (color online). Snapshots of a disclination pair shortly
after the beginning of relaxation. (Top) Director field (black
lines) superimposed on a heat map of the nematic order parame-
ter and (bottom) flow field (arrows) superimposed on a heat map
of the concentration for an extensile system with ! ¼ "0:2 (a),
(c) and a contractile system with ! ¼ 0:2 (b), (d). In the top
images, the color denotes the magnitude of the nematic order

parameter S relative to its equilibrium value S0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1" c?=c0

p
.

In the bottom images, the color denotes the magnitude of the
concentration c relative to the average value c0. Depending on
the sign of !, the backflow tends to speed up (!> 0) or slow
down (!< 0) the annihilation process by increasing or decreas-
ing the velocity of the þ1=2 disclination. For ! negative and
sufficiently large in magnitude, the þ1=2 defect reverses its
direction of motion (c) and escapes annihilation.

FIG. 2 (color online). Defect pair production in an active
suspension of microtubules and kinesin (top) and the same
phenomenon observed in our numerical simulation of an exten-
sile nematic fluid with " ¼ 100 and ! ¼ "0:5. The experimen-
tal picture is reprinted with permission from T. Sanchez et al.,
Nature (London) 491, 431 (2012). Copyright 2012, Macmillan.

0

(a) (b)

(c) (d)

FIG. 3 (color online). Defect trajectories and annihilation
times obtained from a numerical integration of Eqs. (1) for
various " and ! values. (a) Defect trajectories for " ¼ 5 and
various ! values (indicated in the plot). The upper (red online)
and lower (blue online) curves correspond to the positive
and negative disclination, respectively. The defects annihilate
where the two curves merge. (b) The same plot for " ¼ 10.
Slowing down the relaxational dynamics of the nematic phase
increases the annihilation time and for ! ¼ "0:2 reverses the
direction of motion of the þ1=2 disclination. (c) Defect separa-
tion as a function of time for ! ¼ 0:2 and various " values.
(d) Annihilation time normalized by the corresponding annihi-
lation time obtained at ! ¼ 0 (i.e., t0a). The line is a fit to the
model described in the text.
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case of an incompressible fluid of constant density !,
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where D=Dt ¼ @t þ v ! r indicates the material deriva-
tive, Dij ¼ D0'ij þD1Qij is the anisotropic diffusion
tensor, # is the viscosity, p is the pressure, and % is the
nematic alignment parameter. Here uij ¼ ð@ivj þ @jviÞ=2
and !ij ¼ ð@ivj & @jviÞ=2 are the symmetrized rate of
strain tensor and the vorticity, respectively. The molecular
fieldHij embodies the relaxational dynamics of the nematic
phase (with & a rotational viscosity) and can be obtained
from the variation of the Landau-de Gennes free energy of a
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where K is an elastic constant with dimensions of energy,
trQ2 ¼ S2=2, and c? is the critical concentration for the
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sum of the elastic stress due to nematic elasticity, $r
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&%SHij þQikHkj &HikQkj, where for simplicity we have
neglected the Eriksen stress, and an active contribution,
$a

ij ¼ "2c
2Qij, which describes contractile or extensile

stresses exerted by the active particles in the direction of
the director field. In addition, activity yields a curvature-
induced current ja ¼ &"1c

2r !Q in Eq. (1a) that drives
units from regions populated by fast-moving particles to
regions of slow-moving particles. The c2 dependence of the
active stress and current is appropriate for systems where
activity arises from pair interactions among the filaments
via cross-linking motor proteins. The sign of"2 depends on
whether the active particles generate contractile or extensile
stresses, with"2 > 0 for the contractile case and"2 < 0 for
extensile systems, while we assume "1 > 0.

To study the dynamics of defects, we consider a pair of
opposite-sign half-integer disclinations separated by a
distance x ¼ xþ & x&, where x) is the x coordinate of
the )1=2 disclination, respectively, as shown in Figs. 1(a)
and 1(b). When backflow is neglected, the pair dynamics
is purely relaxational and is controlled by the balance of
the attractive force between defects Fpair ¼ &rEpair, with
Epair * K logx=a the energy of a defect pair (with a the
core radius), and an effective frictional force Ffric ¼ ( _x,
with (* & a friction coefficient. Thus ( _x ¼ K=x and
the distance between the annihilating defects decreases

according to a square-root law, xðtÞ / ffiffiffiffiffiffiffiffiffiffiffiffi
ta & t

p
, with ta

the annihilation time. More precise calculations have
shown that the effective friction is itself a function of the
defect separation [29,30], ( ¼ (0 logx=a, although this
does not imply substantial changes in the overall picture.
This simple model predicts that the defect and antidefect
approach each other along symmetric trajectories.
We have integrated numerically Eqs. (1) for an initial

configuration of uniform concentration and zero flow ve-
locity, with two disclinations of charge )1=2 located on
the x axis of a square L+ L box at initial positions
x)ð0Þ ¼ ð)L=4; 0Þ. The integration is performed by using
the finite differences scheme described in Refs. [11,12].
To render Eqs. (1) dimensionless, we normalize distance

by the approximate length of the active rods ‘ ¼ 1=
ffiffiffiffiffi
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p
,

stress by the elastic stress of the nematic phase $ ¼ K‘&2,
and time by ) ¼ #‘2=K representing the ratio between
viscous and elastic stress. In these dimensionless units, for
simplicity, we let "2 ¼ " and take "1 ¼ j"2j=2. Periodic
boundary conditions are assumed, and the defects are
allowed to evolve until they annihilate. Figure 1 shows a
snapshot of the order parameter and flow field shortly after
the beginning of the relaxation for both a contractile and
extensile system, with" ¼ )0:2 in the units defined above
(see also the supplemental movie S1 [31]).
In passive nematic liquid crystals (i.e., " ¼ 0), it is well

known that the dynamics of defects is greatly modified by
the so-called backflow, that is, the flow induced by reor-
ientation of the nematic order parameter through the elastic
stresses $r

ij in the Navier-Stokes equation. In particular,

when backflow is neglected, the defect and antidefect are
predicted to move at the same velocity toward each other
until annihilation. Backflow tends to speed up the þ1=2
defect and to slow down the &1=2 defect, yielding asym-
metric trajectories [25]. In active liquid crystals, the active
stress in the Navier-Stokes equation provides a new source
for flow associated with inhomogeneities in the order
parameter, as demonstrated first in a one-dimensional
thin film geometry where activity drives a transition to a
spontaneously flowing state [2]. This new active backflow
can greatly exceed the curvature-driven backflow present
in passive systems. Furthermore, the direction of the active
backflow is controlled by the sign of the activity parameter
" and, for a given director configuration, has opposite
directions in contractile and extensile systems. Backflow
arising from active stresses drives theþ1=2 defect to move
in the direction of its ‘‘tail’’ in contractile systems ("> 0)
and in the direction of its ‘‘head’’ in extensile systems
("< 0), where the terminology arises from the cometlike
shape of þ1=2 defects. In contrast, due to symmetry
considerations the active backflow vanishes at the core of
a &1=2 defect which thus remains stationary under the
action of active stresses. We note that active curvature
currents in the concentration equation controlled by "1

have a similar effect, as first noted by Narayan,
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Theory. Traditional multi-field models [61, 62] aim to
describe the 2D nematic phase of a dense ALC suspension
by coupling the filament concentration c(t, r) and the ne-
matic order tensor Q(t, r) to an incompressible 2D flow
field v(t, r) that satisfies r · v = 0 in the interface plane
r = (x, y). The nematic order parameter S(t, r) is pro-
portional to the larger eigenvalue of Q, and the filaments
are oriented along the corresponding eigenvector, or di-
rector d(t, r). To construct an alternative closed-form
theory for the symmetric traceless 2 ⇥ 2-tensor field Q,
we start from the generic transport law

@

t

Q+r · (vQ)� [Q,!] = ��F
�Q

(4)

where ! = [rv � (rv)>]/2 is the vorticity tensor,
[A,B] = AB � BA the commutator of two matri-
ces and F [Q] =

R
d

2
r F an e↵ective free energy. Fo-

cussing on dense suspensions as realized in the experi-
ments [5, 46], we neglect fluctuations in the microtubule
concentration, rc ⌘ 0. It is important, however, that
r · (vQ) 6= v ·rQ when r · v 6= 0, which is typically
the case when fluid can enter and leave the interface.
Combining Landau-de Gennes theory [41] with Swift-
Hohenberg theory [50], we postulate the free-energy den-
sity (Supplementary Information)
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with a, b > 0 for the nematic phase. Assuming �2 can
have either sign, ultraviolet stability requires �4 > 0.
For �2 < 0, F possesses a homogeneous nematic ground-
state manifold, whereas for �2 > 0 a pattern of char-
acteristic wavelength ⇤ ⇠ p

�4/�2 becomes energetically
favorable, as shown below. We note that extra terms cou-
pling the nematic field to the induced flow may be added
to Eq. (4), an example being S

�rv + (rv)T
�
[62], but

we neglect such e↵ects in the interest of constructing a
minimal mathematical theory capable of capturing key
experimental observations.

To obtain a closed Q-model, we relate the 2D flow field
v to Q through the linearly damped Stokes equation [66]

�⌘r2v + ⌫v = �⇣r ·Q (6)

where ⌘ is the viscosity and the rhs. represents active
stresses [10, 61] with ⇣ > 0 for extensile ALCs (Fig. 1b).
A pressure term does not appear in Eq. (6) because the
interfacial flow is not assumed to be incompressible and
concentration fluctuations are neglected. The ⌫-term in
the force balance (6) accounts for friction from the nearby
no-slip boundary in the Hele-Shaw [66] approximation
(Fig. 1a). In the overdamped regime ⌫⇤2

/⌘ � 1, we
deduce from Eq. (6) the closure condition

v = �Dr ·Q , D = ⇣/⌫. (7)

Equation (7) is conceptually similar to closure con-
ditions proposed previously for active polar films

[67]. Importantly, Eq. (7) predicts divergent interfacial
flow, r · v 6= 0, and hence fluid transport perpendicular
to the interface wherever rr : Q 6= 0. Inserting (7)
into (4) yields a closed Q-theory in which periodic di-
rector patterns corresponding to local minima of the free
energy F can become mixed by self-generated interfacial
flow.
Complex representation & ALC-quantum anal-

ogy. The traditional characterization of 2D nematic
order in terms of the symmetric traceless 2⇥2 matrix
field Q = (�, µ;µ,��) is redundant, for only two real
scalar fields �(t, r) and µ(t, r) are needed to specify
the nematic state at each position r = (x, y). To
obtain an irreducible representation [14, 51] we de-
fine the complex position coordinate z = x+ iy, veloc-
ity field v(t, z) = u+ iw and complex order parameter
 (t, z) = �+ iµ, such that S = 2| |. In terms of the
Wirtinger gradient operator @ = 1

2 (@x � i@

y

), the 2D
Laplacian takes the form r2 = 4@̄@ and the closure con-
dition (7) reduces to v = �2D@ . Denoting the real and
imaginary parts of an operator O by <{O} and ={O},
Eqs. (4) and (5) may be equivalently expressed as
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(8)

where the self-advection operator is given by

A
 

= �4D<{(@2 ) + (@ )@}+ 4D i={@2 } (9)

and the free energy G[ ,  ̄] = R
dz G has the density
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For �2 < 0 and �4 ! 0, Eq. (10) reduces to the energy
density of the Gross-Pitaevskii mean-field model [52, 53]
for weakly interacting boson gases. Historically, this limit
case has been crucial [51, 58] for elucidating the anal-
ogy between the smectic phase of passive LCs and the
Abrikosov flux lattice in type-II superconductors [59, 60].
For �2, �4 > 0, Eq. (10) e↵ectively describes double-well
dispersion [54], as recently realized for quasi-momenta in
spin-orbit-coupled Bose-Einstein condensates [55, 57] and
Fermi gases [56]. This fact establishes an interesting con-
nection between dense ALCs and strongly coupled quan-
tum systems: when self-advection is negligible (D ! 0),
the fixed point configurations of Eq. (8) coincide with the
‘eigenstates’ of generalized Gross-Pitaevskii models that
incorporate wavelength selection.
Stability analysis. The qualitative model dynam-

ics is not significantly altered for moderate values of ↵
(Movies S1 and S2), so we neglect the commutator term
by setting  = 0 from now on (see Supplementary In-
formation for  > 0). To understand the properties of
Eqs. (8)–(9) when self-advection is relevant, we perform
a fixed point analysis of the rescaled dimensionless equa-
tion (Supplementary Information)
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Fourier modes grow most rapidly. The universality hy-
pothesis assumes that expansions of the above type gov-
ern the dynamics of a wide range of many-particle sys-
tems, with microscopic properties entering through the
coe�cients (a, b, . . . ,↵,�, . . .). Despite their success in
describing conventional physical systems [33, 40, 41], the
general applicability of these ideas to active matter sys-
tems has yet to be examined through detailed comparison
between theory and experiment.

Recently discovered 2D active liquid crystal (ALC)
analogs [5, 42–45] comprise an important class of non-
equilibrium systems that allows further tests of universal-
ity concepts [33] and specific theories. ALCs are assem-
blies of rod-like particles that exhibit non-thermal collec-
tive excitations due to steady external [42, 43] or inter-
nal [5, 45] energy input. At high concentrations, ALCs
form an active nematic phase characterized by dynamic
creation and annihilation of topological defects [5, 42, 45],
reminiscent of spontaneous particle-pair production in
quantum systems. This phenomenon was demonstrated
recently [5, 45, 46] for ATP-driven microtubule-kinesin
bundles trapped in flat and curved interfaces. Moreover,
these experiments [46] revealed an unexpected nematic
ordering of topological defects which is unaccounted for
in current theoretical models. Understanding the emer-
gence of such topological super-structures is crucial for
the development and control of new materials, as recently
demonstrated for colloidal liquid crystals [47–49].

We here develop and validate a closed continuum the-
ory for dense ALCs by generalizing the higher-order
scalar and vector theories of soft elastic materials [38] and
bacterial fluids [34, 35] to matrix-valued fields. Concep-
tually, our approach unifies the classic Landau-de Gennes
description of passive LCs [41] with the Swift-Hohenberg
theory [50] of pattern formation. A systematic compari-
son with recently published data confirms agreement be-
tween our theory and experiments [5, 46]. In addition,
we present an equivalent complex scalar field represen-
tation [14, 51] that reveals an otherwise hidden anal-
ogy with a generalized Gross-Pitaevskii theory [52, 53] of
strongly coupled many-body quantum systems [54–57].
In the case of normal dispersion (corresponding to ↵ < 0
in Eq. (2)), the celebrated LC-superconductor correspon-
dence [51, 58] has helped elucidate profound parallels be-
tween the smectic phase in passive LCs and the Abrikosov
vortex lattices in type-II superconductors [59, 60]. The
results below indicate that a similar analogy may ex-
ist between ALCs and Bose-Einstein/Fermi condensates
with anomalous dispersion [55–57] (corresponding to ↵ >

0 in Eq. (2)), suggesting that ALCs can o↵er insights into
the dynamics of these quantum systems and vice versa.

RESULTS

Experimental conditions. To place a stringent test
on the applicability of universality concepts [33] to ac-
tive matter systems, the theory developed below aims

FIG. 1: (A) Schematic of the experimental setup reported
in Ref. [5, 46], not drawn to scale. A thin oil film (thick-
ness ⇠ 3µm) separates a 2D ALC layer (⇠ 0.2 � 1.0µm)
at the oil-water interface from a solid glass cover. Liquid
can be exchanged between the ALC layer and bulk fluid, re-
sulting in compressible 2D interfacial flow that is strongly
damped by the nearby no-slip glass boundary and the viscous
oil layer. (B) Extensile 2D dipole flow in the interface as pre-
dicted by the overdamped closure condition (7) for D > 0 and
Q = (�, 0; 0,��) with � = exp(�r2). The central horizontal
bar indicates the unit director axis, and background colors
the nematic order parameter S ⇠ �.

to rationalize simultaneously the results from two recent
experimental studies [5, 46]. In these experiments, ATP-
driven microtubule-kinesin bundles were found to self-
assemble into a dense quasi-2D ALC layer at an oil-water
interface parallel to a planar solid boundary (Fig. 1a).
This ‘wet’ ALC was found to exhibit clear local nematic
alignment of bundles, persistent annihilation and cre-
ation dynamics of topological defects [5], and remarkable
nematic order of the defect orientations in thin layers [46].
Although a large number of unknown parameters has pre-
vented detailed quantitative comparisons between theory
and experiment, several recently proposed multi-order-
parameter models of 2D ALC systems [14, 18, 61, 62]
were able to reproduce qualitatively selected aspects of
these observations. However, they generally fail to ex-
plain the observed topological defect order, primarily
for two reasons. First, these models typically assume
divergence-free 2D fluid flow within the ALC layer, which
is a valid approximation for isolated free-standing film ex-
periments [63] but does not account for fluid exchange be-
tween the 2D interface and bulk in the ALC experiments
(Fig. 1a). As is known for classical turbulence [64, 65],
small-scale energy input can trigger turbulent upward
cascades in incompressible 2D flow. Thus, topological
defect dynamics in the current standard models is domi-
nated by artificially enhanced hydrodynamic mixing due
to an unjustified 2D incompressibility assumption. Sec-
ond, a relevant yet previously ignored e↵ect is damping
from the nearby boundaries, which may promote topo-
logical defect ordering. To overcome such limitations
and establish a quantitative description of the experi-
ments [5, 46], we next construct a closed continuum the-
ory for the nematic order-parameter tensor-field Q(t, r)
of dense ALCs, by combining universality ideas with a
self-consistent hydrodynamic closure condition.

Active LCs 
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Theory. Traditional multi-field models [61, 62] aim to
describe the 2D nematic phase of a dense ALC suspension
by coupling the filament concentration c(t, r) and the ne-
matic order tensor Q(t, r) to an incompressible 2D flow
field v(t, r) that satisfies r · v = 0 in the interface plane
r = (x, y). The nematic order parameter S(t, r) is pro-
portional to the larger eigenvalue of Q, and the filaments
are oriented along the corresponding eigenvector, or di-
rector d(t, r). To construct an alternative closed-form
theory for the symmetric traceless 2 ⇥ 2-tensor field Q,
we start from the generic transport law

@

t

Q+r · (vQ)� [Q,!] = ��F
�Q

(4)

where ! = [rv � (rv)>]/2 is the vorticity tensor,
[A,B] = AB � BA the commutator of two matri-
ces and F [Q] =

R
d

2
r F an e↵ective free energy. Fo-

cussing on dense suspensions as realized in the experi-
ments [5, 46], we neglect fluctuations in the microtubule
concentration, rc ⌘ 0. It is important, however, that
r · (vQ) 6= v ·rQ when r · v 6= 0, which is typically
the case when fluid can enter and leave the interface.
Combining Landau-de Gennes theory [41] with Swift-
Hohenberg theory [50], we postulate the free-energy den-
sity (Supplementary Information)
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with a, b > 0 for the nematic phase. Assuming �2 can
have either sign, ultraviolet stability requires �4 > 0.
For �2 < 0, F possesses a homogeneous nematic ground-
state manifold, whereas for �2 > 0 a pattern of char-
acteristic wavelength ⇤ ⇠ p

�4/�2 becomes energetically
favorable, as shown below. We note that extra terms cou-
pling the nematic field to the induced flow may be added
to Eq. (4), an example being S

�rv + (rv)T
�
[62], but

we neglect such e↵ects in the interest of constructing a
minimal mathematical theory capable of capturing key
experimental observations.

To obtain a closed Q-model, we relate the 2D flow field
v to Q through the linearly damped Stokes equation [66]

�⌘r2v + ⌫v = �⇣r ·Q (6)

where ⌘ is the viscosity and the rhs. represents active
stresses [10, 61] with ⇣ > 0 for extensile ALCs (Fig. 1b).
A pressure term does not appear in Eq. (6) because the
interfacial flow is not assumed to be incompressible and
concentration fluctuations are neglected. The ⌫-term in
the force balance (6) accounts for friction from the nearby
no-slip boundary in the Hele-Shaw [66] approximation
(Fig. 1a). In the overdamped regime ⌫⇤2

/⌘ � 1, we
deduce from Eq. (6) the closure condition

v = �Dr ·Q , D = ⇣/⌫. (7)

Equation (7) is conceptually similar to closure con-
ditions proposed previously for active polar films

[67]. Importantly, Eq. (7) predicts divergent interfacial
flow, r · v 6= 0, and hence fluid transport perpendicular
to the interface wherever rr : Q 6= 0. Inserting (7)
into (4) yields a closed Q-theory in which periodic di-
rector patterns corresponding to local minima of the free
energy F can become mixed by self-generated interfacial
flow.
Complex representation & ALC-quantum anal-

ogy. The traditional characterization of 2D nematic
order in terms of the symmetric traceless 2⇥2 matrix
field Q = (�, µ;µ,��) is redundant, for only two real
scalar fields �(t, r) and µ(t, r) are needed to specify
the nematic state at each position r = (x, y). To
obtain an irreducible representation [14, 51] we de-
fine the complex position coordinate z = x+ iy, veloc-
ity field v(t, z) = u+ iw and complex order parameter
 (t, z) = �+ iµ, such that S = 2| |. In terms of the
Wirtinger gradient operator @ = 1

2 (@x � i@

y

), the 2D
Laplacian takes the form r2 = 4@̄@ and the closure con-
dition (7) reduces to v = �2D@ . Denoting the real and
imaginary parts of an operator O by <{O} and ={O},
Eqs. (4) and (5) may be equivalently expressed as
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For �2 < 0 and �4 ! 0, Eq. (10) reduces to the energy
density of the Gross-Pitaevskii mean-field model [52, 53]
for weakly interacting boson gases. Historically, this limit
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Abrikosov flux lattice in type-II superconductors [59, 60].
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Fermi gases [56]. This fact establishes an interesting con-
nection between dense ALCs and strongly coupled quan-
tum systems: when self-advection is negligible (D ! 0),
the fixed point configurations of Eq. (8) coincide with the
‘eigenstates’ of generalized Gross-Pitaevskii models that
incorporate wavelength selection.
Stability analysis. The qualitative model dynam-

ics is not significantly altered for moderate values of ↵
(Movies S1 and S2), so we neglect the commutator term
by setting  = 0 from now on (see Supplementary In-
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Eqs. (8)–(9) when self-advection is relevant, we perform
a fixed point analysis of the rescaled dimensionless equa-
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flow.
Complex representation & ALC-quantum anal-

ogy. The traditional characterization of 2D nematic
order in terms of the symmetric traceless 2⇥2 matrix
field Q = (�, µ;µ,��) is redundant, for only two real
scalar fields �(t, r) and µ(t, r) are needed to specify
the nematic state at each position r = (x, y). To
obtain an irreducible representation [14, 51] we de-
fine the complex position coordinate z = x+ iy, veloc-
ity field v(t, z) = u+ iw and complex order parameter
 (t, z) = �+ iµ, such that S = 2| |. In terms of the
Wirtinger gradient operator @ = 1

2 (@x � i@

y

), the 2D
Laplacian takes the form r2 = 4@̄@ and the closure con-
dition (7) reduces to v = �2D@ . Denoting the real and
imaginary parts of an operator O by <{O} and ={O},
Eqs. (4) and (5) may be equivalently expressed as

@

t

 +A
 

 = � �G
� ̄

(8)

where the self-advection operator is given by

A
 

= �4D<{(@2 ) + (@ )@}+ 4D i={@2 } (9)

and the free energy G[ ,  ̄] = R
dz G has the density

G = �a| |2 + b

2
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For �2 < 0 and �4 ! 0, Eq. (10) reduces to the energy
density of the Gross-Pitaevskii mean-field model [52, 53]
for weakly interacting boson gases. Historically, this limit
case has been crucial [51, 58] for elucidating the anal-
ogy between the smectic phase of passive LCs and the
Abrikosov flux lattice in type-II superconductors [59, 60].
For �2, �4 > 0, Eq. (10) e↵ectively describes double-well
dispersion [54], as recently realized for quasi-momenta in
spin-orbit-coupled Bose-Einstein condensates [55, 57] and
Fermi gases [56]. This fact establishes an interesting con-
nection between dense ALCs and strongly coupled quan-
tum systems: when self-advection is negligible (D ! 0),
the fixed point configurations of Eq. (8) coincide with the
‘eigenstates’ of generalized Gross-Pitaevskii models that
incorporate wavelength selection.
Stability analysis. The qualitative model dynam-

ics is not significantly altered for moderate values of ↵
(Movies S1 and S2), so we neglect the commutator term
by setting  = 0 from now on (see Supplementary In-
formation for  > 0). To understand the properties of
Eqs. (8)–(9) when self-advection is relevant, we perform
a fixed point analysis of the rescaled dimensionless equa-
tion (Supplementary Information)
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Fourier modes grow most rapidly. The universality hy-
pothesis assumes that expansions of the above type gov-
ern the dynamics of a wide range of many-particle sys-
tems, with microscopic properties entering through the
coe�cients (a, b, . . . ,↵,�, . . .). Despite their success in
describing conventional physical systems [33, 40, 41], the
general applicability of these ideas to active matter sys-
tems has yet to be examined through detailed comparison
between theory and experiment.

Recently discovered 2D active liquid crystal (ALC)
analogs [5, 42–45] comprise an important class of non-
equilibrium systems that allows further tests of universal-
ity concepts [33] and specific theories. ALCs are assem-
blies of rod-like particles that exhibit non-thermal collec-
tive excitations due to steady external [42, 43] or inter-
nal [5, 45] energy input. At high concentrations, ALCs
form an active nematic phase characterized by dynamic
creation and annihilation of topological defects [5, 42, 45],
reminiscent of spontaneous particle-pair production in
quantum systems. This phenomenon was demonstrated
recently [5, 45, 46] for ATP-driven microtubule-kinesin
bundles trapped in flat and curved interfaces. Moreover,
these experiments [46] revealed an unexpected nematic
ordering of topological defects which is unaccounted for
in current theoretical models. Understanding the emer-
gence of such topological super-structures is crucial for
the development and control of new materials, as recently
demonstrated for colloidal liquid crystals [47–49].

We here develop and validate a closed continuum the-
ory for dense ALCs by generalizing the higher-order
scalar and vector theories of soft elastic materials [38] and
bacterial fluids [34, 35] to matrix-valued fields. Concep-
tually, our approach unifies the classic Landau-de Gennes
description of passive LCs [41] with the Swift-Hohenberg
theory [50] of pattern formation. A systematic compari-
son with recently published data confirms agreement be-
tween our theory and experiments [5, 46]. In addition,
we present an equivalent complex scalar field represen-
tation [14, 51] that reveals an otherwise hidden anal-
ogy with a generalized Gross-Pitaevskii theory [52, 53] of
strongly coupled many-body quantum systems [54–57].
In the case of normal dispersion (corresponding to ↵ < 0
in Eq. (2)), the celebrated LC-superconductor correspon-
dence [51, 58] has helped elucidate profound parallels be-
tween the smectic phase in passive LCs and the Abrikosov
vortex lattices in type-II superconductors [59, 60]. The
results below indicate that a similar analogy may ex-
ist between ALCs and Bose-Einstein/Fermi condensates
with anomalous dispersion [55–57] (corresponding to ↵ >

0 in Eq. (2)), suggesting that ALCs can o↵er insights into
the dynamics of these quantum systems and vice versa.

RESULTS

Experimental conditions. To place a stringent test
on the applicability of universality concepts [33] to ac-
tive matter systems, the theory developed below aims

FIG. 1: (A) Schematic of the experimental setup reported
in Ref. [5, 46], not drawn to scale. A thin oil film (thick-
ness ⇠ 3µm) separates a 2D ALC layer (⇠ 0.2 � 1.0µm)
at the oil-water interface from a solid glass cover. Liquid
can be exchanged between the ALC layer and bulk fluid, re-
sulting in compressible 2D interfacial flow that is strongly
damped by the nearby no-slip glass boundary and the viscous
oil layer. (B) Extensile 2D dipole flow in the interface as pre-
dicted by the overdamped closure condition (7) for D > 0 and
Q = (�, 0; 0,��) with � = exp(�r2). The central horizontal
bar indicates the unit director axis, and background colors
the nematic order parameter S ⇠ �.

to rationalize simultaneously the results from two recent
experimental studies [5, 46]. In these experiments, ATP-
driven microtubule-kinesin bundles were found to self-
assemble into a dense quasi-2D ALC layer at an oil-water
interface parallel to a planar solid boundary (Fig. 1a).
This ‘wet’ ALC was found to exhibit clear local nematic
alignment of bundles, persistent annihilation and cre-
ation dynamics of topological defects [5], and remarkable
nematic order of the defect orientations in thin layers [46].
Although a large number of unknown parameters has pre-
vented detailed quantitative comparisons between theory
and experiment, several recently proposed multi-order-
parameter models of 2D ALC systems [14, 18, 61, 62]
were able to reproduce qualitatively selected aspects of
these observations. However, they generally fail to ex-
plain the observed topological defect order, primarily
for two reasons. First, these models typically assume
divergence-free 2D fluid flow within the ALC layer, which
is a valid approximation for isolated free-standing film ex-
periments [63] but does not account for fluid exchange be-
tween the 2D interface and bulk in the ALC experiments
(Fig. 1a). As is known for classical turbulence [64, 65],
small-scale energy input can trigger turbulent upward
cascades in incompressible 2D flow. Thus, topological
defect dynamics in the current standard models is domi-
nated by artificially enhanced hydrodynamic mixing due
to an unjustified 2D incompressibility assumption. Sec-
ond, a relevant yet previously ignored e↵ect is damping
from the nearby boundaries, which may promote topo-
logical defect ordering. To overcome such limitations
and establish a quantitative description of the experi-
ments [5, 46], we next construct a closed continuum the-
ory for the nematic order-parameter tensor-field Q(t, r)
of dense ALCs, by combining universality ideas with a
self-consistent hydrodynamic closure condition.

3

Theory. Traditional multi-field models [61, 62] aim to
describe the 2D nematic phase of a dense ALC suspension
by coupling the filament concentration c(t, r) and the ne-
matic order tensor Q(t, r) to an incompressible 2D flow
field v(t, r) that satisfies r · v = 0 in the interface plane
r = (x, y). The nematic order parameter S(t, r) is pro-
portional to the larger eigenvalue of Q, and the filaments
are oriented along the corresponding eigenvector, or di-
rector d(t, r). To construct an alternative closed-form
theory for the symmetric traceless 2 ⇥ 2-tensor field Q,
we start from the generic transport law

@

t

Q+r · (vQ)� [Q,!] = ��F
�Q

(4)

where ! = [rv � (rv)>]/2 is the vorticity tensor,
[A,B] = AB � BA the commutator of two matri-
ces and F [Q] =

R
d

2
r F an e↵ective free energy. Fo-

cussing on dense suspensions as realized in the experi-
ments [5, 46], we neglect fluctuations in the microtubule
concentration, rc ⌘ 0. It is important, however, that
r · (vQ) 6= v ·rQ when r · v 6= 0, which is typically
the case when fluid can enter and leave the interface.
Combining Landau-de Gennes theory [41] with Swift-
Hohenberg theory [50], we postulate the free-energy den-
sity (Supplementary Information)
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with a, b > 0 for the nematic phase. Assuming �2 can
have either sign, ultraviolet stability requires �4 > 0.
For �2 < 0, F possesses a homogeneous nematic ground-
state manifold, whereas for �2 > 0 a pattern of char-
acteristic wavelength ⇤ ⇠ p

�4/�2 becomes energetically
favorable, as shown below. We note that extra terms cou-
pling the nematic field to the induced flow may be added
to Eq. (4), an example being S

�rv + (rv)T
�
[62], but

we neglect such e↵ects in the interest of constructing a
minimal mathematical theory capable of capturing key
experimental observations.

To obtain a closed Q-model, we relate the 2D flow field
v to Q through the linearly damped Stokes equation [66]

�⌘r2v + ⌫v = �⇣r ·Q (6)

where ⌘ is the viscosity and the rhs. represents active
stresses [10, 61] with ⇣ > 0 for extensile ALCs (Fig. 1b).
A pressure term does not appear in Eq. (6) because the
interfacial flow is not assumed to be incompressible and
concentration fluctuations are neglected. The ⌫-term in
the force balance (6) accounts for friction from the nearby
no-slip boundary in the Hele-Shaw [66] approximation
(Fig. 1a). In the overdamped regime ⌫⇤2

/⌘ � 1, we
deduce from Eq. (6) the closure condition

v = �Dr ·Q , D = ⇣/⌫. (7)

Equation (7) is conceptually similar to closure con-
ditions proposed previously for active polar films

[67]. Importantly, Eq. (7) predicts divergent interfacial
flow, r · v 6= 0, and hence fluid transport perpendicular
to the interface wherever rr : Q 6= 0. Inserting (7)
into (4) yields a closed Q-theory in which periodic di-
rector patterns corresponding to local minima of the free
energy F can become mixed by self-generated interfacial
flow.
Complex representation & ALC-quantum anal-

ogy. The traditional characterization of 2D nematic
order in terms of the symmetric traceless 2⇥2 matrix
field Q = (�, µ;µ,��) is redundant, for only two real
scalar fields �(t, r) and µ(t, r) are needed to specify
the nematic state at each position r = (x, y). To
obtain an irreducible representation [14, 51] we de-
fine the complex position coordinate z = x+ iy, veloc-
ity field v(t, z) = u+ iw and complex order parameter
 (t, z) = �+ iµ, such that S = 2| |. In terms of the
Wirtinger gradient operator @ = 1

2 (@x � i@

y

), the 2D
Laplacian takes the form r2 = 4@̄@ and the closure con-
dition (7) reduces to v = �2D@ . Denoting the real and
imaginary parts of an operator O by <{O} and ={O},
Eqs. (4) and (5) may be equivalently expressed as
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(8)

where the self-advection operator is given by

A
 

= �4D<{(@2 ) + (@ )@}+ 4D i={@2 } (9)

and the free energy G[ ,  ̄] = R
dz G has the density

G = �a| |2 + b

2
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For �2 < 0 and �4 ! 0, Eq. (10) reduces to the energy
density of the Gross-Pitaevskii mean-field model [52, 53]
for weakly interacting boson gases. Historically, this limit
case has been crucial [51, 58] for elucidating the anal-
ogy between the smectic phase of passive LCs and the
Abrikosov flux lattice in type-II superconductors [59, 60].
For �2, �4 > 0, Eq. (10) e↵ectively describes double-well
dispersion [54], as recently realized for quasi-momenta in
spin-orbit-coupled Bose-Einstein condensates [55, 57] and
Fermi gases [56]. This fact establishes an interesting con-
nection between dense ALCs and strongly coupled quan-
tum systems: when self-advection is negligible (D ! 0),
the fixed point configurations of Eq. (8) coincide with the
‘eigenstates’ of generalized Gross-Pitaevskii models that
incorporate wavelength selection.
Stability analysis. The qualitative model dynam-

ics is not significantly altered for moderate values of ↵
(Movies S1 and S2), so we neglect the commutator term
by setting  = 0 from now on (see Supplementary In-
formation for  > 0). To understand the properties of
Eqs. (8)–(9) when self-advection is relevant, we perform
a fixed point analysis of the rescaled dimensionless equa-
tion (Supplementary Information)
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Theory. Traditional multi-field models [61, 62] aim to
describe the 2D nematic phase of a dense ALC suspension
by coupling the filament concentration c(t, r) and the ne-
matic order tensor Q(t, r) to an incompressible 2D flow
field v(t, r) that satisfies r · v = 0 in the interface plane
r = (x, y). The nematic order parameter S(t, r) is pro-
portional to the larger eigenvalue of Q, and the filaments
are oriented along the corresponding eigenvector, or di-
rector d(t, r). To construct an alternative closed-form
theory for the symmetric traceless 2 ⇥ 2-tensor field Q,
we start from the generic transport law
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Q+r · (vQ)� [Q,!] = ��F
�Q

(4)

where ! = [rv � (rv)>]/2 is the vorticity tensor,
[A,B] = AB � BA the commutator of two matri-
ces and F [Q] =

R
d

2
r F an e↵ective free energy. Fo-

cussing on dense suspensions as realized in the experi-
ments [5, 46], we neglect fluctuations in the microtubule
concentration, rc ⌘ 0. It is important, however, that
r · (vQ) 6= v ·rQ when r · v 6= 0, which is typically
the case when fluid can enter and leave the interface.
Combining Landau-de Gennes theory [41] with Swift-
Hohenberg theory [50], we postulate the free-energy den-
sity (Supplementary Information)
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with a, b > 0 for the nematic phase. Assuming �2 can
have either sign, ultraviolet stability requires �4 > 0.
For �2 < 0, F possesses a homogeneous nematic ground-
state manifold, whereas for �2 > 0 a pattern of char-
acteristic wavelength ⇤ ⇠ p

�4/�2 becomes energetically
favorable, as shown below. We note that extra terms cou-
pling the nematic field to the induced flow may be added
to Eq. (4), an example being S

�rv + (rv)T
�
[62], but

we neglect such e↵ects in the interest of constructing a
minimal mathematical theory capable of capturing key
experimental observations.

To obtain a closed Q-model, we relate the 2D flow field
v to Q through the linearly damped Stokes equation [66]

�⌘r2v + ⌫v = �⇣r ·Q (6)

where ⌘ is the viscosity and the rhs. represents active
stresses [10, 61] with ⇣ > 0 for extensile ALCs (Fig. 1b).
A pressure term does not appear in Eq. (6) because the
interfacial flow is not assumed to be incompressible and
concentration fluctuations are neglected. The ⌫-term in
the force balance (6) accounts for friction from the nearby
no-slip boundary in the Hele-Shaw [66] approximation
(Fig. 1a). In the overdamped regime ⌫⇤2

/⌘ � 1, we
deduce from Eq. (6) the closure condition

v = �Dr ·Q , D = ⇣/⌫. (7)

Equation (7) is conceptually similar to closure con-
ditions proposed previously for active polar films

[67]. Importantly, Eq. (7) predicts divergent interfacial
flow, r · v 6= 0, and hence fluid transport perpendicular
to the interface wherever rr : Q 6= 0. Inserting (7)
into (4) yields a closed Q-theory in which periodic di-
rector patterns corresponding to local minima of the free
energy F can become mixed by self-generated interfacial
flow.
Complex representation & ALC-quantum anal-

ogy. The traditional characterization of 2D nematic
order in terms of the symmetric traceless 2⇥2 matrix
field Q = (�, µ;µ,��) is redundant, for only two real
scalar fields �(t, r) and µ(t, r) are needed to specify
the nematic state at each position r = (x, y). To
obtain an irreducible representation [14, 51] we de-
fine the complex position coordinate z = x+ iy, veloc-
ity field v(t, z) = u+ iw and complex order parameter
 (t, z) = �+ iµ, such that S = 2| |. In terms of the
Wirtinger gradient operator @ = 1

2 (@x � i@

y

), the 2D
Laplacian takes the form r2 = 4@̄@ and the closure con-
dition (7) reduces to v = �2D@ . Denoting the real and
imaginary parts of an operator O by <{O} and ={O},
Eqs. (4) and (5) may be equivalently expressed as
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where the self-advection operator is given by

A
 

= �4D<{(@2 ) + (@ )@}+ 4D i={@2 } (9)

and the free energy G[ ,  ̄] = R
dz G has the density
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2
| |4 + �2 ̄(4@̄@) + �4 ̄(4@̄@)

2
 . (10)

For �2 < 0 and �4 ! 0, Eq. (10) reduces to the energy
density of the Gross-Pitaevskii mean-field model [52, 53]
for weakly interacting boson gases. Historically, this limit
case has been crucial [51, 58] for elucidating the anal-
ogy between the smectic phase of passive LCs and the
Abrikosov flux lattice in type-II superconductors [59, 60].
For �2, �4 > 0, Eq. (10) e↵ectively describes double-well
dispersion [54], as recently realized for quasi-momenta in
spin-orbit-coupled Bose-Einstein condensates [55, 57] and
Fermi gases [56]. This fact establishes an interesting con-
nection between dense ALCs and strongly coupled quan-
tum systems: when self-advection is negligible (D ! 0),
the fixed point configurations of Eq. (8) coincide with the
‘eigenstates’ of generalized Gross-Pitaevskii models that
incorporate wavelength selection.
Stability analysis. The qualitative model dynam-

ics is not significantly altered for moderate values of ↵
(Movies S1 and S2), so we neglect the commutator term
by setting  = 0 from now on (see Supplementary In-
formation for  > 0). To understand the properties of
Eqs. (8)–(9) when self-advection is relevant, we perform
a fixed point analysis of the rescaled dimensionless equa-
tion (Supplementary Information)
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Theory. Traditional multi-field models [61, 62] aim to
describe the 2D nematic phase of a dense ALC suspension
by coupling the filament concentration c(t, r) and the ne-
matic order tensor Q(t, r) to an incompressible 2D flow
field v(t, r) that satisfies r · v = 0 in the interface plane
r = (x, y). The nematic order parameter S(t, r) is pro-
portional to the larger eigenvalue of Q, and the filaments
are oriented along the corresponding eigenvector, or di-
rector d(t, r). To construct an alternative closed-form
theory for the symmetric traceless 2 ⇥ 2-tensor field Q,
we start from the generic transport law
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where ! = [rv � (rv)>]/2 is the vorticity tensor,
[A,B] = AB � BA the commutator of two matri-
ces and F [Q] =

R
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2
r F an e↵ective free energy. Fo-

cussing on dense suspensions as realized in the experi-
ments [5, 46], we neglect fluctuations in the microtubule
concentration, rc ⌘ 0. It is important, however, that
r · (vQ) 6= v ·rQ when r · v 6= 0, which is typically
the case when fluid can enter and leave the interface.
Combining Landau-de Gennes theory [41] with Swift-
Hohenberg theory [50], we postulate the free-energy den-
sity (Supplementary Information)
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with a, b > 0 for the nematic phase. Assuming �2 can
have either sign, ultraviolet stability requires �4 > 0.
For �2 < 0, F possesses a homogeneous nematic ground-
state manifold, whereas for �2 > 0 a pattern of char-
acteristic wavelength ⇤ ⇠ p

�4/�2 becomes energetically
favorable, as shown below. We note that extra terms cou-
pling the nematic field to the induced flow may be added
to Eq. (4), an example being S

�rv + (rv)T
�
[62], but

we neglect such e↵ects in the interest of constructing a
minimal mathematical theory capable of capturing key
experimental observations.

To obtain a closed Q-model, we relate the 2D flow field
v to Q through the linearly damped Stokes equation [66]

�⌘r2v + ⌫v = �⇣r ·Q (6)

where ⌘ is the viscosity and the rhs. represents active
stresses [10, 61] with ⇣ > 0 for extensile ALCs (Fig. 1b).
A pressure term does not appear in Eq. (6) because the
interfacial flow is not assumed to be incompressible and
concentration fluctuations are neglected. The ⌫-term in
the force balance (6) accounts for friction from the nearby
no-slip boundary in the Hele-Shaw [66] approximation
(Fig. 1a). In the overdamped regime ⌫⇤2

/⌘ � 1, we
deduce from Eq. (6) the closure condition

v = �Dr ·Q , D = ⇣/⌫. (7)

Equation (7) is conceptually similar to closure con-
ditions proposed previously for active polar films

[67]. Importantly, Eq. (7) predicts divergent interfacial
flow, r · v 6= 0, and hence fluid transport perpendicular
to the interface wherever rr : Q 6= 0. Inserting (7)
into (4) yields a closed Q-theory in which periodic di-
rector patterns corresponding to local minima of the free
energy F can become mixed by self-generated interfacial
flow.
Complex representation & ALC-quantum anal-

ogy. The traditional characterization of 2D nematic
order in terms of the symmetric traceless 2⇥2 matrix
field Q = (�, µ;µ,��) is redundant, for only two real
scalar fields �(t, r) and µ(t, r) are needed to specify
the nematic state at each position r = (x, y). To
obtain an irreducible representation [14, 51] we de-
fine the complex position coordinate z = x+ iy, veloc-
ity field v(t, z) = u+ iw and complex order parameter
 (t, z) = �+ iµ, such that S = 2| |. In terms of the
Wirtinger gradient operator @ = 1

2 (@x � i@

y

), the 2D
Laplacian takes the form r2 = 4@̄@ and the closure con-
dition (7) reduces to v = �2D@ . Denoting the real and
imaginary parts of an operator O by <{O} and ={O},
Eqs. (4) and (5) may be equivalently expressed as
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where the self-advection operator is given by
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For �2 < 0 and �4 ! 0, Eq. (10) reduces to the energy
density of the Gross-Pitaevskii mean-field model [52, 53]
for weakly interacting boson gases. Historically, this limit
case has been crucial [51, 58] for elucidating the anal-
ogy between the smectic phase of passive LCs and the
Abrikosov flux lattice in type-II superconductors [59, 60].
For �2, �4 > 0, Eq. (10) e↵ectively describes double-well
dispersion [54], as recently realized for quasi-momenta in
spin-orbit-coupled Bose-Einstein condensates [55, 57] and
Fermi gases [56]. This fact establishes an interesting con-
nection between dense ALCs and strongly coupled quan-
tum systems: when self-advection is negligible (D ! 0),
the fixed point configurations of Eq. (8) coincide with the
‘eigenstates’ of generalized Gross-Pitaevskii models that
incorporate wavelength selection.
Stability analysis. The qualitative model dynam-

ics is not significantly altered for moderate values of ↵
(Movies S1 and S2), so we neglect the commutator term
by setting  = 0 from now on (see Supplementary In-
formation for  > 0). To understand the properties of
Eqs. (8)–(9) when self-advection is relevant, we perform
a fixed point analysis of the rescaled dimensionless equa-
tion (Supplementary Information)
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Theory. Traditional multi-field models [61, 62] aim to
describe the 2D nematic phase of a dense ALC suspension
by coupling the filament concentration c(t, r) and the ne-
matic order tensor Q(t, r) to an incompressible 2D flow
field v(t, r) that satisfies r · v = 0 in the interface plane
r = (x, y). The nematic order parameter S(t, r) is pro-
portional to the larger eigenvalue of Q, and the filaments
are oriented along the corresponding eigenvector, or di-
rector d(t, r). To construct an alternative closed-form
theory for the symmetric traceless 2 ⇥ 2-tensor field Q,
we start from the generic transport law
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where ! = [rv � (rv)>]/2 is the vorticity tensor,
[A,B] = AB � BA the commutator of two matri-
ces and F [Q] =
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r F an e↵ective free energy. Fo-

cussing on dense suspensions as realized in the experi-
ments [5, 46], we neglect fluctuations in the microtubule
concentration, rc ⌘ 0. It is important, however, that
r · (vQ) 6= v ·rQ when r · v 6= 0, which is typically
the case when fluid can enter and leave the interface.
Combining Landau-de Gennes theory [41] with Swift-
Hohenberg theory [50], we postulate the free-energy den-
sity (Supplementary Information)
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with a, b > 0 for the nematic phase. Assuming �2 can
have either sign, ultraviolet stability requires �4 > 0.
For �2 < 0, F possesses a homogeneous nematic ground-
state manifold, whereas for �2 > 0 a pattern of char-
acteristic wavelength ⇤ ⇠ p

�4/�2 becomes energetically
favorable, as shown below. We note that extra terms cou-
pling the nematic field to the induced flow may be added
to Eq. (4), an example being S

�rv + (rv)T
�
[62], but

we neglect such e↵ects in the interest of constructing a
minimal mathematical theory capable of capturing key
experimental observations.

To obtain a closed Q-model, we relate the 2D flow field
v to Q through the linearly damped Stokes equation [66]

�⌘r2v + ⌫v = �⇣r ·Q (6)

where ⌘ is the viscosity and the rhs. represents active
stresses [10, 61] with ⇣ > 0 for extensile ALCs (Fig. 1b).
A pressure term does not appear in Eq. (6) because the
interfacial flow is not assumed to be incompressible and
concentration fluctuations are neglected. The ⌫-term in
the force balance (6) accounts for friction from the nearby
no-slip boundary in the Hele-Shaw [66] approximation
(Fig. 1a). In the overdamped regime ⌫⇤2

/⌘ � 1, we
deduce from Eq. (6) the closure condition

v = �Dr ·Q , D = ⇣/⌫. (7)

Equation (7) is conceptually similar to closure con-
ditions proposed previously for active polar films

[67]. Importantly, Eq. (7) predicts divergent interfacial
flow, r · v 6= 0, and hence fluid transport perpendicular
to the interface wherever rr : Q 6= 0. Inserting (7)
into (4) yields a closed Q-theory in which periodic di-
rector patterns corresponding to local minima of the free
energy F can become mixed by self-generated interfacial
flow.
Complex representation & ALC-quantum anal-

ogy. The traditional characterization of 2D nematic
order in terms of the symmetric traceless 2⇥2 matrix
field Q = (�, µ;µ,��) is redundant, for only two real
scalar fields �(t, r) and µ(t, r) are needed to specify
the nematic state at each position r = (x, y). To
obtain an irreducible representation [14, 51] we de-
fine the complex position coordinate z = x+ iy, veloc-
ity field v(t, z) = u+ iw and complex order parameter
 (t, z) = �+ iµ, such that S = 2| |. In terms of the
Wirtinger gradient operator @ = 1

2 (@x � i@

y

), the 2D
Laplacian takes the form r2 = 4@̄@ and the closure con-
dition (7) reduces to v = �2D@ . Denoting the real and
imaginary parts of an operator O by <{O} and ={O},
Eqs. (4) and (5) may be equivalently expressed as
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where the self-advection operator is given by
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and the free energy G[ ,  ̄] = R
dz G has the density
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For �2 < 0 and �4 ! 0, Eq. (10) reduces to the energy
density of the Gross-Pitaevskii mean-field model [52, 53]
for weakly interacting boson gases. Historically, this limit
case has been crucial [51, 58] for elucidating the anal-
ogy between the smectic phase of passive LCs and the
Abrikosov flux lattice in type-II superconductors [59, 60].
For �2, �4 > 0, Eq. (10) e↵ectively describes double-well
dispersion [54], as recently realized for quasi-momenta in
spin-orbit-coupled Bose-Einstein condensates [55, 57] and
Fermi gases [56]. This fact establishes an interesting con-
nection between dense ALCs and strongly coupled quan-
tum systems: when self-advection is negligible (D ! 0),
the fixed point configurations of Eq. (8) coincide with the
‘eigenstates’ of generalized Gross-Pitaevskii models that
incorporate wavelength selection.
Stability analysis. The qualitative model dynam-

ics is not significantly altered for moderate values of ↵
(Movies S1 and S2), so we neglect the commutator term
by setting  = 0 from now on (see Supplementary In-
formation for  > 0). To understand the properties of
Eqs. (8)–(9) when self-advection is relevant, we perform
a fixed point analysis of the rescaled dimensionless equa-
tion (Supplementary Information)
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Generalization of analogy between smectic LCs and Abrikosov vortex
(De Gennes 1972, Renn & Lubensky 1988, Pindak and co-workers 1990)  

Figure 2: Simulation results for the vector model defined by Eqs. (7). (a) Phase diagram, perhaps ↵ = 1 only. (b-e)

Still images from representative simulations (using LIC):
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Equation (11) is the formal generalization of Eq. (6) to matrix fields. However, a subtle yet

important di↵erence is given by the fact the 2D velocity field (10) is incompressible, r · u 6= 0,

reflecting the fact that in the experiments [12, 11] microtubule assemble at an interface layer that

can permanently exchange fluid with the environment.

Inserting the hydrodynamic closure condition (10) and the free-energy ansatz (11) into Eq. (8),

we obtain (synchronize sign convention)
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Q� �4(r2)2Q. (12)

Equation (12) can be rewritten in a dimensionless form that is equivalent to setting a = b = �4 = 1,165

thus leaving (D, �2) as the only two relevant parameters. To solve the resulting dimensionless

equation, we implemented a pseudospectrally algorithm with periodic boundary conditions us-

ing a modified exponential time-di↵erencing fourth-order Runge-Kutta time-steppin scheme [56].

Simulations where performed with time step �t = 2�10 using � 256 lattice points in each spa-
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{�(0, r), µ(0, r)} is shown in Fig. 2. ADD discussion of phase diagram.
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neous creation and subsequent dynamics of (+ 1
2 ,�

1
2 ) defect pairs, while also accounting quanti-

tatively for the speed and lifetime distributions of the defects. Furthermore, Eq. (12) predicts a

regime characterized by nematic long-range ordering of + 1
2 -defect orientations. Such long-range175
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Theory. Traditional multi-field models [61, 62] aim to
describe the 2D nematic phase of a dense ALC suspension
by coupling the filament concentration c(t, r) and the ne-
matic order tensor Q(t, r) to an incompressible 2D flow
field v(t, r) that satisfies r · v = 0 in the interface plane
r = (x, y). The nematic order parameter S(t, r) is pro-
portional to the larger eigenvalue of Q, and the filaments
are oriented along the corresponding eigenvector, or di-
rector d(t, r). To construct an alternative closed-form
theory for the symmetric traceless 2 ⇥ 2-tensor field Q,
we start from the generic transport law

@

t

Q+r · (vQ)� [Q,!] = ��F
�Q

(4)

where ! = [rv � (rv)>]/2 is the vorticity tensor,
[A,B] = AB � BA the commutator of two matri-
ces and F [Q] =

R
d

2
r F an e↵ective free energy. Fo-

cussing on dense suspensions as realized in the experi-
ments [5, 46], we neglect fluctuations in the microtubule
concentration, rc ⌘ 0. It is important, however, that
r · (vQ) 6= v ·rQ when r · v 6= 0, which is typically
the case when fluid can enter and leave the interface.
Combining Landau-de Gennes theory [41] with Swift-
Hohenberg theory [50], we postulate the free-energy den-
sity (Supplementary Information)
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with a, b > 0 for the nematic phase. Assuming �2 can
have either sign, ultraviolet stability requires �4 > 0.
For �2 < 0, F possesses a homogeneous nematic ground-
state manifold, whereas for �2 > 0 a pattern of char-
acteristic wavelength ⇤ ⇠ p

�4/�2 becomes energetically
favorable, as shown below. We note that extra terms cou-
pling the nematic field to the induced flow may be added
to Eq. (4), an example being S

�rv + (rv)T
�
[62], but

we neglect such e↵ects in the interest of constructing a
minimal mathematical theory capable of capturing key
experimental observations.

To obtain a closed Q-model, we relate the 2D flow field
v to Q through the linearly damped Stokes equation [66]

�⌘r2v + ⌫v = �⇣r ·Q (6)

where ⌘ is the viscosity and the rhs. represents active
stresses [10, 61] with ⇣ > 0 for extensile ALCs (Fig. 1b).
A pressure term does not appear in Eq. (6) because the
interfacial flow is not assumed to be incompressible and
concentration fluctuations are neglected. The ⌫-term in
the force balance (6) accounts for friction from the nearby
no-slip boundary in the Hele-Shaw [66] approximation
(Fig. 1a). In the overdamped regime ⌫⇤2

/⌘ � 1, we
deduce from Eq. (6) the closure condition

v = �Dr ·Q , D = ⇣/⌫. (7)

Equation (7) is conceptually similar to closure con-
ditions proposed previously for active polar films

[67]. Importantly, Eq. (7) predicts divergent interfacial
flow, r · v 6= 0, and hence fluid transport perpendicular
to the interface wherever rr : Q 6= 0. Inserting (7)
into (4) yields a closed Q-theory in which periodic di-
rector patterns corresponding to local minima of the free
energy F can become mixed by self-generated interfacial
flow.
Complex representation & ALC-quantum anal-

ogy. The traditional characterization of 2D nematic
order in terms of the symmetric traceless 2⇥2 matrix
field Q = (�, µ;µ,��) is redundant, for only two real
scalar fields �(t, r) and µ(t, r) are needed to specify
the nematic state at each position r = (x, y). To
obtain an irreducible representation [14, 51] we de-
fine the complex position coordinate z = x+ iy, veloc-
ity field v(t, z) = u+ iw and complex order parameter
 (t, z) = �+ iµ, such that S = 2| |. In terms of the
Wirtinger gradient operator @ = 1

2 (@x � i@

y

), the 2D
Laplacian takes the form r2 = 4@̄@ and the closure con-
dition (7) reduces to v = �2D@ . Denoting the real and
imaginary parts of an operator O by <{O} and ={O},
Eqs. (4) and (5) may be equivalently expressed as

@

t

 +A
 

 = � �G
� ̄

(8)

where the self-advection operator is given by

A
 

= �4D<{(@2 ) + (@ )@}+ 4D i={@2 } (9)

and the free energy G[ ,  ̄] = R
dz G has the density

G = �a| |2 + b

2
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For �2 < 0 and �4 ! 0, Eq. (10) reduces to the energy
density of the Gross-Pitaevskii mean-field model [52, 53]
for weakly interacting boson gases. Historically, this limit
case has been crucial [51, 58] for elucidating the anal-
ogy between the smectic phase of passive LCs and the
Abrikosov flux lattice in type-II superconductors [59, 60].
For �2, �4 > 0, Eq. (10) e↵ectively describes double-well
dispersion [54], as recently realized for quasi-momenta in
spin-orbit-coupled Bose-Einstein condensates [55, 57] and
Fermi gases [56]. This fact establishes an interesting con-
nection between dense ALCs and strongly coupled quan-
tum systems: when self-advection is negligible (D ! 0),
the fixed point configurations of Eq. (8) coincide with the
‘eigenstates’ of generalized Gross-Pitaevskii models that
incorporate wavelength selection.
Stability analysis. The qualitative model dynam-

ics is not significantly altered for moderate values of ↵
(Movies S1 and S2), so we neglect the commutator term
by setting  = 0 from now on (see Supplementary In-
formation for  > 0). To understand the properties of
Eqs. (8)–(9) when self-advection is relevant, we perform
a fixed point analysis of the rescaled dimensionless equa-
tion (Supplementary Information)
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FIG. 2: Phase diagram obtained from simulations of Eq. (11)
for one particular set of random initial conditions showing
the emergence of turbulent nematic states for supercritical ac-
tive self-advection. (a) We observe convergence to defect-free
stripes (blue, panel c, Movie S3), time-periodic and stationary
defect lattice solutions (green, panel d, Movie S4), periodic
defect creation and annihilation events (black, Movie S6), and
chaotic dynamics (red, panel b, Movie S1). The white line
indicates the analytical estimate Dc = 2(��2 +

p
�2
2 + 2) for

the transitions between ordered and chaotic states. (b-d) Ex-
amples of the states identified in a with � 1

2 -defects (black)
and + 1

2–defects (white). Panel d highlights the antipolar or-
dering of + 1

2 -defect orientations (red bars); see also Movie S5
for a realization of this state in a larger simulation domain.

by focussing on the uniform state  ⇤ = 1
2e

i2✓, which
corresponds to a nematic order parameter value S = 1
and homogeneous director angle ✓ relative to the x-axis.
Considering wave-like perturbations  =  ⇤ + ✏̂(t)eik·r

with |✏̂| ⌧ 1 and extensile ALCs with D > 0,
one finds that  ⇤ is unstable when �2 > 0 (Supple-
mentary Information). For subcritical self-advection,
D < D

c

= 2(��2 +
p
�

2
2 + 2), the most unstable mode

k⇤ = k⇤(cos�⇤, sin�⇤) is aligned parallel to the director,
(k⇤,�⇤) = (

p
�2/(2�4), ✓), suggesting the formation of

stripe patterns with typical wavelength ⇤ ⇡ p
8⇡2

�4/�2.
By contrast, for supercritical advection, D > D

c

, the
most unstable mode propagates perpendicular to the di-

rector, (k⇤,�⇤) =
⇣p

(2�2 +D)/(4�4), ✓ + (⇡/2)
⌘
, sug-

gesting the possibility of transverse mixing.
Phase diagram. To investigate the nonlinear dynam-

ics of Eq. (11), we implemented a Fourier pseudospectral
algorithm with modified Runge-Kutta time-stepping [68]
(Methods) and so evolved the real and imaginary parts
of  (t, z) in time for periodic boundary conditions in
space. A numerically obtained (�2, D)-phase diagram
for random initial conditions confirms the existence of

a turbulent nematic phase if active self-advection is suf-
ficiently strong (Fig. 2a,b; Movie S1). Ordered config-
urations prevail at low activity (Fig. 2a,c,d; Movies S3,
S4 and S6). Although the ground-states of the free en-
ergy (5) are in general not homogeneous, the critical
curve separating the two regimes is in fair agreement
with the estimate D

c

= 2(��2 +
p
�

2
2 + 2) from linear

stability of the homogenous state (white line in Fig. 2a).
For subcritical values of the advection parameter D,
we observe either defect-free ground-states or long-lived
lattice-like states exhibiting ordered defect configurations
(Fig. 2c,d). Numerical free-energy calculations show that
defect-free states (Fig. 2c) typically have slightly lower
energies than the lattice states (Fig. 2d). Regarding the
subsequent comparison of theory and experiment, it is
important to note that the lattices are also found in sim-
ulations with a large domain (Movie S5), and generally
exhibit antipolar ordering of + 1

2 -defects (Fig. 2d).
Theory vs. experiment. To test our theory sys-

tematically against existing experimental data [5, 46], we
analyze defect-pair dynamics, global defect ordering and
defect statistics in the turbulent nematic phase.
Spontaneous defect-pair creation and subsequent prop-

agation, as reported in recent ALC experiments [5] and
observed in our simulations, are compared in Fig. 3. In
the experimental system [5], a (+ 1

2 ,� 1
2 )-defect pair is

created when fracture along incipient crack regions [18]
becomes energetically more favorable than buckling. Af-
ter creation, the + 1

2 -defect moves away rapidly whereas
the position of the � 1

2 -defect remains approximately
fixed for up to several seconds (Fig. 3a). Our simula-
tions of the minimal model defined in Eq. (11) accurately
reproduce the details of the experimentally observed dy-
namics (Fig. 3b; Movies S1 and S2).
Another striking and unexplained experimental obser-

vation [46] is the emergence of orientational order of + 1
2 -

defects in thin ALC layers (Fig. 4). Using the setup
illustrated in Fig. 1a, recent experiments [46] demon-
strated nematic alignment of + 1

2 -defects in thin ALC
layers of thickness h ⇠ 250 nm (Fig. 4a), whereas thicker
ALC layers with h ⇠ 1µm showed no substantial ori-
entational order on large scales (Fig. 4b). To inves-
tigate whether our theory can account for these phe-
nomena, we tracked defect positions r

i

(Methods) and
defect orientations n

i

= r · Q(r
i

)/|r · Q(r
i

)| [69] in
simulations for di↵erent values of the advection param-
eter D = ⇣/⌫, since Brinkmann-type scaling arguments
suggest that D increases with the ALC layer thickness,
D / 1/⌫ / h

p with p 2 [1, 2]. For weakly super-
critical advection, D & D

c

, we find that Eq. (11) pre-
dicts robust antipolar alignment of + 1

2 -defects (Fig. 4c).
In our simulations, this ordering decreases as the e↵ec-
tive mixing strength D increases (Fig. 4d), consistent
with the experimental results [46] for thicker ALC layers
(Fig. 4b). Similar ordering was observed in simulations
that incorporated alignment of the nematic field near
the horizontal boundaries of the simulation box (Sup-
plementary Information; Fig. S5). To quantify the de-
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Theory. Traditional multi-field models [61, 62] aim to
describe the 2D nematic phase of a dense ALC suspension
by coupling the filament concentration c(t, r) and the ne-
matic order tensor Q(t, r) to an incompressible 2D flow
field v(t, r) that satisfies r · v = 0 in the interface plane
r = (x, y). The nematic order parameter S(t, r) is pro-
portional to the larger eigenvalue of Q, and the filaments
are oriented along the corresponding eigenvector, or di-
rector d(t, r). To construct an alternative closed-form
theory for the symmetric traceless 2 ⇥ 2-tensor field Q,
we start from the generic transport law

@

t

Q+r · (vQ)� [Q,!] = ��F
�Q

(4)

where ! = [rv � (rv)>]/2 is the vorticity tensor,
[A,B] = AB � BA the commutator of two matri-
ces and F [Q] =

R
d

2
r F an e↵ective free energy. Fo-

cussing on dense suspensions as realized in the experi-
ments [5, 46], we neglect fluctuations in the microtubule
concentration, rc ⌘ 0. It is important, however, that
r · (vQ) 6= v ·rQ when r · v 6= 0, which is typically
the case when fluid can enter and leave the interface.
Combining Landau-de Gennes theory [41] with Swift-
Hohenberg theory [50], we postulate the free-energy den-
sity (Supplementary Information)
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with a, b > 0 for the nematic phase. Assuming �2 can
have either sign, ultraviolet stability requires �4 > 0.
For �2 < 0, F possesses a homogeneous nematic ground-
state manifold, whereas for �2 > 0 a pattern of char-
acteristic wavelength ⇤ ⇠ p

�4/�2 becomes energetically
favorable, as shown below. We note that extra terms cou-
pling the nematic field to the induced flow may be added
to Eq. (4), an example being S

�rv + (rv)T
�
[62], but

we neglect such e↵ects in the interest of constructing a
minimal mathematical theory capable of capturing key
experimental observations.

To obtain a closed Q-model, we relate the 2D flow field
v to Q through the linearly damped Stokes equation [66]

�⌘r2v + ⌫v = �⇣r ·Q (6)

where ⌘ is the viscosity and the rhs. represents active
stresses [10, 61] with ⇣ > 0 for extensile ALCs (Fig. 1b).
A pressure term does not appear in Eq. (6) because the
interfacial flow is not assumed to be incompressible and
concentration fluctuations are neglected. The ⌫-term in
the force balance (6) accounts for friction from the nearby
no-slip boundary in the Hele-Shaw [66] approximation
(Fig. 1a). In the overdamped regime ⌫⇤2

/⌘ � 1, we
deduce from Eq. (6) the closure condition

v = �Dr ·Q , D = ⇣/⌫. (7)

Equation (7) is conceptually similar to closure con-
ditions proposed previously for active polar films

[67]. Importantly, Eq. (7) predicts divergent interfacial
flow, r · v 6= 0, and hence fluid transport perpendicular
to the interface wherever rr : Q 6= 0. Inserting (7)
into (4) yields a closed Q-theory in which periodic di-
rector patterns corresponding to local minima of the free
energy F can become mixed by self-generated interfacial
flow.
Complex representation & ALC-quantum anal-

ogy. The traditional characterization of 2D nematic
order in terms of the symmetric traceless 2⇥2 matrix
field Q = (�, µ;µ,��) is redundant, for only two real
scalar fields �(t, r) and µ(t, r) are needed to specify
the nematic state at each position r = (x, y). To
obtain an irreducible representation [14, 51] we de-
fine the complex position coordinate z = x+ iy, veloc-
ity field v(t, z) = u+ iw and complex order parameter
 (t, z) = �+ iµ, such that S = 2| |. In terms of the
Wirtinger gradient operator @ = 1

2 (@x � i@

y

), the 2D
Laplacian takes the form r2 = 4@̄@ and the closure con-
dition (7) reduces to v = �2D@ . Denoting the real and
imaginary parts of an operator O by <{O} and ={O},
Eqs. (4) and (5) may be equivalently expressed as
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 +A
 

 = � �G
� ̄

(8)

where the self-advection operator is given by

A
 

= �4D<{(@2 ) + (@ )@}+ 4D i={@2 } (9)

and the free energy G[ ,  ̄] = R
dz G has the density

G = �a| |2 + b

2
| |4 + �2 ̄(4@̄@) + �4 ̄(4@̄@)

2
 . (10)

For �2 < 0 and �4 ! 0, Eq. (10) reduces to the energy
density of the Gross-Pitaevskii mean-field model [52, 53]
for weakly interacting boson gases. Historically, this limit
case has been crucial [51, 58] for elucidating the anal-
ogy between the smectic phase of passive LCs and the
Abrikosov flux lattice in type-II superconductors [59, 60].
For �2, �4 > 0, Eq. (10) e↵ectively describes double-well
dispersion [54], as recently realized for quasi-momenta in
spin-orbit-coupled Bose-Einstein condensates [55, 57] and
Fermi gases [56]. This fact establishes an interesting con-
nection between dense ALCs and strongly coupled quan-
tum systems: when self-advection is negligible (D ! 0),
the fixed point configurations of Eq. (8) coincide with the
‘eigenstates’ of generalized Gross-Pitaevskii models that
incorporate wavelength selection.
Stability analysis. The qualitative model dynam-

ics is not significantly altered for moderate values of ↵
(Movies S1 and S2), so we neglect the commutator term
by setting  = 0 from now on (see Supplementary In-
formation for  > 0). To understand the properties of
Eqs. (8)–(9) when self-advection is relevant, we perform
a fixed point analysis of the rescaled dimensionless equa-
tion (Supplementary Information)
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FIG. 3: Defect-pair creation and propagation in experiment and theory. (a) Experimentally observed dynamics of a defect pair,
spontaneously produced by buckling and subsequent fracture of filaments; adapted with permission from Fig. 3d in Ref. [5].
Scale bar 20µm, time lapse 15 s. (b) Line integral convolution (LIC) plot of the director fields showing the spontaneous creation
and propagation of a defect-pair in a simulation of Eq. (11) for D = 1.5, �2 = 1. As in the experiments, + 1

2 -defects (yellow)
generally move faster than � 1

2 -defects (light blue), cf. Fig. 6.

gree of orientational order, we recorded the distances d
ij

between all + 1
2 -defect pairs (i, j) as well as their rela-

tive orientation angles ✓

ij

= cos�1(n
i

· n
j

) 2 [0,⇡]. The
resulting pair-orientation distributions p(✓|r), and polar
and nematic correlation functions, P (r) = hn

i

·n
j

i
r

and
S(r) = 2h(n

i

·n
j

)2i
r

�1, are shown in Fig. 5, with h·i
r

de-
noting an average over pairs of defects separated by a dis-

FIG. 4: Strong and weak antipolar ordering of + 1
2 -defects as

(a,b) observed in experiments [46] and (c,d) predicted by our
theory based on 2D simulations with periodic boundary condi-
tions. Light-blue markers: � 1

2 -defects. Yellow markers: + 1
2 -

defects. Red bars: orientation of + 1
2 -defects. (a) + 1

2 -defects
in thin ALC films (thickness h ⇠ 250 nm) show strong nematic
alignment. (b) + 1

2 -defects in thicker ALC films (h ⇠ 1µm)
are more disordered. (c,d) For weak e↵ective hydrodynamic
coupling D, simulations show antipolar ordering, which is in-
hibited for larger values of D. The average number of defects
in the full simulation box is approximately (c) 240 and (d)
350. Figures a and b kindly provided by S. DeCamp and Z.
Dogic.

tance r. The local maxima in the orientation distribution
at ✓ = 0 and ✓ = ⇡ signal antipolar ordering (Fig. 5a),
which is also reflected in the oscillatory behavior of the
polar and nematic correlation functions (Fig. 5c,d). The
diminished intensity of the local maxima for larger val-
ues of D indicates that enhanced hydrodynamic mixing
reduces orientational order (Fig. 5c,d).
Lastly, we test the theoretically predicted defect statis-

tics against a separate experimental data set kindly pro-

FIG. 5: Increasing activity and film thickness decrease antipo-
lar ordering in simulations. (a,b) Maxima of the numerically
obtained local pair orientation PDFs p(✓ij |r) signal antipolar
local ordering of + 1

2 -defects as they are separated by the typ-
ical defect-lattice spacing. The defect distance r is specified
in units of the mean nearest-neighbor distance r0 between
+ 1

2 -defects. (c,d) Polar P (r) and nematic S(r) correlation
functions for D = 1.5 (red) and D = 3 (blue). Increasing the
e↵ective hydrodynamic coupling D leads to stronger mixing
and hence decreases nematic order. The simulation parame-
ters correspond to those given in Fig. 4c,d.

Pair defect dynamics
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Theory. Traditional multi-field models [61, 62] aim to
describe the 2D nematic phase of a dense ALC suspension
by coupling the filament concentration c(t, r) and the ne-
matic order tensor Q(t, r) to an incompressible 2D flow
field v(t, r) that satisfies r · v = 0 in the interface plane
r = (x, y). The nematic order parameter S(t, r) is pro-
portional to the larger eigenvalue of Q, and the filaments
are oriented along the corresponding eigenvector, or di-
rector d(t, r). To construct an alternative closed-form
theory for the symmetric traceless 2 ⇥ 2-tensor field Q,
we start from the generic transport law

@

t

Q+r · (vQ)� [Q,!] = ��F
�Q

(4)

where ! = [rv � (rv)>]/2 is the vorticity tensor,
[A,B] = AB � BA the commutator of two matri-
ces and F [Q] =

R
d

2
r F an e↵ective free energy. Fo-

cussing on dense suspensions as realized in the experi-
ments [5, 46], we neglect fluctuations in the microtubule
concentration, rc ⌘ 0. It is important, however, that
r · (vQ) 6= v ·rQ when r · v 6= 0, which is typically
the case when fluid can enter and leave the interface.
Combining Landau-de Gennes theory [41] with Swift-
Hohenberg theory [50], we postulate the free-energy den-
sity (Supplementary Information)
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with a, b > 0 for the nematic phase. Assuming �2 can
have either sign, ultraviolet stability requires �4 > 0.
For �2 < 0, F possesses a homogeneous nematic ground-
state manifold, whereas for �2 > 0 a pattern of char-
acteristic wavelength ⇤ ⇠ p

�4/�2 becomes energetically
favorable, as shown below. We note that extra terms cou-
pling the nematic field to the induced flow may be added
to Eq. (4), an example being S

�rv + (rv)T
�
[62], but

we neglect such e↵ects in the interest of constructing a
minimal mathematical theory capable of capturing key
experimental observations.

To obtain a closed Q-model, we relate the 2D flow field
v to Q through the linearly damped Stokes equation [66]

�⌘r2v + ⌫v = �⇣r ·Q (6)

where ⌘ is the viscosity and the rhs. represents active
stresses [10, 61] with ⇣ > 0 for extensile ALCs (Fig. 1b).
A pressure term does not appear in Eq. (6) because the
interfacial flow is not assumed to be incompressible and
concentration fluctuations are neglected. The ⌫-term in
the force balance (6) accounts for friction from the nearby
no-slip boundary in the Hele-Shaw [66] approximation
(Fig. 1a). In the overdamped regime ⌫⇤2

/⌘ � 1, we
deduce from Eq. (6) the closure condition

v = �Dr ·Q , D = ⇣/⌫. (7)

Equation (7) is conceptually similar to closure con-
ditions proposed previously for active polar films

[67]. Importantly, Eq. (7) predicts divergent interfacial
flow, r · v 6= 0, and hence fluid transport perpendicular
to the interface wherever rr : Q 6= 0. Inserting (7)
into (4) yields a closed Q-theory in which periodic di-
rector patterns corresponding to local minima of the free
energy F can become mixed by self-generated interfacial
flow.
Complex representation & ALC-quantum anal-

ogy. The traditional characterization of 2D nematic
order in terms of the symmetric traceless 2⇥2 matrix
field Q = (�, µ;µ,��) is redundant, for only two real
scalar fields �(t, r) and µ(t, r) are needed to specify
the nematic state at each position r = (x, y). To
obtain an irreducible representation [14, 51] we de-
fine the complex position coordinate z = x+ iy, veloc-
ity field v(t, z) = u+ iw and complex order parameter
 (t, z) = �+ iµ, such that S = 2| |. In terms of the
Wirtinger gradient operator @ = 1

2 (@x � i@

y

), the 2D
Laplacian takes the form r2 = 4@̄@ and the closure con-
dition (7) reduces to v = �2D@ . Denoting the real and
imaginary parts of an operator O by <{O} and ={O},
Eqs. (4) and (5) may be equivalently expressed as
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where the self-advection operator is given by
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and the free energy G[ ,  ̄] = R
dz G has the density
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For �2 < 0 and �4 ! 0, Eq. (10) reduces to the energy
density of the Gross-Pitaevskii mean-field model [52, 53]
for weakly interacting boson gases. Historically, this limit
case has been crucial [51, 58] for elucidating the anal-
ogy between the smectic phase of passive LCs and the
Abrikosov flux lattice in type-II superconductors [59, 60].
For �2, �4 > 0, Eq. (10) e↵ectively describes double-well
dispersion [54], as recently realized for quasi-momenta in
spin-orbit-coupled Bose-Einstein condensates [55, 57] and
Fermi gases [56]. This fact establishes an interesting con-
nection between dense ALCs and strongly coupled quan-
tum systems: when self-advection is negligible (D ! 0),
the fixed point configurations of Eq. (8) coincide with the
‘eigenstates’ of generalized Gross-Pitaevskii models that
incorporate wavelength selection.
Stability analysis. The qualitative model dynam-

ics is not significantly altered for moderate values of ↵
(Movies S1 and S2), so we neglect the commutator term
by setting  = 0 from now on (see Supplementary In-
formation for  > 0). To understand the properties of
Eqs. (8)–(9) when self-advection is relevant, we perform
a fixed point analysis of the rescaled dimensionless equa-
tion (Supplementary Information)
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imaginary parts of an operator O by <{O} and ={O},
Eqs. (4) and (5) may be equivalently expressed as

@

t

 +A
 

 = � �G
� ̄

(8)

where the self-advection operator is given by

A
 

= �4D<{(@2 ) + (@ )@}+ 4D i={@2 } (9)

and the free energy G[ ,  ̄] = R
dz G has the density

G = �a| |2 + b

2
| |4 + �2 ̄(4@̄@) + �4 ̄(4@̄@)

2
 . (10)

For �2 < 0 and �4 ! 0, Eq. (10) reduces to the energy
density of the Gross-Pitaevskii mean-field model [52, 53]
for weakly interacting boson gases. Historically, this limit
case has been crucial [51, 58] for elucidating the anal-
ogy between the smectic phase of passive LCs and the
Abrikosov flux lattice in type-II superconductors [59, 60].
For �2, �4 > 0, Eq. (10) e↵ectively describes double-well
dispersion [54], as recently realized for quasi-momenta in
spin-orbit-coupled Bose-Einstein condensates [55, 57] and
Fermi gases [56]. This fact establishes an interesting con-
nection between dense ALCs and strongly coupled quan-
tum systems: when self-advection is negligible (D ! 0),
the fixed point configurations of Eq. (8) coincide with the
‘eigenstates’ of generalized Gross-Pitaevskii models that
incorporate wavelength selection.
Stability analysis. The qualitative model dynam-

ics is not significantly altered for moderate values of ↵
(Movies S1 and S2), so we neglect the commutator term
by setting  = 0 from now on (see Supplementary In-
formation for  > 0). To understand the properties of
Eqs. (8)–(9) when self-advection is relevant, we perform
a fixed point analysis of the rescaled dimensionless equa-
tion (Supplementary Information)

@

t

 � 4D<{(@2 ) + (@ )@} =
✓
1

4
� | |2

◆
 � �2(4@̄@) � (4@̄@)2 , (11)
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FIG. 6: Quantitative comparison of defect statistics between
predictions of Eq. (11) and experimental data [46], using
the parameter estimation procedure described in the text.
For � 1

2 -defects, both (a) speed distribution and (b) life-
time distribution agree well. (c) For + 1

2 -defects, experi-
mentally measured speed values are slightly larger, as our
model assumes a strongly overdamped limit. (d) Simula-
tions with periodic boundary conditions (Movie S7) predict
a low-probability tail of large lifetimes which is not visible
in the experiment, likely due to its restricted field of view
or additional noise. Dimensionless simulation parameters
D = 1.75 and �2 = 1 translate into the following dimen-
sional values: a = 0.08 s�1, b = 0.32 s�1, D = 1791µm2/s,
�2 = 1024µm2/s, �4 = 3.28 ⇥ 106µm4/s. The numbers n±
reflect the number of ± 1

2 -defects tracked, and the simulation
domain contained ⇠ 130 defects at any given time.

vided by DeCamp et al. (private communication). Since
our simulations are performed in dimensionless units,
there is freedom to choose a characteristic lengthscale
l0 and timescale t0. To relate theory and experiments,
we determine (l0, t0) such that the joint mean speed and
mean lifetime of ± 1

2 -defects match the experimental val-
ues v̄ = 6.6µm/s and ⌧̄ = 52.8 s. After fixing these global
scales, we can compare details of the speed and lifetime
distributions (Fig. 6). To this end, we first locate the
‘best-fit’ simulation parameters in the (�2, D)-parameter
space explored in the phase diagram (Fig. 2a). This pro-
cedure identifies �2 = 1, D = 1.75 as the best-match
parameters, although nearby parameter values and sim-
ulations with  = 1 produce fits of similar quality, cor-
roborating the robustness of the model (Fig. S4). For
� 1

2 -defects, we find adequate agreement between exper-
iment and theory for speed and lifetime probability den-
sity functions (PDFs), as evident from Fig. 6a,b. For
+ 1

2 -defects, simulation results also agree well with the
experimental measurements (Fig. 6c,d), but one notices
two systematic di↵erences. First, while the peak heights

of the PDFs agree within a few percent, experimen-
tally measured speed values for + 1

2 -defects are on av-
erage slightly larger than theoretically predicted values
(Fig. 6c). Second, simulation data predict a miniscule
tail-fraction of long-living + 1

2 -defects not detected in the
experiment (Fig. 6d). In addition, based on the experi-
mental density estimate of 30 defects/mm2 [46], we find
that the defect density at any given time in the ‘best-fit’
simulation is ⇠ 2.3⇥ lower than in the experiments. As
discussed below, such deviations can be explained plau-
sibly by specific model assumptions. Taken together, the
above results confirm that the minimal model defined by
Eq. (11) provides a satisfactory qualitative and quantita-
tive description of the main experimental results [5, 46].

DISCUSSION

Universality. Equations (5) and (10) epitomize the
idea of ‘universality’ in spatio-temporal pattern forma-
tion [50, 70], as outlined in the introduction. The free-
energy expressions contain the leading-order terms of
generic series expansions in both order-parameter space
and Fourier space, consistent with spatial and nematic
symmetries. When considering passive systems with a
preference for homogenization (�2 < 0), it usually suf-
fices to keep only the quadratic gradient terms. By
contrast, for pattern forming systems, the coe�cient in
front of the lowest-order gradient contribution can change
sign [38, 50], and one must include higher-order deriva-
tives to ensure stability. In a few select cases, expres-
sions of the form (5) and (10) can be systematically de-
rived [38, 50, 71]. Generally, one can regard the free-
energy expansion (10) as an e↵ective field theory whose
phenomenological parameters can be determined from
experiments. This approach has proved successful for
dense bacterial suspensions [34, 35] and now also for
ALCs, indeed suggesting some universality in the for-
mation and dynamics of topological defects in active sys-
tems.
Nematic defect order. Although (�2, D) are varied

as independent e↵ective parameters in the simulations,
they are likely coupled through underlying physical and
chemical parameters. For example, it is plausible that a
change in ATP-concentration or film-thickness would af-
fect both �2 and D. The parameter D can also be inter-
preted as an e↵ective Reynolds number. In our numer-
ical exploration of the (�2, D)-parameter space, we ob-
serve for subcritical advection D either long-lived lattice-
like states exhibiting nematically aligned + 1

2 -defects or
defect-free ground-states (Fig. 2; Movies S3, S4, S5 and
S6). Ordered defect configurations correspond to lo-
cal minima or saddles in the free-energy landscape and
have only slightly higher energy than defect-free states
(Fig. 2c). When the activity ⇣ is su�ciently large that
advection is marginally supercritical, D & D

c

, chaotic
system trajectories spend a considerable time in the
vicinity of these metastable lattice states, which provides

Experiment vs. theory

Experimental data kindly provided by Zvonimir Dogic and Steve DeCamp
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4.4 Reaction-di↵usion systems (RDSs)

RDSs constitute a class of generic mathematical models of structure formation, which can
represented in the form

@tq(t,x) = Dr2

q +R(q), (4.39)

where

• q(t,x) as an n-dimensional vector field describing the concentrations of n chemical
substances, species etc.

• D is a diagonal n⇥ n-di↵usion matrix, and

• the n-dimensional vector R(q) accounts for all local reactions.

4.4.1 One-dimensional examples

Assuming q(t,x) = u(t, x), the class of one-dimensional RDSs

ut = Duxx +R(u), (4.40)

includes the following well-known models:

(i) Fisher’s equation [Fis30]

R(u) = ↵ u(u
0

� u) , ↵ > 0, u
0

> 0 (4.41a)

originally proposed to describe the spreading of biological species.

(ii) The Newell-Whitehead-Segel equation

R(u) = � u(u2

0

� u2) , � > 0, (4.41b)

which provides an e↵ective description of Rayleigh-Benard convection.

(iii) The Zeldovich equation

R(u) = � u(u
0

� u)(u� a) , � > 0, u
0

> a > 0, (4.41c)

which arises in combustion theory.

A rather generic feature of RDSs is that they admit wave-like solutions when complemented
with suitable boundary conditions. As an example, consider the Fisher equation (4.41a),
which after rescaling of (t, x, u), can be rewritten as

ut = uxx + u(1� u). (4.42)

68
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Looking for travelling wave solutions

u(t, x) = w(z) , z = x� ct, (4.43a)

and using

ut =
dw

dz

dz

dt
= �cw0 , ux =

dw

dz

dz

dx
= w0 , uxx = w00 (4.43b)

we may rewrite (4.42) as

w00 + cw0 + w(1� w) = 0. (4.44a)

One can show [AZ79] that, for every wave-speed c � 2, Eq. (4.44a) possesses solutions
w(z) that satisfy

lim
z!�1

w(z) = 1 , lim
z!+1

w(z) = 0. (4.44b)

Note that these solutions interpolate between the two fixed points u = 1 and u = 0. No
such solution exists for c < 2, and for c � 2 the exact shape of the wave depends on the
value of c. Closed analytical solutions can be found for the particular value c = 5/

p
6; in

this case [AZ79]

w(z) =
1

⇥
1 + r exp(z/

p
6)
⇤
2

(4.44c)

for all r > 0.

4.4.2 Two species in one space dimension

As a slightly more complex case, let us now consider q(t,x) = (u(t, x), v(t, x)), D =
diag(Du, Dv) and R = (F (u, v), G(u, v)), then

ut = Duuxx + F (u, v) (4.45a)

vt = Dvvxx +G(u, v) (4.45b)

In general, (F,G) can be derived from the reaction/reproduction kinetics, and conservation
laws may impose restrictions on permissible functions (F,G). The fixed points (u⇤, v⇤)
of (4.45) are determined by the condition

R(u⇤, v⇤) =

✓
F (u⇤, v⇤)
G(u⇤, v⇤)

◆
= 0. (4.46)

Expanding (4.45) for small plane-wave perturbations
✓
u(t, x)
v(t, x)

◆
=

✓
u⇤
v⇤

◆
+ ✏(t, x) (4.47a)
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• the n-dimensional vector R(q) accounts for all local reactions.

4.4.1 One-dimensional examples

Assuming q(t,x) = u(t, x), the class of one-dimensional RDSs

ut = Duxx +R(u), (4.40)

includes the following well-known models:

(i) Fisher’s equation [Fis30]

R(u) = ↵ u(u
0

� u) , ↵ > 0, u
0

> 0 (4.41a)

originally proposed to describe the spreading of biological species.

(ii) The Newell-Whitehead-Segel equation

R(u) = � u(u2

0

� u2) , � > 0, (4.41b)

which provides an e↵ective description of Rayleigh-Benard convection.

(iii) The Zeldovich equation

R(u) = � u(u
0

� u)(u� a) , � > 0, u
0

> a > 0, (4.41c)

which arises in combustion theory.

A rather generic feature of RDSs is that they admit wave-like solutions when complemented
with suitable boundary conditions. As an example, consider the Fisher equation (4.41a),
which after rescaling of (t, x, u), can be rewritten as

ut = uxx + u(1� u). (4.42)
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Looking for travelling wave solutions

u(t, x) = w(z) , z = x� ct, (4.43a)

and using

ut =
dw

dz

dz

dt
= �cw0 , ux =

dw

dz

dz

dx
= w0 , uxx = w00 (4.43b)

we may rewrite (4.42) as

w00 + cw0 + w(1� w) = 0. (4.44a)

One can show [AZ79] that, for every wave-speed c � 2, Eq. (4.44a) possesses solutions
w(z) that satisfy

lim
z!�1

w(z) = 1 , lim
z!+1

w(z) = 0. (4.44b)

Note that these solutions interpolate between the two fixed points u = 1 and u = 0. No
such solution exists for c < 2, and for c � 2 the exact shape of the wave depends on the
value of c. Closed analytical solutions can be found for the particular value c = 5/

p
6; in

this case [AZ79]

w(z) =
1

⇥
1 + r exp(z/

p
6)
⇤
2

(4.44c)

for all r > 0.

4.4.2 Two species in one space dimension

As a slightly more complex case, let us now consider q(t,x) = (u(t, x), v(t, x)), D =
diag(Du, Dv) and R = (F (u, v), G(u, v)), then

ut = Duuxx + F (u, v) (4.45a)

vt = Dvvxx +G(u, v) (4.45b)

In general, (F,G) can be derived from the reaction/reproduction kinetics, and conservation
laws may impose restrictions on permissible functions (F,G). The fixed points (u⇤, v⇤)
of (4.45) are determined by the condition

R(u⇤, v⇤) =

✓
F (u⇤, v⇤)
G(u⇤, v⇤)

◆
= 0. (4.46)

Expanding (4.45) for small plane-wave perturbations
✓
u(t, x)
v(t, x)

◆
=

✓
u⇤
v⇤

◆
+ ✏(t, x) (4.47a)
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with

✏ = ✏̂ e�t�ikx =

✓
✏̂
⌘̂

◆
e�t�ikx, (4.47b)

we find the linear equation

�✏̂ = �
✓
k2Du 0
0 k2Dv

◆
✏̂+

✓
F ⇤
u F ⇤

v

G⇤
u G⇤

v

◆
✏̂ ⌘ M ✏̂, (4.48)

where

F ⇤
u = @uF (u⇤, v⇤) , F ⇤

v = @vF (u⇤, v⇤) , G⇤
u = @uG(u⇤, v⇤) , G⇤

v = @vG(u⇤, v⇤).

Solving this eigenvalue equation for �, we obtain

�± =
1

2

⇢
�(Du +Dv)k

2 + (F ⇤
u +G⇤

v)±
q

4F ⇤
vG

⇤
u + [F ⇤

u �G⇤
v + (Dv �Du)k2]2

�
, (4.49)

which gives

detM = �
+

�� = (F ⇤
u �Duk

2)(G⇤
v �Dvk

2)� F ⇤
vG

⇤
u, (4.50a)

trM = �
+

+ �� = F ⇤
u +G⇤

v � (Du +Dv)k
2. (4.50b)

In order to have an instability for some finite value k, at least one of the two eigenvalues
must have a positive real part. If the eigenvalues are real, this means that either the
condition

detM < 0, (4.51a)

or the conditions

detM > 0 ^ trM > 0 (4.51b)

must be satisfied. These criteria can be easily tested for a given reaction kinetics (F,G).
We briefly summarize two popular examples.

Lotka-Volterra model This model describes a simple predator-prey dynamics, defined
by

F (u, v) = Au� Buv, (4.52a)

G(u, v) = �Cv + Euv (4.52b)

with positive rate parameters A,B,C,E > 0. The field u(t, x) measures the concentration
of prey and v(t, x) that of the predators. The model has two fixed points

(u
0

, v
0

) = (0, 0) , (u⇤, v⇤) = (C/E,A/B), (4.53)
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with Jacobians
✓
Fu(u0

, v
0

) Fv(u0

, v
0

)
Gu(u0

, v
0

) Gv(u0

, v
0

)

◆
=

✓
A 0
0 �C

◆
(4.54a)

and
✓
Fu(u⇤, v⇤) Fv(u⇤, v⇤)
Gu(u⇤, v⇤) Gv(u⇤, v⇤)

◆
=

✓
A� BC

E
�A

C �C + AE
B

◆
. (4.54b)

It is straightforward to verify that, for suitable choices of A,B,C,D, the model exhibits a
range of unstable k-modes.

FitzHugh-Nagumo model This model aims to describe the propagation of an action
potential through nerve cells, and is defined by

F (u, v) = �u� µu3 � ⌘v + , (4.55a)

G(u, v) =
1

⌧
(u� �v) (4.55b)

with positive parameters �, µ, ⌧, ⌘, �. The field u(t, x) measures the membrane voltage, and
v(t, x) is a slower gate voltage that controls relaxation of u. The parameter  represents
external currents that cause an increase of u. Similar to the Lotka-Volterra model, the
FitzHugh-Nagumo model exhibits a range of unstable k-modes for biologically relevant
parameters choices.
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other possible states in FitzHugh-Nagumo-type models
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