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This choice is motivated by the fact that the equations of motions are periodic in space
and time, which suggests an asymptotically oscillating solution p(t, x) = p(t, x + L) =
p(t + T, L) = p(t + T, x + L) for the probability density. Equation (1.130) has been
studied numerically (see slide and Sec. 2.6 in Ref. [Rei02]), and was found to predict
an counterintuitive e↵ect: In the presence of a small load force, optimally tuned periodic
thermal pumping allows particles to climb up-hill (see slides for an illustration).

1.7 Fluctuation-dissipation relation

Until now, we focused primarily on over-damped Brownian motion processes, as su�cient
to describe low-Reynolds number object. When inertia is not negligible, the above concepts
can be easily extended by adding friction and noise to the Hamiltonian equation of motions.
Considering a Hamiltonian H(x1, . . . , xN , p1, . . . , pN), the corresponding system of SDEs
reads

dxi =
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@pi
dt (1.132a)

dpi = �@H

@xi

dt� �pidt+
p
2D dBi(t). (1.132b)

where (B1(t), . . . , BN(t)) are standard Brownian motions, � is the Stokes friction coe�cient
and D the di↵usion constant in momentum space. The last two terms in Eq. (1.132b)
provide an e↵ective description of the momentum transfer with a surrounding heat bath.
If the Hamiltonian has the standard form

H =
X

i

p2i
2m

+ U(x1, . . . , xN), (1.133)

corresponding to momentum coordinates pi = mẋi, then the overdamped SDE is formally
recovered by assuming dpi ' 0 in Eq. (1.132b) and dividing by m�, yielding

dxi = � 1

m�

@U

@xi

dt+

s
2D

m2�2
dBi(t). (1.134)

We see that the spatial di↵usion constant D and the momentum di↵usion constant D are
related by

D =
D

m2�2
. (1.135)

The Fokker-Planck equation (FPE) governing the phase space PDF f(t, x1, . . . , xN , p1, . . . , pN)
of the stochastic process (1.132) reads
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recovered by assuming dpi ' 0 in Eq. (1.132b) and dividing by m�, yielding

dxi = � 1

m�

@U

@xi

dt+

s
2D

m2�2
dBi(t). (1.134)

We see that the spatial di↵usion constant D and the momentum di↵usion constant D are
related by

D =
D

m2�2
. (1.135)

The Fokker-Planck equation (FPE) governing the phase space PDF f(t, x1, . . . , xN , p1, . . . , pN)
of the stochastic process (1.132) reads

@tf +
X

i

✓
@H

@pi

@f

@xi

� @H

@xi

@f

@pi

◆
=

X

i

@

@pi

✓
�pif +D

@f

@pi

◆
(1.136)

28



This choice is motivated by the fact that the equations of motions are periodic in space
and time, which suggests an asymptotically oscillating solution p(t, x) = p(t, x + L) =
p(t + T, L) = p(t + T, x + L) for the probability density. Equation (1.130) has been
studied numerically (see slide and Sec. 2.6 in Ref. [Rei02]), and was found to predict
an counterintuitive e↵ect: In the presence of a small load force, optimally tuned periodic
thermal pumping allows particles to climb up-hill (see slides for an illustration).

1.7 Fluctuation-dissipation relation

Until now, we focused primarily on over-damped Brownian motion processes, as su�cient
to describe low-Reynolds number object. When inertia is not negligible, the above concepts
can be easily extended by adding friction and noise to the Hamiltonian equation of motions.
Considering a Hamiltonian H(x1, . . . , xN , p1, . . . , pN), the corresponding system of SDEs
reads

dxi =
@H

@pi
dt (1.132a)

dpi = �@H

@xi

dt� �pidt+
p
2D dBi(t). (1.132b)

where (B1(t), . . . , BN(t)) are standard Brownian motions, � is the Stokes friction coe�cient
and D the di↵usion constant in momentum space. The last two terms in Eq. (1.132b)
provide an e↵ective description of the momentum transfer with a surrounding heat bath.
If the Hamiltonian has the standard form

H =
X

i

p2i
2m

+ U(x1, . . . , xN), (1.133)

corresponding to momentum coordinates pi = mẋi, then the overdamped SDE is formally
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The lhs. vanishes if f is a function of the Hamiltonian H. The rhs. vanishes for the
particular ansatz

f =
1

Z
exp

✓
� H

kBT

◆
. (1.137)

where T is the temperature of the surrounding heat bath. To see this, note that
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so that the components of the dissipative momentum current,
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vanishes if

D = �mkBT , D =
kBT

�m
. (1.140)

Equation (1.140) is the fluctuation-dissipation relation, connecting the di↵usion constant
(strength of the fluctuations) and the friction coe�cient (dissipation) through the temper-
ature of the bath.

1.8 Fluctuation theorems

20 Microbiological systems often perform ‘thermodynamic’ operations with a mesoscopic
number of degrees of freedom. To characterize biological motors, protein energetics, etc.
in terms of thermodynamic quantities (work, entropy, etc.), an extension of traditional
thermodynamic concepts to non-equilibrium processes is has been developed over the last
decade. Theoretical work in this direction was triggered by the development of new ex-
perimental techniques [BSLS00] that make it possible to probe the folding and twisting
characteristics of individual DNA molecules with the help of optical tweezers (see Fig. 1.1
for a simple schematic). These e↵orts led, amongst others, to the discovery of a number
of exact fluctuation theorems (FTs) for non-equilibrium systems, the simplest version of
which we will discuss below.

The total Hamiltonian comprising the system of interest, e.g. a DNAmolecule described
by coordinates x(t)), its environment y and mutual interactions reads

H(x,y;�(t)) = H(x;�(t)) +Henv(y) +Hint(x,y) (1.141)

where �(t) denotes one or more external control parameters (e.g., the force exerted by a
tweezer in a molecule pulling experiments, see Fig. 1.1). The function �(t) defines the

20The discussion in this section closely follows that in the Christopher Jarzynski’s review article [Jar11].
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The lhs. vanishes if f is a function of the Hamiltonian H. The rhs. vanishes for the
particular ansatz
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Equation (1.140) is the fluctuation-dissipation relation, connecting the di↵usion constant
(strength of the fluctuations) and the friction coe�cient (dissipation) through the temper-
ature of the bath.

1.8 Fluctuation theorems

20 Microbiological systems often perform ‘thermodynamic’ operations with a mesoscopic
number of degrees of freedom. To characterize biological motors, protein energetics, etc.
in terms of thermodynamic quantities (work, entropy, etc.), an extension of traditional
thermodynamic concepts to non-equilibrium processes is has been developed over the last
decade. Theoretical work in this direction was triggered by the development of new ex-
perimental techniques [BSLS00] that make it possible to probe the folding and twisting
characteristics of individual DNA molecules with the help of optical tweezers (see Fig. 1.1
for a simple schematic). These e↵orts led, amongst others, to the discovery of a number
of exact fluctuation theorems (FTs) for non-equilibrium systems, the simplest version of
which we will discuss below.

The total Hamiltonian comprising the system of interest, e.g. a DNAmolecule described
by coordinates x(t)), its environment y and mutual interactions reads

H(x,y;�(t)) = H(x;�(t)) +Henv(y) +Hint(x,y) (1.141)

where �(t) denotes one or more external control parameters (e.g., the force exerted by a
tweezer in a molecule pulling experiments, see Fig. 1.1). The function �(t) defines the

20The discussion in this section closely follows that in the Christopher Jarzynski’s review article [Jar11].
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This choice is motivated by the fact that the equations of motions are periodic in space
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thermodynamic concepts to non-equilibrium processes is has been developed over the last
decade. Theoretical work in this direction was triggered by the development of new ex-
perimental techniques [BSLS00] that make it possible to probe the folding and twisting
characteristics of individual DNA molecules with the help of optical tweezers (see Fig. 1.1
for a simple schematic). These e↵orts led, amongst others, to the discovery of a number
of exact fluctuation theorems (FTs) for non-equilibrium systems, the simplest version of
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This choice is motivated by the fact that the equations of motions are periodic in space
and time, which suggests an asymptotically oscillating solution p(t, x) = p(t, x + L) =
p(t + T, L) = p(t + T, x + L) for the probability density. Equation (1.130) has been
studied numerically (see slide and Sec. 2.6 in Ref. [Rei02]), and was found to predict
an counterintuitive e↵ect: In the presence of a small load force, optimally tuned periodic
thermal pumping allows particles to climb up-hill (see slides for an illustration).
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The lhs. vanishes if f is a function of the Hamiltonian H. The rhs. vanishes for the
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Equation (1.140) is the fluctuation-dissipation relation, connecting the di↵usion constant
(strength of the fluctuations) and the friction coe�cient (dissipation) through the temper-
ature of the bath.
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perimental techniques [BSLS00] that make it possible to probe the folding and twisting
characteristics of individual DNA molecules with the help of optical tweezers (see Fig. 1.1
for a simple schematic). These e↵orts led, amongst others, to the discovery of a number
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corresponding to momentum coordinates pi = mẋi, then the overdamped SDE is formally
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We see that the spatial di↵usion constant D and the momentum di↵usion constant D are
related by
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The Fokker-Planck equation (FPE) governing the phase space PDF f(t, x
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Equation (1.140) is the fluctuation-dissipation relation, connecting the di↵usion constant
(strength of the fluctuations) and the friction coe�cient (dissipation) through the temper-
ature of the bath.

1.8 Fluctuation theorems

20 Microbiological systems often perform ‘thermodynamic’ operations with a mesoscopic
number of degrees of freedom. To characterize biological motors, protein energetics, etc.
in terms of thermodynamic quantities (work, entropy, etc.), an extension of traditional
thermodynamic concepts to non-equilibrium processes is has been developed over the last
decade. Theoretical work in this direction was triggered by the development of new ex-
perimental techniques [BSLS00] that make it possible to probe the folding and twisting
characteristics of individual DNA molecules with the help of optical tweezers (see Fig. 1.1
for a simple schematic). These e↵orts led, amongst others, to the discovery of a number
of exact fluctuation theorems (FTs) for non-equilibrium systems, the simplest version of
which we will discuss below.

The total Hamiltonian comprising the system of interest, e.g. a DNAmolecule described
by coordinates x(t)), its environment y and mutual interactions reads

H(x,y;�(t)) = H(x;�(t)) +Henv(y) +Hint(x,y) (1.141)

where �(t) denotes one or more external control parameters (e.g., the force exerted by a
tweezer in a molecule pulling experiments, see Fig. 1.1). The function �(t) defines the

20The discussion in this section closely follows that in the Christopher Jarzynski’s review article [Jar11].
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DNA overwinds when stretched
Jeff Gore1†, Zev Bryant2,4†, Marcelo Nöllmann2, Mai U. Le2, Nicholas R. Cozzarelli2‡ & Carlos Bustamante1–4

DNA is often modelled as an isotropic rod1–4, but its chiral
structure suggests the possible importance of anisotropic mecha-
nical properties, including coupling between twisting and stretch-
ing degrees of freedom. Simple physical intuition predicts that
DNA should unwind under tension, as it is pulled towards a
denatured structure4–8. We used rotor bead tracking to directly
measure twist–stretch coupling in single DNAmolecules. Here we
show that for small distortions, contrary to intuition, DNA over-
winds under tension, reaching a maximum twist at a tension of
,30 pN. As tension is increased above this critical value, the DNA
begins to unwind. The observed twist–stretch coupling predicts
that DNA should also lengthen when overwound under constant
tension, an effect that we quantitatively confirm. We present a
simple model that explains these unusual mechanical properties,
and also suggests a possible origin for the anomalously large
torsional rigidity of DNA. Our results have implications for the
action of DNA-binding proteins that must stretch and twist DNA
to compensate for variability in the lengths of their binding
sites9–11. The requisite coupled DNA distortions are favoured by
the intrinsic mechanical properties of the double helix reported
here.
Many cellular proteins bend or wrap DNA upon binding, loop

DNA to make contact with two non-adjacent binding sites, or twist
DNA during translocation along the double helix12. The energetics of
these distortions are governed by the mechanical properties of DNA,
which have been investigated using a variety of bulk1 and single-
molecule techniques2,3. For small deformations, DNA in physiologi-
cal buffer is modelled as an isotropic rod with bending rigidity
B ¼ 230 ^ 20 pN nm2, twist rigidity C ¼ 460 ^ 20 pN nm2, and
stretch modulus S ¼ 1,100 ^ 200 pN (refs 3, 13–16; and Z.B, J.G.,
N.R.C. and C.B, manuscript in preparation).
A fourth mechanical parameter is allowed in the linear theory of a

deformable rod5,6,17: the twist–stretch coupling g, which specifies how
the twist of the helix changes when the molecule is stretched. At
forces sufficient to suppress bending fluctuations, the energy of a
stretched and twisted DNA molecule may be written as5,6,17:

EDNA ¼
1

2

C

L
v2 þ gv

x

L
þ 1

2

S

L
x2

where L is the contour length at zero force, x is the distance that the
DNA is stretched beyond its contour length L, and v is the angle
through which the DNA is twisted from its unperturbed equilibrium
value.
Interpolation between the B-form helix and denatured or over-

stretched forms of DNA suggests that g should be positive5,6, so that
DNA unwinds as it is stretched (in an analogous process to the
unwinding of DNA at elevated temperatures18). Previous fits5–7

to experimental single-molecule data4,8,14 have indeed yielded posi-
tive g values (g ¼ 200 ^ 100 pNnm). However, an analysis of the
distribution of base pair step parameters in atomic structures of

DNA:protein complexes showed a weak positive correlation between
twist and rise, implying a negative g value9. All-atom simulations
have likewise suggested that twist and rise may be positively corre-
lated for small distortions10,19. Finally, in contrast to the overstretch-
ing transition8,13,14 (in which DNA unwinds as it extends), the B–A
transition involves a slight unwinding coupled to compression of the
DNA helix20. Conclusive determination of the sign and magnitude of
g requires direct measurement in isolated DNA molecules.
To measure the twist–stretch coupling of DNA, we used the rotor

bead tracking technique13,15,21, inwhich a submicrometre ‘rotor’ bead
is attached to the middle of a stretched DNA molecule, immediately
below a free swivel consisting of an engineered single strand nick
(Fig. 1a, b). Tension is applied to the molecule using magnetic
tweezers2,4. Changes in the rotor bead angle reflect changes in the
twist of the lower DNA segment.
Under fixed tension, the rotor bead fluctuated around a mean

angle as a result of thermal noise (Fig. 1c). As the molecule was
stretched by increasing the magnetic force, the mean angle of the
rotor bead increased. A,1% stretching of DNA led to an increase in
the twist of ,0.1% (Fig. 1d). Analysis of this data yielded a twist–
stretch coupling constant g ¼ 290 ^ 20 pNnm (N ¼ 4 molecules),
opposite in sign to most previous estimates5–7 but consistent with
twist–rise correlations in crystal structures9 and molecular simu-
lations10,19. Our measurement of g was robust to alterations in the
length and sequence of the torsionally constrained DNA segment
(Fig. 1d).
For small deformations, we have shown that DNAoverwinds when

stretched. However, in the limit of high forces, DNAmust eventually
unwind as the backbone is pulled straight. To test for sign reversal of g
at elevated tensions, we monitored the twist of DNAmolecules while
gradually increasing the magnetic force. We found that the twist of
DNA increases until the tension reaches a critical value F c < 30 pN,
beyond which the DNA begins to unwind (Fig. 1e).
The negative twist–stretch coupling g observed at lower tensions

implies that DNA should lengthen when overwound (Fig. 2a, b). To
predict the expected magnitude of this effect, we write the total
energy of the DNA/magnetic bead system as

ET ¼
1

2

C

L
v2 þ gv

x

L
þ 1

2

S

L
x2 2 xF

and minimize it with respect to the stretching distance x, holding the
twist v and force F constant ðð›ET=›xÞv;F ¼ 0Þ. This analysis yields the
DNA extension, x*, that minimizes the total energy given some
imposed twist value5,6:

x* ¼ L

S
F2

gv

L

! "
) ›x*

›v
¼2

g

S

Given our measured g ¼ 290 ^ 20 pNnm, we expect the DNA
molecule to lengthen by Dx ¼ 0.5 ^ 0.1 nm for each rotation
imposed in the overwinding direction.
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To measure changes in extension upon imposed overwinding, we
employed the magnetic tweezers assay introduced in refs 4 and 22, in
which a single constrained DNA molecule is stretched between a
coverslip and a magnetic bead (Fig. 2a, b). The twist in the molecule
can be controlled via rotation of the magnets, and extension is
monitored by measuring the focal depth of the bead using image
analysis. Overwinding caused the DNA to extend by 0.5 nm per turn,
in quantitative agreement with our prediction (Fig. 2c, d).
What could be the physical origin of the negative twist–stretch

coupling of DNA? A model helix with a fixed backbone length and
fixed radiusmust necessarily unwind as it is stretched.However, if the
radius of the helix is allowed to shrink as the helix is stretched, then
unwinding is no longer guaranteed. In simulations of DNA stretch-
ing using all-atom potentials10, a reduction in the radius of the
double helix has been seen concurrent with stretching and over-
winding. We constructed a simple ‘toy’ model in which the radius of
the helix was allowed to vary as themolecule was stretched, and asked
whether this model could capture the twist–stretch coupling and
other mechanical properties of DNA.
The model consists of an elastic rod with a stiff helical ‘wire’

(analogous to the sugar-phosphate backbone) affixed to the outside
surface (Fig. 3a). The inner rod is constructed from a material with a
Poisson’s ratio n ¼ 0.5, so that it conserves volume under stress23. As
this system is stretched, the inner rod decreases in diameter. When
the model is stretched without constraining twist, changes in helicity
arise from the tendency of the stiff outer ‘wire’ to resist changes in
contour length (Fig. 3b). The inner rod alone has stretch modulus
Sr ¼ pR2

rY r, bending rigidity Br ¼ pR4
rY r=4 and torsional rigidity

Cr ¼ Br=ð1þ nÞ, where Y r is the Young’s modulus of the rod material
and R r is the rod’s radius

24,25.
For small deformations, the complete toy model has the following

effective mechanical parameters (see Supplementary Information):

Beff < Br

Seff ¼ Sr þ Shcosecað sin 2a2 n cos 2aÞ2 < Sr

Ceff ¼ Cr þR2
rSh sina cos

2a

g ¼ Rrð sin 2a2 n cos 2aÞSh

where Sh is the stretch modulus of the outer wire, and
a ¼ arctan(3.4 nm/2pR r) is the helix angle (Fig. 3a). Thus, the
presence of the outer wire does not change the bending rigidity or
stretch modulus appreciably, but it does stiffen the molecule to
torsion and also generates a non-zero twist–stretch coupling, g. With
the three free parameters fitted to R r ¼ 0.924 nm (close to the
crystallographic radius of DNA), Sh ¼ 965 pN, and Y r ¼ 0.393GPa
(similar to estimated Y values for DNA and within the range of
measured Y values for bulk polymeric materials14,24,26), we obtain
the correct experimentally measured values for the mechanical
parameters of DNA: B eff ¼ 225 pN nm2, C eff ¼ 460 pN nm2,
g ¼ 290 pNnm and S eff ¼ 1,081 pN.
Although construction of this toy DNA model was motivated by

the discovery of negative twist–stretch coupling, it also provides a
possible explanation for the anomalously large torsional rigidity of
DNA. For an isotropic rod, the torsional rigidity C must be smaller
than the bending rigidity B (see equation forC r above) unless the rod

Figure 1 | DNA overwinds when stretched. a, The molecular construct for
rotor bead tracking experiments contains three distinct attachment sites and
a site-specific nick, which acts as a swivel13,15,21. b, Molecule/bead assemblies
were constructed in parallel in a flow chamber, and assayed with an inverted
microscope equipped with permanent magnets21. Each molecule was
stretched between the glass coverslip and a magnetic bead, while a
fluorescent avidin-coated rotor bead was attached to the central biotinylated
patch. Tension in the DNA was controlled by raising or lowering the
magnets, and changes in twist were observed by tracking the rotation of the
fluorescent bead. c,When theDNAmolecule is held at a fixed force, the rotor
bead angle (blue trace) fluctuates around a mean (red dashed lines). As
tension is increased, the mean rotor bead angle increases, reflecting

overwinding of the DNA. d, The overwinding scales linearly with applied
tension and with the length of the torque-bearing DNA segment. Plotted
data (mean ^ s.e.m.) correspond to an 8.4-kb segment (blue squares) and a
2.7-kb segment (red circles). e, Rotor bead angle versus force during
experiments in which the DNA tension was gradually increased by lowering
the magnets (8.4-kb segment). Three different experiments are shown in
colour; they were averaged and smoothed to obtain the solid black trace. The
DNAoverwinds until the tension reaches,30 pN; as the tension is increased
above this critical value, the molecule begins to unwind. Equivalent results
have also been obtained with DNA constructs containing the 2.7-kb torque-
bearing segment (not shown).
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Figure 1.1: Schematic representation of a molecule pulling experiment (from Ref. [Jar11]).
The molecule is modeled by a collection of masses connected by springs. The tweezer acts
on one end of the molecule, e.g., via an attached gold bead (blue), whereas the other end
is attached to surface.

protocol of the control parameter variation and, for simplicity, we will assume that there is
only a single control parameter � from now on. For example, for the toy model in Fig. 1.1
we have x = (z1, z2, z3, p1, p2, p3) and

H(x;�(t)) =
3X

i=1

p2i
2m

+
2X

k=0

u(zk+1 � zk) + u(�� z3) (1.142)

where u is interaction potential and z0(t) ⌘ 0 the position of the wall. The work performed
during an infinitesimal parameter variation d� is defined by

�W := d�
@H

@�
(x;�). (1.143)

For a given protocol �(t) with initial condition �(0) = �0 and final �(⌧) = �⌧ , the total
work performed on the system is

W =

Z
�W =

Z ⌧

0

dt �̇(t)
@H

@�
(x(t);�(t)) (1.144)

where the integral is computed along the trajectory x(t) realized by the system. That
is, for a given realization W depends not only on the protocol but also on the initial
state x0 of the system and the initial state y0 of the environment, if we assume that
Hint(x,y) > 0 during the process. If we repeat this process many times for the same
protocol, we will observe di↵erent values of work {W1,W2, . . . , } that will be governed by
a certain probability density ⇢(W ). FTs are exact equalities and inequalities for certain
expectation values

hG(W )i :=
Z

dW ⇢(W ) G(W ), (1.145)
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The lhs. vanishes if f is a function of the Hamiltonian H. The rhs. vanishes for the
particular ansatz
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Equation (1.140) is the fluctuation-dissipation relation, connecting the di↵usion constant
(strength of the fluctuations) and the friction coe�cient (dissipation) through the temper-
ature of the bath.

1.8 Fluctuation theorems

20 Microbiological systems often perform ‘thermodynamic’ operations with a mesoscopic
number of degrees of freedom. To characterize biological motors, protein energetics, etc.
in terms of thermodynamic quantities (work, entropy, etc.), an extension of traditional
thermodynamic concepts to non-equilibrium processes is has been developed over the last
decade. Theoretical work in this direction was triggered by the development of new ex-
perimental techniques [BSLS00] that make it possible to probe the folding and twisting
characteristics of individual DNA molecules with the help of optical tweezers (see Fig. 1.1
for a simple schematic). These e↵orts led, amongst others, to the discovery of a number
of exact fluctuation theorems (FTs) for non-equilibrium systems, the simplest version of
which we will discuss below.

The total Hamiltonian comprising the system of interest, e.g. a DNAmolecule described
by coordinates x(t)), its environment y and mutual interactions reads

H(x,y;�(t)) = H(x;�(t)) +Henv(y) +Hint(x,y) (1.141)

where �(t) denotes one or more external control parameters (e.g., the force exerted by a
tweezer in a molecule pulling experiments, see Fig. 1.1). The function �(t) defines the

20The discussion in this section closely follows that in the Christopher Jarzynski’s review article [Jar11].
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which we will discuss below.
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Figure 1.1: Schematic representation of a molecule pulling experiment (from Ref. [Jar11]).
The molecule is modeled by a collection of masses connected by springs. The tweezer acts
on one end of the molecule, e.g., via an attached gold bead (blue), whereas the other end
is attached to surface.
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where u is interaction potential and z0(t) ⌘ 0 the position of the wall. The work performed
during an infinitesimal parameter variation d� is defined by
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where the integral is computed along the trajectory x(t) realized by the system. That
is, for a given realization W depends not only on the protocol but also on the initial
state x0 of the system and the initial state y0 of the environment, if we assume that
Hint(x,y) > 0 during the process. If we repeat this process many times for the same
protocol, we will observe di↵erent values of work {W1,W2, . . . , } that will be governed by
a certain probability density ⇢(W ). FTs are exact equalities and inequalities for certain
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The lhs. vanishes if f is a function of the Hamiltonian H. The rhs. vanishes for the
particular ansatz
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where T is the temperature of the surrounding heat bath. To see this, note that
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vanishes if

D = �mkBT , D =
kBT

�m
. (1.140)

Equation (1.140) is the fluctuation-dissipation relation, connecting the di↵usion constant
(strength of the fluctuations) and the friction coe�cient (dissipation) through the temper-
ature of the bath.

1.8 Fluctuation theorems

20 Microbiological systems often perform ‘thermodynamic’ operations with a mesoscopic
number of degrees of freedom. To characterize biological motors, protein energetics, etc.
in terms of thermodynamic quantities (work, entropy, etc.), an extension of traditional
thermodynamic concepts to non-equilibrium processes is has been developed over the last
decade. Theoretical work in this direction was triggered by the development of new ex-
perimental techniques [BSLS00] that make it possible to probe the folding and twisting
characteristics of individual DNA molecules with the help of optical tweezers (see Fig. 1.1
for a simple schematic). These e↵orts led, amongst others, to the discovery of a number
of exact fluctuation theorems (FTs) for non-equilibrium systems, the simplest version of
which we will discuss below.

The total Hamiltonian comprising the system of interest, e.g. a DNAmolecule described
by coordinates x(t)), its environment y and mutual interactions reads

H(x,y;�(t)) = H(x;�(t)) +Henv(y) +Hint(x,y) (1.141)

where �(t) denotes one or more external control parameters (e.g., the force exerted by a
tweezer in a molecule pulling experiments, see Fig. 1.1). The function �(t) defines the

20The discussion in this section closely follows that in the Christopher Jarzynski’s review article [Jar11].
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where the integral is computed along the trajectory x(t) realized by the system. That
is, for a given realization W depends not only on the protocol but also on the initial
state x0 of the system and the initial state y0 of the environment, if we assume that
Hint(x,y) > 0 during the process. If we repeat this process many times for the same
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Reminder: Canonical free energy

that, under very general conditions, hold regardless of exact time dependence �(t).
To simplify the subsequent discussion, let us assume that we are able to decouple the

system from the environment21 at time t = 0, and assume that at time t = 0 the PDF of
the system state is given by a canonical distribution

f(x0;�0, T ) =
1

Z(�0, T )
exp


�H(x0;�0)

kBT

�
, (1.146a)

where T is the initial equilibrium temperature of system and environment at t = 0, and

Z(�0, T ) =

Z
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
�H(x0;�0)

kBT

�
(1.146b)

the classical partition function. In this case, the initial free energy of the system is given
by

F0 = �kBT lnZ(�0, T ). (1.147)

Moreover, since the dynamics for t > 0 is completely Hamiltonian, we have
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and, therefore,
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where x(⌧) = x⌧ . Now consider the expectation value of the function G(W ) = e�W/(kBT ),
which can be expressed as
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21Similar results hold for more complex dynamical models where the system remains coupled to the bath
throughout the process; see discussion in Ref. [Jar11] and references therein.
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0  
(weak coupling)

The lhs. vanishes if f is a function of the Hamiltonian H. The rhs. vanishes for the
particular ansatz
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vanishes if

D = �mkBT , D =
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. (1.140)

Equation (1.140) is the fluctuation-dissipation relation, connecting the di↵usion constant
(strength of the fluctuations) and the friction coe�cient (dissipation) through the temper-
ature of the bath.

1.8 Fluctuation theorems

20 Microbiological systems often perform ‘thermodynamic’ operations with a mesoscopic
number of degrees of freedom. To characterize biological motors, protein energetics, etc.
in terms of thermodynamic quantities (work, entropy, etc.), an extension of traditional
thermodynamic concepts to non-equilibrium processes is has been developed over the last
decade. Theoretical work in this direction was triggered by the development of new ex-
perimental techniques [BSLS00] that make it possible to probe the folding and twisting
characteristics of individual DNA molecules with the help of optical tweezers (see Fig. 1.1
for a simple schematic). These e↵orts led, amongst others, to the discovery of a number
of exact fluctuation theorems (FTs) for non-equilibrium systems, the simplest version of
which we will discuss below.

The total Hamiltonian comprising the system of interest, e.g. a DNAmolecule described
by coordinates x(t)), its environment y and mutual interactions reads

H(x,y;�(t)) = H(x;�(t)) +Henv(y) +Hint(x,y) (1.141)

where �(t) denotes one or more external control parameters (e.g., the force exerted by a
tweezer in a molecule pulling experiments, see Fig. 1.1). The function �(t) defines the

20The discussion in this section closely follows that in the Christopher Jarzynski’s review article [Jar11].
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Figure 1.1: Schematic representation of a molecule pulling experiment (from Ref. [Jar11]).
The molecule is modeled by a collection of masses connected by springs. The tweezer acts
on one end of the molecule, e.g., via an attached gold bead (blue), whereas the other end
is attached to surface.

protocol of the control parameter variation and, for simplicity, we will assume that there is
only a single control parameter � from now on. For example, for the toy model in Fig. 1.1
we have x = (z1, z2, z3, p1, p2, p3) and

H(x;�(t)) =
3X

i=1

p2i
2m

+
2X

k=0

u(zk+1 � zk) + u(�� z3) (1.142)

where u is interaction potential and z0(t) ⌘ 0 the position of the wall. The work performed
during an infinitesimal parameter variation d� is defined by

�W := d�
@H

@�
(x;�). (1.143)

For a given protocol �(t) with initial condition �(0) = �0 and final �(⌧) = �⌧ , the total
work performed on the system is

W =

Z
�W =

Z ⌧

0

dt �̇(t)
@H

@�
(x(t);�(t)) (1.144)

where the integral is computed along the trajectory x(t) realized by the system. That
is, for a given realization W depends not only on the protocol but also on the initial
state x0 of the system and the initial state y0 of the environment, if we assume that
Hint(x,y) > 0 during the process. If we repeat this process many times for the same
protocol, we will observe di↵erent values of work {W1,W2, . . . , } that will be governed by
a certain probability density ⇢(W ). FTs are exact equalities and inequalities for certain
expectation values

hG(W )i :=
Z

dW ⇢(W ) G(W ), (1.145)
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the classical partition function. In this case, the initial free energy of the system is given
by

F0 = �kBT lnZ(�0, T ). (1.147)

Moreover, since the dynamics for t > 0 is completely Hamiltonian, we have

dH

dt
=

X

i

✓
@H

@pi
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the classical partition function. In this case, the initial free energy of the system is given
by
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the classical partition function. In this case, the initial free energy of the system is given
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Figure 1.1: Schematic representation of a molecule pulling experiment (from Ref. [Jar11]).
The molecule is modeled by a collection of masses connected by springs. The tweezer acts
on one end of the molecule, e.g., via an attached gold bead (blue), whereas the other end
is attached to surface.

protocol of the control parameter variation and, for simplicity, we will assume that there is
only a single control parameter � from now on. For example, for the toy model in Fig. 1.1
we have x = (z1, z2, z3, p1, p2, p3) and

H(x;�(t)) =
3X

i=1

p2i
2m

+
2X

k=0

u(zk+1 � zk) + u(�� z3) (1.142)

where u is interaction potential and z0(t) ⌘ 0 the position of the wall. The work performed
during an infinitesimal parameter variation d� is defined by
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where the integral is computed along the trajectory x(t) realized by the system. That
is, for a given realization W depends not only on the protocol but also on the initial
state x0 of the system and the initial state y0 of the environment, if we assume that
Hint(x,y) > 0 during the process. If we repeat this process many times for the same
protocol, we will observe di↵erent values of work {W1,W2, . . . , } that will be governed by
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Changing the integration variable from x0 7! x⌧ , we can write this as
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Here, we have used Liouville’s theorem, which states that the phase volume is conserved
under a purely Hamiltonian evolution x0 7! x(⌧),
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Rewriting further

⌦
e�W/(kBT )

↵
= exp

⇢
kBT

kBT
ln


Z(�⌧ , T )

Z(�0, T )

��

= exp

⇢
� 1

kBT
[�kBT lnZ(�⌧ , T )� (�kBT ) lnZ(�0, T )]

�

one thus finds the FT

⌦
e�W/(kBT )

↵
= e��F/(kBT ) (1.153a)

where

�F = F (�⌧ , T )� F (�0, T ) (1.153b)

The FT (1.153) states that, in principle, one can estimate free energy di↵erences by measur-
ing work W . In this context, it should be noted however that, in practice, the exponential
average

⌦
e�W/(kBT )

↵
is di�cult to sample as direct estimators su↵er from slow convergence.

Furthermore, using Jensen’s inequality

hexi � ehxi (1.154)

we find

e��F/(kBT ) =
⌦
e�W/(kBT )

↵
� eh�W/(kBT )i

which is equivalent to the Clausius inequality

�F  hW i, (1.155)

i.e., the average work provides an upper bound for the free energy di↵erence.
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that, under very general conditions, hold regardless of exact time dependence �(t).
To simplify the subsequent discussion, let us assume that we are able to decouple the

system from the environment21 at time t = 0, and assume that at time t = 0 the PDF of
the system state is given by a canonical distribution

f(x0;�0, T ) =
1

Z(�0, T )
exp


�H(x0;�0)

kBT

�
, (1.146a)

where T is the initial equilibrium temperature of system and environment at t = 0, and

Z(�0, T ) =

Z
dx0 exp


�H(x0;�0)

kBT

�
(1.146b)

the classical partition function. In this case, the initial free energy of the system is given
by

F0 = �kBT lnZ(�0, T ). (1.147)

Moreover, since the dynamics for t > 0 is completely Hamiltonian, we have
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and, therefore,

W =
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dH = H(x⌧ ;�⌧ )�H(x0;�0) (1.149)

where x(⌧) = x⌧ . Now consider the expectation value of the function G(W ) = e�W/(kBT ),
which can be expressed as
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21Similar results hold for more complex dynamical models where the system remains coupled to the bath
throughout the process; see discussion in Ref. [Jar11] and references therein.
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Changing the integration variable from x0 7! x⌧ , we can write this as
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Here, we have used Liouville’s theorem, which states that the phase volume is conserved
under a purely Hamiltonian evolution x0 7! x(⌧),
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Rewriting further
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one thus finds the FT
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↵
= e��F/(kBT ) (1.153a)

where

�F = F (�⌧ , T )� F (�0, T ) (1.153b)

The FT (1.153) states that, in principle, one can estimate free energy di↵erences by measur-
ing work W . In this context, it should be noted however that, in practice, the exponential
average

⌦
e�W/(kBT )

↵
is di�cult to sample as direct estimators su↵er from slow convergence.

Furthermore, using Jensen’s inequality

hexi � ehxi (1.154)

we find

e��F/(kBT ) =
⌦
e�W/(kBT )

↵
� eh�W/(kBT )i

which is equivalent to the Clausius inequality

�F  hW i, (1.155)

i.e., the average work provides an upper bound for the free energy di↵erence.
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Furthermore, using Jensen’s inequality22

hexi � ehxi (1.154)

22Jensens’s inequality states that, if �(x) is convex then

E[�(X)] � �(E[X])

Proof: Let L(x) = a + bx be a line, tangent to �(x) at the point x⇤ = E[X]. Since � is convex, we have
�(x) � L(x). Hence

E[�(X)] � E[L(X)] = a+ bE[X] = L(E[X]) = �(E[X])
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Z
dx⌧

����
@x⌧

@x0

����
�1

e�H(x⌧ ;�⌧ )/(kBT )

=
1

Z(�0, T )

Z
dx⌧ e�H(x⌧ ;�⌧ )/(kBT )

=
Z(�⌧ , T )

Z(�0, T )
(1.151)

Here, we have used Liouville’s theorem, which states that the phase volume is conserved
under a purely Hamiltonian evolution x0 7! x(⌧),

����
@x⌧

@x0

���� = 1 (1.152)

Rewriting further

⌦
e�W/(kBT )

↵
= exp

⇢
kBT

kBT
ln


Z(�⌧ , T )

Z(�0, T )

��

= exp

⇢
� 1

kBT
[�kBT lnZ(�⌧ , T )� (�kBT ) lnZ(�0, T )]

�

one thus finds the FT

⌦
e�W/(kBT )

↵
= e��F/(kBT ) (1.153a)

where

�F = F (�⌧ , T )� F (�0, T ) (1.153b)

The FT (1.153) states that, in principle, one can estimate free energy di↵erences by measur-
ing work W . In this context, it should be noted however that, in practice, the exponential
average

⌦
e�W/(kBT )

↵
is di�cult to sample as direct estimators su↵er from slow convergence.

Furthermore, using Jensen’s inequality

hexi � ehxi (1.154)

we find

e��F/(kBT ) =
⌦
e�W/(kBT )

↵
� eh�W/(kBT )i

which is equivalent to the Clausius inequality

�F  hW i, (1.155)

i.e., the average work provides an upper bound for the free energy di↵erence.
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⌦
e�W/(kBT )

↵
� eh�W/(kBT )i

which is equivalent to the Clausius inequality

�F  hW i, (1.155)

i.e., the average work provides an upper bound for the free energy di↵erence.
Finally, we still note that

P[W < �F � ✏] :=

Z �F�✏

�1
dW ⇢(W )


Z �F�✏

�1
dW ⇢(W ) e(�F�✏�W )/(kBT )

 e(�F�✏)/(kBT )

Z 1

�1
dW ⇢(W ) e�W/(kBT )

= e(�F�✏)/(kBT )
⌦
e�W/(kBT )

↵

= e�✏/(kBT ) (1.156)

That is, the probability that a certain realization W violates the Clausius relation by an
amount ✏ is exponentially small.
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