1 Learning Goals

1. Know the definition of a discrete random variable.
2. Know the Bernoulli, binomial, and geometric distributions and examples of what they model.
3. Be able to describe the probability mass function and cumulative distribution function using tables and formulas.
4. Be able to construct new random variables from old ones.
5. Know how to compute expected value (mean).

2 Random Variables

This topic is largely about introducing some useful terminology, building on the notions of sample space and probability function. The key words are

1. Random variable
2. Probability mass function (pmf)
3. Cumulative distribution function (cdf)

2.1 Recap

A discrete sample space $\Omega$ is a finite or listable set of outcomes $\{\omega_1, \omega_2 \ldots\}$. The probability of an outcome $\omega$ is denoted $P(\omega)$.

An event $E$ is a subset of $\Omega$. The probability of an event $E$ is $P(E) = \sum_{\omega \in E} P(\omega)$.

2.2 Random variables as payoff functions

Example 1. A game with 2 dice.

Roll a die twice and record the outcomes as $(i, j)$, where $i$ is the result of the first roll and $j$ the result of the second. We can take the sample space to be

$$\Omega = \{(1,1), (1,2), (1,3), \ldots, (6,6)\} = \{(i,j) \mid i,j = 1, \ldots 6\}.$$  

The probability function is $P(i, j) = 1/36$. 

In this game, you win $500 if the sum is 7 and lose $100 otherwise. We give this payoff function the name $X$ and describe it formally by

$$X(i, j) = \begin{cases} 
500 & \text{if } i + j = 7 \\
-100 & \text{if } i + j \neq 7.
\end{cases}$$

**Example 2.** We can change the game by using a different payoff function. For example

$$Y(i, j) = ij - 10.$$ 

In this example if you roll (6, 2) then you win $2. If you roll (2, 3) then you win -$4 (i.e., lose $4).

**Question:** Which game is the better bet?

**answer:** We will come back to this once we learn about expectation.

These payoff functions are examples of random variables. A random variable assigns a number to each outcome in a sample space. More formally:

**Definition:** Let $\Omega$ be a sample space. A discrete random variable is a function

$$X : \Omega \to \mathbb{R}$$

that takes a discrete set of values. (Recall that $\mathbb{R}$ stands for the real numbers.)

Why is $X$ called a random variable? It’s ‘random’ because its value depends on a random outcome of an experiment. And we treat $X$ like we would a usual variable: we can add it to other random variables, square it, and so on.

### 2.3 Events and random variables

For any value $a$ we write $X = a$ to mean the event consisting of all outcomes $\omega$ with $X(\omega) = a$.

**Example 3.** In Example 1 we rolled two dice and $X$ was the random variable

$$X(i, j) = \begin{cases} 
500 & \text{if } i + j = 7 \\
-100 & \text{if } i + j \neq 7.
\end{cases}$$

The event $X = 500$ is the set $\{(1,6), (2,5), (3,4), (4,3), (5,2), (6,1)\}$, i.e. the set of all outcomes that sum to 7. So $P(X = 500) = 1/6$.

We allow $a$ to be any value, even values that $X$ never takes. In Example 1, we could look at the event $X = 1000$. Since $X$ never equals 1000 this is just the empty event (or empty set)

$$'X = 1000' = \{\} = \emptyset \quad P(X = 1000) = 0.$$
2.4 Probability mass function and cumulative distribution function

It gets tiring and hard to read and write \( P(X = a) \) for the probability that \( X = a \). When we know we’re talking about \( X \) we will simply write \( p(a) \). If we want to make \( X \) explicit we will write \( p_X(a) \). We spell this out in a definition.

**Definition:** The **probability mass function (pmf)** of a discrete random variable is the function \( p(a) = P(X = a) \).

**Note:**
1. We always have \( 0 \leq p(a) \leq 1 \).
2. We allow \( a \) to be any number. If \( a \) is a value that \( X \) never takes, then \( p(a) = 0 \).

**Example 4.** Let \( \Omega \) be our earlier sample space for rolling 2 dice. Define the random variable \( M \) to be the maximum value of the two dice:

\[
M(i, j) = \text{max}(i, j).
\]

For example, the roll (3,5) has maximum 5, i.e. \( M(3, 5) = 5 \).

We can describe a random variable by listing its possible values and the probabilities associated to these values. For the above example we have:

| value \( a \): 1 2 3 4 5 6 | pmf \( p(a) \): 1/36 3/36 5/36 7/36 9/36 11/36 |

For example, \( p(2) = 3/36 \).

**Question:** What is \( p(8) \)?  **Answer:** \( p(8) = 0 \).

**Think:** What is the pmf for \( Z(i, j) = i + j \)? Does it look familiar?

2.5 Events and inequalities

Inequalities with random variables describe events. For example \( X \leq a \) is the set of all outcomes \( \omega \) such that \( X(\omega) \leq a \).

**Example 5.** If our sample space is the set of all pairs of \( (i, j) \) coming from rolling two dice and \( Z(i, j) = i + j \) is the sum of the dice then

\[
Z \leq 4 = \{(1,1), (1,2), (1,3), (2,1), (2,2), (3,1)\}
\]

2.6 The cumulative distribution function (cdf)

**Definition:** The **cumulative distribution function (cdf)** of a random variable \( X \) is the function \( F \) given by \( F(a) = P(X \leq a) \). We will often shorten this to distribution function.

**Note well** that the definition of \( F(a) \) uses the symbol less than or equal. This will be important for getting your calculations exactly right.

**Example.** Continuing with the example \( M \), we have

<table>
<thead>
<tr>
<th>value ( a ): 1 2 3 4 5 6</th>
<th>pmf ( p(a) ): 1/36 3/36 5/36 7/36 9/36 11/36</th>
</tr>
</thead>
<tbody>
<tr>
<td>cdf ( F(a) ): 1/36 4/36 9/36 16/36 25/36 36/36</td>
<td></td>
</tr>
</tbody>
</table>
$F(a)$ is called the cumulative distribution function because $F(a)$ gives the total probability that accumulates by adding up the probabilities $p(b)$ as $b$ runs from $-\infty$ to $a$. For example, in the table above, the entry $16/36$ in column 4 for the cdf is the sum of the values of the pmf from column 1 to column 4. In notation:

As events: ‘$M \leq 4$’ = \{1, 2, 3, 4\};  \quad F(4) = P(M \leq 4) = 1/36+3/36+5/36+7/36 = 16/36.

Just like the probability mass function, $F(a)$ is defined for all values $a$. In the above example, $F(8) = 1$, $F(-2) = 0$, $F(2.5) = 4/36$, and $F(\pi) = 9/36$.

### 2.7 Graphs of $p(a)$ and $F(a)$

We can visualize the pmf and cdf with graphs. For example, let $X$ be the number of heads in 3 tosses of a fair coin:

<table>
<thead>
<tr>
<th>value $a$: 0 1 2 3</th>
<th>pmf $p(a)$: 1/8 3/8 3/8 1/8</th>
</tr>
</thead>
<tbody>
<tr>
<td>cdf $F(a)$: 1/8 4/8 7/8 1</td>
<td></td>
</tr>
</tbody>
</table>

The colored graphs show how the cumulative distribution function is built by accumulating probability as $a$ increases. The black and white graphs are the more standard presentations.
pmf and cdf for the maximum of two dice (Example 4)

Histograms: Later we will see another way to visualize the pmf using histograms. These require some care to do right, so we will wait until we need them.

2.8 Properties of the cdf $F$

The cdf $F$ of a random variable satisfies several properties:

1. $F$ is non-decreasing. That is, its graph never goes down, or symbolically if $a \leq b$ then $F(a) \leq F(b)$.

2. $0 \leq F(a) \leq 1$.

3. $\lim_{a \to \infty} F(a) = 1$, $\lim_{a \to -\infty} F(a) = 0$.

In words, (1) says the cumulative probability $F(a)$ increases or remains constant as $a$ increases, but never decreases; (2) says the accumulated probability is always between 0 and 1; (3) says that as $a$ gets very large, it becomes more and more certain that $X \leq a$ and as $a$ gets very negative it becomes more and more certain that $X > a$.

Think: Why does a cdf satisfy each of these properties?

3 Specific Distributions

3.1 Bernoulli Distributions

Model: The Bernoulli distribution models one trial in an experiment that can result in either success or failure. This is the most important distribution is also the simplest. A random variable $X$ has a Bernoulli distribution with parameter $p$ if:

\[ F(a) = \begin{cases} 
0 & \text{if } a < 0 \\
n & \text{if } 0 \leq a < 1 \\
1 & \text{if } a \geq 1 
\end{cases} \]

where $p = \Pr(X = 1)$.
1. $X$ takes the values 0 and 1.
2. $P(X = 1) = p$ and $P(X = 0) = 1 - p$.

We will write $X \sim \text{Bernoulli}(p)$ or $\text{Ber}(p)$, which is read “$X$ follows a Bernoulli distribution with parameter $p$” or “$X$ is drawn from a Bernoulli distribution with parameter $p$”.

A simple model for the Bernoulli distribution is to flip a coin with probability $p$ of heads, with $X = 1$ on heads and $X = 0$ on tails. The general terminology is to say $X$ is 1 on success and 0 on failure, with success and failure defined by the context.

Many decisions can be modeled as a binary choice, such as votes for or against a proposal. If $p$ is the proportion of the voting population that favors the proposal, then the vote of a random individual is modeled by a Bernoulli($p$).

Here are the table and graphs of the pmf and cdf for the Bernoulli($1/2$) distribution and below that for the general Bernoulli($p$) distribution.

### Table, pmf and cdf for the Bernoulli($1/2$) distribution

<table>
<thead>
<tr>
<th>value $a$</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>pmf $p(a)$</td>
<td>$1/2$</td>
<td>$1/2$</td>
</tr>
<tr>
<td>cdf $F(a)$</td>
<td>$1/2$</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table, pmf and cdf for the Bernoulli($p$) distribution

<table>
<thead>
<tr>
<th>values $a$</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>pmf $p(a)$</td>
<td>$1-p$</td>
<td>$p$</td>
</tr>
<tr>
<td>cdf $F(a)$</td>
<td>$1-p$</td>
<td>1</td>
</tr>
</tbody>
</table>

### 3.2 Binomial Distributions

The binomial distribution Binomial($n,p$), or Bin($n,p$), models the number of successes in $n$ independent Bernoulli($p$) trials.

There is a hierarchy here. A single Bernoulli trial is, say, one toss of a coin. A single binomial trial consists of $n$ Bernoulli trials. For coin flips the sample space for a Bernoulli trial is $\{H, T\}$. The sample space for a binomial trial is all sequences of heads and tails of length $n$. Likewise a Bernoulli random variable takes values 0 and 1 and a binomial random variables takes values 0, 1, 2, …, $n$.

**Example 6.** Binomial($1,p$) is the same as Bernoulli($p$).
Example 7. The number of heads in \(n\) flips of a coin with probability \(p\) of heads follows a Binomial(\(n, p\)) distribution.

We describe \(X \sim \text{Binomial}(n, p)\) by giving its values and probabilities. For notation we will use \(k\) to mean an arbitrary number between 0 and \(n\).

We remind you that \(\binom{n}{k} = \frac{n!}{k! (n-k)!}\) is the number of ways to choose \(k\) things out of a collection of \(n\) things and it has the formula

\[
\binom{n}{k} = \frac{n!}{k! (n-k)!}.
\] (1)

(It is also called a binomial coefficient.) Here is a table for the pmf of a Binomial(\(n, k\)) random variable. We will explain how the binomial coefficients enter the pmf for the binomial distribution after a simple example.

<table>
<thead>
<tr>
<th>values (a):</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>\cdots</th>
<th>(k)</th>
<th>\cdots</th>
<th>(n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pmf (p(a)):</td>
<td>((1-p)^n)</td>
<td>(\binom{n}{1} p(1-p)^{n-1})</td>
<td>(\binom{n}{2} p^2(1-p)^{n-2})</td>
<td>(\cdots)</td>
<td>(\binom{n}{k} p^k(1-p)^{n-k})</td>
<td>(\cdots)</td>
<td>(p^n)</td>
</tr>
</tbody>
</table>

Example 8. What is the probability of 3 or more heads in 5 tosses of a fair coin?

**answer:** The binomial coefficients associated with \(n = 5\) are

\[
\binom{5}{0} = 1, \quad \binom{5}{1} = \frac{5!}{1!4!} = \frac{5 \cdot 4 \cdot 3 \cdot 2 \cdot 1}{4 \cdot 3 \cdot 2 \cdot 1} = 5, \quad \binom{5}{2} = \frac{5!}{2!3!} = \frac{5 \cdot 4 \cdot 3 \cdot 2 \cdot 1}{2 \cdot 1 \cdot 3 \cdot 2 \cdot 1} = \frac{5 \cdot 4}{2} = 10,
\]

and similarly

\[
\binom{5}{3} = 10, \quad \binom{5}{4} = 5, \quad \binom{5}{5} = 1.
\]

Using these values we get the following table for \(X \sim \text{Binomial}(5,p)\).

<table>
<thead>
<tr>
<th>values (a):</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>pmf (p(a)):</td>
<td>((1-p)^5)</td>
<td>(5p(1-p)^4)</td>
<td>(10p^2(1-p)^3)</td>
<td>(10p^3(1-p)^2)</td>
<td>(5p^4(1-p))</td>
<td>(p^5)</td>
</tr>
</tbody>
</table>

We were told \(p = 1/2\) so

\[
P(X \geq 3) = 10 \left(\frac{1}{2}\right)^3 \left(\frac{1}{2}\right)^2 + 5 \left(\frac{1}{2}\right)^4 \left(\frac{1}{2}\right)^1 + \left(\frac{1}{2}\right)^5 = \frac{16}{32} = \frac{1}{2}.
\]

**Think:** Why is the value of 1/2 not surprising?

### 3.3 Explanation of the binomial probabilities

For concreteness, let \(n = 5\) and \(k = 2\) (the argument for arbitrary \(n\) and \(k\) is identical.) So \(X \sim \text{binomial}(5,p)\) and we want to compute \(p(2)\). The long way to compute \(p(2)\) is to list all the ways to get exactly 2 heads in 5 coin flips and add up their probabilities. The list has 10 entries:

HHTTT, HTHTT, HTTHT, HTHHT, THHTT, THTHT, THTTH, TTHHT, TTHHT, TTTTH
Each entry has the same probability of occurring, namely
\[ p^2(1-p)^3. \]

This is because each of the two heads has probability \( p \) and each of the 3 tails has probability \( 1-p \). Because the individual tosses are independent we can multiply probabilities. Therefore, the total probability of exactly 2 heads is the sum of 10 identical probabilities, i.e. \( p(2) = 10p^2(1-p)^3 \), as shown in the table.

This guides us to the shorter way to do the computation. We have to count the number of sequences with exactly 2 heads. To do this we need to choose 2 of the tosses to be heads and the remaining 3 to be tails. The number of such sequences is the number of ways to choose 2 out of 5 things, that is \( \binom{5}{2} \). Since each such sequence has the same probability, \( p^2(1-p)^3 \), we get the probability of exactly 2 heads \( p(2) = \binom{5}{2}p^2(1-p)^3 \).

Here are some binomial probability mass function (here, frequency is the same as probability).

### 3.4 Geometric Distributions

A geometric distribution models the number of tails before the first head in a sequence of coin flips (Bernoulli trials).

**Example 9.** (a) Flip a coin repeatedly. Let \( X \) be the number of tails before the first heads. So, \( X \) can equal 0, i.e. the first flip is heads, 1, 2, \ldots. In principle it take any nonnegative integer value.

(b) Give a flip of tails the value 0, and heads the value 1. In this case, \( X \) is the number of 0’s before the first 1.
(c) Give a flip of tails the value 1, and heads the value 0. In this case, $X$ is the number of 1’s before the first 0.

(d) Call a flip of tails a success and heads a failure. So, $X$ is the number of successes before the first failure.

(e) Call a flip of tails a failure and heads a success. So, $X$ is the number of failures before the first success.

You can see this models many different scenarios of this type. The most neutral language is the number of tails before the first head.

**Formal definition.** The random variable $X$ follows a geometric distribution with parameter $p$ if

- $X$ takes the values 0, 1, 2, 3, \ldots
- its pmf is given by $p(k) = P(X = k) = (1 - p)^k p$.

We denote this by $X \sim \text{geometric}(p)$ or $\text{geo}(p)$. In table form we have:

<table>
<thead>
<tr>
<th>value</th>
<th>pmf $p(a)$:</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>\ldots</th>
<th>$k$</th>
<th>\ldots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p$</td>
<td>$(1 - p) p$</td>
<td>$(1 - p)^2 p$</td>
<td>$(1 - p)^3 p$</td>
<td>\ldots</td>
<td>$(1 - p)^k p$</td>
<td>\ldots</td>
<td></td>
</tr>
</tbody>
</table>

Table: $X \sim \text{geometric}(p)$: $X =$ the number of 0s before the first 1.

We will show how this table was computed in an example below.

The geometric distribution is an example of a discrete distribution that takes an infinite number of possible values. Things can get confusing when we work with successes and failure since we might want to model the number of successes before the first failure or we might want the number of failures before the first success. To keep straight things straight you can translate to the neutral language of the number of tails before the first heads.

![pmf and cdf for the geometric(1/3) distribution](image)

**Example 10.** Computing geometric probabilities. Suppose that the inhabitants of an island plan their families by having babies until the first girl is born. Assume the probability of having a girl with each pregnancy is 0.5 independent of other pregnancies, that all babies survive and there are no multiple births. What is the probability that a family has $k$ boys?
answer: In neutral language we can think of boys as tails and girls as heads. Then the
number of boys in a family is the number of tails before the first heads.

Let’s practice using standard notation to present this. So, let $X$ be the number of boys in
a (randomly-chosen) family. So, $X$ is a geometric random variable. We are asked to find
$p(k) = P(X = k)$. A family has $k$ boys if the sequence of children in the family from oldest
to youngest is

$$BBB...BG$$

with the first $k$ children being boys. The probability of this sequence is just the product
of the probability for each child, i.e. $(1/2)^k \cdot (1/2) = (1/2)^{k+1}$. (Note: The assumptions of
equal probability and independence are simplifications of reality.)

Think: What is the ratio of boys to girls on the island?

More geometric confusion. Another common definition for the geometric distribution is the
number of tosses until the first heads. In this case $X$ can take the values 1, i.e. the first
flip is heads, 2, 3, . . . . This is just our geometric random variable plus 1. The methods of
computing with it are just like the ones we used above.

3.5 Uniform Distribution

The uniform distribution models any situation where all the outcomes are equally likely.

$$X \sim \text{uniform}(N).$$

$X$ takes values 1, 2, 3, . . . , $N$, each with probability $1/N$. We have already seen this distribu-
tion many times when modeling to fair coins ($N = 2$), dice ($N = 6$), birthdays ($N = 365$),
and poker hands ($N = \binom{52}{5}$).

3.6 Discrete Distributions Applet

The applet at [http://mathlets.org/mathlets/probability-distributions/](http://mathlets.org/mathlets/probability-distributions/)gives a dy-
namic view of some discrete distributions. The graphs will change smoothly as you move
the various sliders. Try playing with the different distributions and parameters.

This applet is carefully color-coded. Two things with the same color represent the same or
closely related notions. By understanding the color-coding and other details of the applet,
you will acquire a stronger intuition for the distributions shown.

3.7 Other Distributions

There are a million other named distributions arising is various contexts. We don’t expect
you to memorize them (we certainly have not!), but you should be comfortable using a
resource like Wikipedia to look up a pmf. For example, take a look at the info box at the
box lists many (surely unfamiliar) properties in addition to the pmf.
4 Arithmetic with Random Variables

We can do arithmetic with random variables. For example, we can add subtract, multiply or square them.

There is a simple, but extremely important idea for counting. It says that if we have a sequence of numbers that are either 0 or 1 then the sum of the sequence is the number of 1s.

**Example 11.** Consider the sequence with five 1s

\[1, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0.\]

It is easy to see that the sum of this sequence is 5 the number of 1s.

We illustrates this idea by counting the number of heads in \(n\) tosses of a coin.

**Example 12.** Toss a fair coin \(n\) times. Let \(X_j\) be 1 if the \(j\)th toss is heads and 0 if it’s tails. So, \(X_j\) is a Bernoulli(1/2) random variable. Let \(X\) be the total number of heads in the \(n\) tosses. Assuming the tosses are independence we know \(X \sim \text{binomial}(n, 1/2)\). We can also write

\[X = X_1 + X_2 + X_3 + \ldots + X_n.\]

Again, this is because the terms in the sum on the right are all either 0 or 1. So, the sum is exactly the number of \(X_j\) that are 1, i.e. the number of heads.

The important thing to see in the example above is that we’ve written the more complicated binomial random variable \(X\) as the sum of extremely simple random variables \(X_j\). This will allow us to manipulate \(X\) algebraically.

**Think:** Suppose \(X\) and \(Y\) are independent and \(X \sim \text{binomial}(n, 1/2)\) and \(Y \sim \text{binomial}(m, 1/2)\). What kind of distribution does \(X + Y\) follow? (Answer: binomial\((n + m, 1/2)\). Why?)

**Example 13.** Suppose \(X\) and \(Y\) are independent random variables with the following tables.

<table>
<thead>
<tr>
<th>Values of (X)</th>
<th>(x): 1 2 3 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>pmf (p_X(x)):</td>
<td>1/10 2/10 3/10 4/10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Values of (Y)</th>
<th>(y): 1 2 3 4 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>pmf (p_Y(y)):</td>
<td>1/15 2/15 3/15 4/15 5/15</td>
</tr>
</tbody>
</table>

Check that the total probability for each random variable is 1. Make a table for the random variable \(X + Y\).

**answer:** The first thing to do is make a two-dimensional table for the product sample space consisting of pairs \((x, y)\), where \(x\) is a possible value of \(X\) and \(y\) one of \(Y\). To help do the computation, the probabilities for the \(X\) values are put in the far right column and those for \(Y\) in the bottom row. Because \(X\) and \(Y\) are independent the probability for \((x, y)\) pair is just the product of the individual probabilities.
The diagonal stripes show sets of squares where $X + Y$ is the same. All we have to do to compute the probability table for $X + Y$ is sum the probabilities for each stripe.

$X + Y$ values: 2 3 4 5 6 7 8 9

PMF: 1/150 4/150 10/150 20/150 30/150 34/150 31/150 20/150

When the tables are too big to write down we’ll need to use purely algebraic techniques to compute the probabilities of a sum. We will learn how to do this in due course.

5 Expected Value

In the R reading questions for this lecture, you simulated the average value of rolling a die many times. You should have gotten a value close to the exact answer of 3.5. To motivate the formal definition of the average, or expected value, we first consider some examples.

**Example 14.** Suppose we have a six-sided die marked with five 3’s and one 6. (This was the red one from our non-transitive dice.) What would you expect the average of 6000 rolls to be?

**Answer:** If we knew the value of each roll, we could compute the average by summing the 6000 values and dividing by 6000. Without knowing the values, we can compute the expected average as follows.

Since there are five 3’s and one six we expect roughly 5/6 of the rolls will give 3 and 1/6 will give 6. Assuming this to be exactly true, we have the following table of values and counts:

<table>
<thead>
<tr>
<th>Value</th>
<th>3</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Counts</td>
<td>5000</td>
<td>1000</td>
</tr>
</tbody>
</table>
The average of these 6000 values is then
\[
\frac{5000 \cdot 3 + 1000 \cdot 6}{6000} = \frac{5}{6} \cdot 3 + \frac{1}{6} \cdot 6 = 3.5
\]
We consider this the expected average in the sense that we ‘expect’ each of the possible values to occur with the given frequencies.

**Example 15.** We roll two standard 6-sided dice. You win $1000 if the sum is 2 and lose $100 otherwise. How much do you expect to win on average per trial?

**answer:** The probability of a 2 is 1/36. If you play \(N\) times, you can ‘expect’ \(\frac{1}{36} \cdot N\) of the trials to give a 2 and \(\frac{35}{36} \cdot N\) of the trials to give something else. Thus your total expected winnings are
\[
1000 \cdot \frac{N}{36} - 100 \cdot \frac{35N}{36}.
\]
To get the expected average per trial we divide the total by \(N\):
\[
\text{expected average} = 1000 \cdot \frac{1}{36} - 100 \cdot \frac{35}{36} = -69.44.
\]
**Think:** Would you be willing to play this game one time? Multiple times?

Notice that in both examples the sum for the expected average consists of terms which are a value of the random variable times its probability. This leads to the following definition.

**Definition:** Suppose \(X\) is a discrete random variable that takes values \(x_1, x_2, \ldots, x_n\) with probabilities \(p(x_1), p(x_2), \ldots, p(x_n)\). The **expected value** of \(X\) is denoted \(E(X)\) and defined by
\[
E(X) = \sum_{j=1}^{n} p(x_j) x_j = p(x_1)x_1 + p(x_2)x_2 + \ldots + p(x_n)x_n.
\]

**Notes:**

1. The expected value is also called the **mean** or **average** of \(X\) and often denoted by \(\mu\) (“mu”).

2. As seen in the above examples, the expected value need not be a possible value of the random variable. Rather it is a weighted average of the possible values.

3. Expected value is a **summary statistic**, providing a measure of the location or central tendency of a random variable.

4. If all the values are equally probable then the expected value is just the usual average of the values.

**Example 16.** Find \(E(X)\) for the random variable \(X\) with table:

<table>
<thead>
<tr>
<th>values of (X)</th>
<th>1</th>
<th>3</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>pmf</td>
<td>1/6</td>
<td>1/6</td>
<td>2/3</td>
</tr>
</tbody>
</table>

**answer:** \(E(X) = \frac{1}{6} \cdot 1 + \frac{1}{6} \cdot 3 + \frac{2}{3} \cdot 5 = \frac{24}{6} = 4\)
**Example 17.** Let $X$ be a Bernoulli($p$) random variable. Find $E(X)$.

**answer:** $X$ takes values 1 and 0 with probabilities $p$ and $1 - p$, so

$$E(X) = p \cdot 1 + (1 - p) \cdot 0 = p.$$ 

**Important:** This is an important example. Be sure to remember that the expected value of a Bernoulli($p$) random variable is $p$.

**Think:** What is the expected value of the sum of two dice?

### 5.1 Mean and center or mass

You may have wondered why we use the name ‘probability mass function’. Here’s the reason: if we place an object of mass $p(x_j)$ at position $x_j$ for each $j$, then $E(X)$ is the position of the center of mass. Let’s recall the latter notion via an example.

**Example 18.** Suppose we have two masses along the $x$-axis, mass $m_1 = 500$ at position $x_1 = 3$ and mass $m_2 = 100$ at position $x_2 = 6$. Where is the center of mass?

**answer:** Intuitively we know that the center of mass is closer to the larger mass.

![Diagram of two masses](image)

From physics we know the center of mass is

$$\bar{x} = \frac{m_1 x_1 + m_2 x_2}{m_1 + m_2} = \frac{500 \cdot 3 + 100 \cdot 6}{600} = 3.5.$$ 

We call this formula a ‘weighted’ average of the $x_1$ and $x_2$. Here $x_1$ is weighted more heavily because it has more mass.

Now look at the definition of expected value $E(X)$. It is a weighted average of the values of $X$ with the weights being probabilities $p(x_i)$ rather than masses! We might say that “The expected value is the point at which the distribution would balance”. Note the similarity between the physics example and Example 1.

### 5.2 Algebraic properties of $E(X)$

When we add, scale or shift random variables the expected values do the same. The shorthand mathematical way of saying this is that $E(X)$ is linear.

1. If $X$ and $Y$ are random variables on a sample space $\Omega$ then

$$E(X + Y) = E(X) + E(Y)$$

2. If $a$ and $b$ are constants then

$$E(aX + b) = aE(X) + b.$$ 

We will think of $aX + b$ as scaling $X$ by $a$ and shifting it by $b$. 
Before proving these properties, let’s consider a few examples.

**Example 19.** Roll two dice and let \( X \) be the sum. Find \( E(X) \).

**answer:** Let \( X_1 \) be the value on the first die and let \( X_2 \) be the value on the second die. Since \( X = X_1 + X_2 \) we have \( E(X) = E(X_1) + E(X_2) \). Earlier we computed that \( E(X_1) = E(X_2) = 3.5 \), therefore \( E(X) = 7 \).

**Example 20.** Let \( X \sim \text{binomial}(n,p) \). Find \( E(X) \).

**answer:** Recall that \( X \) models the number of successes in \( n \) Bernoulli(\( p \)) random variables, which we’ll call \( X_1, \ldots, X_n \). The key fact, which we highlighted in the previous reading for this class, is that \( X = \sum_{j=1}^{n} X_j \).

Now we can use the Algebraic Property (1) to make the calculation simple.

\[
X = \sum_{j=1}^{n} X_j \implies E(X) = \sum_{j} E(X_j) = \sum_{j} p = np.
\]

We could have computed \( E(X) \) directly as

\[
E(X) = \sum_{k=0}^{n} kp(k) = \sum_{k=0}^{n} k \binom{n}{k} p^k (1-p)^{n-k}.
\]

It is possible to show that the sum of this series is indeed \( np \). We think you’ll agree that the method using Property (1) is much easier.

**Example 21.** (For infinite random variables the mean does not always exist.) Suppose \( X \) has an infinite number of values according to the following table

<table>
<thead>
<tr>
<th>values ( x ):</th>
<th>2</th>
<th>2^2</th>
<th>2^3</th>
<th>\ldots</th>
<th>2^k</th>
<th>\ldots</th>
</tr>
</thead>
<tbody>
<tr>
<td>pmf ( p(x) ):</td>
<td>1/2</td>
<td>1/2^2</td>
<td>1/2^3</td>
<td>\ldots</td>
<td>1/2^k</td>
<td>\ldots</td>
</tr>
</tbody>
</table>

Try to compute the mean.

**answer:** The mean is

\[
E(X) = \sum_{k=1}^{\infty} 2^k \frac{1}{2^k} = \sum_{k=1}^{\infty} 1 = \infty.
\]

The mean does not exist! This can happen with infinite series.

### 5.3 Proofs of the algebraic properties of \( E(X) \)

The proof of Property (1) is simple, but there is some subtlety in even understanding what it means to add two random variables. Recall that the value of random variable is a number determined by the outcome of an experiment. To add \( X \) and \( Y \) means to add the values of \( X \) and \( Y \) for the same outcome. In table form this looks like:

<table>
<thead>
<tr>
<th>outcome ( \omega ):</th>
<th>( \omega_1 )</th>
<th>( \omega_2 )</th>
<th>( \omega_3 )</th>
<th>\ldots</th>
<th>( \omega_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>value of ( X ):</td>
<td>( x_1 )</td>
<td>( x_2 )</td>
<td>( x_3 )</td>
<td>\ldots</td>
<td>( x_n )</td>
</tr>
<tr>
<td>value of ( Y ):</td>
<td>( y_1 )</td>
<td>( y_2 )</td>
<td>( y_3 )</td>
<td>\ldots</td>
<td>( y_n )</td>
</tr>
<tr>
<td>value of ( X + Y ):</td>
<td>( x_1 + y_1 )</td>
<td>( x_2 + y_2 )</td>
<td>( x_3 + y_3 )</td>
<td>\ldots</td>
<td>( x_n + y_n )</td>
</tr>
<tr>
<td>prob. ( P(\omega) ):</td>
<td>( P(\omega_1) )</td>
<td>( P(\omega_2) )</td>
<td>( P(\omega_3) )</td>
<td>\ldots</td>
<td>( P(\omega_n) )</td>
</tr>
</tbody>
</table>
The proof of (1) follows immediately:

\[ E(X + Y) = \sum (x_i + y_i)P(\omega_i) = \sum x_iP(\omega_i) + \sum y_iP(\omega_i) = E(X) + E(Y). \]

The proof of Property (2) only takes one line.

\[ E(aX + b) = \sum p(x_i)(ax_i + b) = a \sum p(x_i)x_i + b \sum p(x_i) = aE(X) + b. \]

The \( b \) term in the last expression follows because \( \sum p(x_i) = 1. \)

**Example 22.** Mean of a geometric distribution

Let \( X \sim \text{geo}(p) \). Recall this means \( X \) takes values \( k = 0, 1, 2, \ldots \) with probabilities \( p(k) = (1 - p)^k p \). (\( X \) models the number of tails before the first heads in a sequence of Bernoulli trials.) The mean is given by

\[ E(X) = \frac{1 - p}{p}. \]

To see this requires a clever trick. Mathematicians love this sort of thing and we hope you are able to follow the logic. In this class we will not ask you to come up with something like this on an exam.

Here’s the trick.: to compute \( E(X) \) we have to sum the infinite series

\[ E(X) = \sum_{k=0}^{\infty} k(1 - p)^k p. \]

Here is the trick. We know the sum of the geometric series: \( \sum_{k=0}^{\infty} x^k = \frac{1}{1 - x}. \)

Differentiate both sides: \( \sum_{k=0}^{\infty} kx^{k-1} = \frac{1}{(1 - x)^2}. \)

Multiply by \( x \): \( \sum_{k=0}^{\infty} kx^k = \frac{x}{(1 - x)^2}. \)

Replace \( x \) by \( 1 - p \): \( \sum_{k=0}^{\infty} k(1 - p)^k = \frac{1 - p}{p^2}. \)

Multiply by \( p \): \( \sum_{k=0}^{\infty} k(1 - p)^k p = \frac{1 - p}{p}. \)

This last expression is the mean.

\[ E(X) = \frac{1 - p}{p}. \]

**Example 23.** Flip a fair coin until you get heads for the first time. What is the expected number of times you flipped tails?

**Answer:** The number of tails before the first head is modeled by \( X \sim \text{geo}(1/2) \). From the previous example \( E(X) = \frac{1/2}{1/2} = 1 \). This is a surprisingly small number.
Example 24. Michael Jordan, the greatest basketball player ever, made 80% of his free throws. In a game what is the expected number he would make before his first miss.

**answer:** Here is an example where we want the number of successes before the first failure. Using the neutral language of heads and tails: success is tails (probability $1 - p$) and failure is heads (probability $= p$). Therefore $p = .2$ and the number of tails (made free throws) before the first heads (missed free throw) is modeled by a $X \sim \text{geo}(.2)$. We saw in Example 22 that this is

$$E(X) = \frac{1 - p}{p} = \frac{.8}{.2} = 4.$$

5.4 Expected values of functions of a random variable

(The change of variables formula.)

If $X$ is a discrete random variable taking values $x_1, x_2, \ldots$ and $h$ is a function the $h(X)$ is a new random variable. Its expected value is

$$E(h(X)) = \sum_j h(x_j)p(x_j).$$

We illustrate this with several examples.

Example 25. Let $X$ be the value of a roll of one die and let $Y = X^2$. Find $E(Y)$.

**answer:** Since there are a small number of values we can make a table.

<table>
<thead>
<tr>
<th>$X$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>1</td>
<td>4</td>
<td>9</td>
<td>16</td>
<td>25</td>
<td>36</td>
</tr>
<tr>
<td>prob</td>
<td>1/6</td>
<td>1/6</td>
<td>1/6</td>
<td>1/6</td>
<td>1/6</td>
<td>1/6</td>
</tr>
</tbody>
</table>

Notice the probability for each $Y$ value is the same as that of the corresponding $X$ value. So,

$$E(Y) = E(X^2) = 1^2 \cdot \frac{1}{6} + 2^2 \cdot \frac{1}{6} + \ldots + 6^2 \cdot \frac{1}{6} = 15.167.$$

Example 26. Roll two dice and let $X$ be the sum. Suppose the payoff function is given by $Y = X^2 - 6X + 1$. Is this a good bet?

**answer:** We have

$$E(Y) = \sum_{j=2}^{12} (j^2 - 6j + 1)p(j),$$

where $p(j) = P(X = j)$.

We show the table, but really we’ll use R to do the calculation.

<table>
<thead>
<tr>
<th>$X$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>-7</td>
<td>-8</td>
<td>-7</td>
<td>-4</td>
<td>1</td>
<td>8</td>
<td>17</td>
<td>28</td>
<td>41</td>
<td>56</td>
<td>73</td>
</tr>
</tbody>
</table>

Here’s the R code I used to compute $E(Y) = 13.833$.

```r
x = 2:12
y = x^2 - 6*x + 1
p = c(1, 2, 3, 4, 5, 6, 5, 4, 3, 2, 1)/36
ave = sum(p*y)
```

It gave ave = 13.833.

To answer the question above: since the expected payoff is positive it looks like a bet worth taking.
Quiz: If $Y = h(X)$ does $E(Y) = h(E(X))$? \textbf{answer: NO!!!} This is not true in general!

Think: Is it true in the previous example?

Quiz: If $Y = 3X + 77$ does $E(Y) = 3E(X) + 77$?

\textbf{answer:} Yes. By property (2), scaling and shifting does behave like this.