On the Optimality and Sub-optimality of PCA in Spiked Random Matrix Models: supplementary proofs
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A Behavior near criticality

In Gaussian Wigner settings where we have established contiguity for all \( \lambda < 1 \), it is natural to ask whether the spiked and unspiked models remain contiguous for a sequence \( \lambda = 1 + \delta_n \) with \( \delta_n \to 0 \) (here \( \delta_n \) may be positive or negative). However, this is never the case; it is possible to consistently distinguish the models in this critical case. By adding additional GOE noise, we can reduce to the case \( \lambda = 1 - \varepsilon \) for arbitrary fixed \( \varepsilon > 0 \) (perhaps taking a tail of the sequence). It is known [Johnstone and Onatski, 2015] that (regardless of the spike prior) the hypothesis testing error (sum of type I and type II errors) in this case tends to 0 as \( \varepsilon \to 0 \); thus the minimum hypothesis testing error in the original problem cannot be bounded away from zero.

A similar result for the positively-spiked (\( \beta > 0 \)) Wishart model follows from Onatski et al. [2013]: if \( \gamma \) is fixed and \( \beta = \sqrt{\gamma} + \delta_n \) with \( \delta_n \to 0 \) then it is possible to consistently distinguish the spiked and unspiked models. (We expect the analogous result to hold for \( \beta < 0 \) but to the best our knowledge this has not been proven.)

B Bounds on hypothesis testing

For both the Gaussian Wigner and Wishart models, for the spherical prior (or equivalently, limited to spectral-based tests) the optimal tradeoff curve (power envelope) between type I and type II error is known exactly in the \( n \to \infty \) limit [Onatski et al., 2013, Johnstone and Onatski, 2015]. For other priors, one can apply the optimal spectral-based test from above to obtain an upper bound; however, better tests (which do not depend only on the spectrum) may be possible.
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In many cases we can use Proposition 2.5 to obtain lower bounds (which do not match the upper bound above). First note that Proposition 2.5 is still valid (in the \( n \to \infty \) limit) in cases when we have used the conditional second moment. (This is because if \( Q_n \) is obtained from \( Q_n \) by conditioning on a \((1 - o(1))\)-probability event, asymptotic hypothesis testing bounds for \( Q_n \) against \( P_n \) imply the same bounds for \( Q_n \) against \( P_n \).)

For the Gaussian Wigner model, Theorem 3.10 (subgaussian method for i.i.d. priors) and Theorem D.2 (conditioning method) both give the limit value (as \( n \to \infty \)) of the (conditional) second moment, and in fact the value is \((1 - \lambda^2)^{-1/2}\) in both of these cases. Therefore, any time we have used one of those two methods, we obtain asymptotic hypothesis testing bounds from Proposition 2.5. This applies to, for instance, the i.i.d. Gaussian, Rademacher, and sparse Rademacher priors. The same bounds also hold for the spherical prior (although the exact asymptotic power envelope is known in this case) because the comparison method of Proposition 3.13 preserves the value of the second moment.

For the Wishart model, suppose we have a prior for which we know the Wigner second moment has limit value \((1 - \lambda^2)^{-1/2}\) (as above). Furthermore, suppose we have a Wishart lower bound for this prior via Theorem 5.7, using the Wigner second moment to control the small deviations (i.e. condition (i) of Theorem 5.7 holds). From the proof of Theorem 5.7, the limit value of the Wishart (conditional) second moment is determined by the small deviations of Section 5.5.2; the remaining large deviations contribute \( o(1) \). We see from Section 5.5.2 that the asymptotic value of the small deviations is bounded by the value of the Wigner second moment with \( \lambda^2 = -\log(1 - \varepsilon^2 \beta^2)/\gamma \varepsilon^2 \to \beta^2/\gamma \) as \( \varepsilon \to 0 \). Therefore the limsup of the Wishart (conditional) second moment is at most \((1 - \beta^2/\gamma)^{-1/2}\), which yields hypothesis testing bounds via Proposition 2.5.

C Alternative proof for spherically-spiked Wigner

Here we give an alternative proof of Corollary 3.14. The proof deals with the second moment directly rather than comparing to the i.i.d. Gaussian prior.

Corollary 3.14 Consider the spherical prior \( X_{sph} \). If \( \lambda < 1 \) then \( GWig(\lambda, X_{sph}) \) is contiguous to \( GWig(0) \).

Proof. By symmetry, we reduce the second moment to

\[
\mathbb{E}_{x,x'} \exp \left( \frac{n \lambda^2}{2} (x, x')^2 \right) = \mathbb{E}_x \exp \left( \frac{n \lambda^2}{2} (x, e_1)^2 \right) = \mathbb{E}_{x_1} \exp \left( \frac{n \lambda^2}{2} x_1^2 \right),
\]

where \( e_1 \) denotes the first standard basis vector. Note that the first coordinate \( x_1 \) of a point uniformly drawn from the unit sphere in \( \mathbb{R}^n \) is distributed proportionally to \((1 - x_1^2)^{(n-3)/2}\), so that its square \( y \) is distributed proportionally to \((1 - y)^{(n-3)/2} y^{-1/2}\). Hence \( y \) is distributed as \( \text{Beta} \left( \frac{n-1}{2}, \frac{n-1}{2} \right) \). The second moment is thus the moment generating function of \( \text{Beta} \left( \frac{n}{2}, \frac{n}{2} \right) \) evaluated at \( n \lambda^2 / 2 \), and as such, we have

\[
\mathbb{E}_{x_1} \left( \frac{dQ_n}{dP_n} \right)^2 = _1 F_1 \left( \frac{1}{2}, \frac{n}{2} ; \frac{\lambda^2 n}{2} \right),
\]

where \(_1 F_1 \) denotes the confluent hypergeometric function.

Suppose \( \lambda < 1 \). Equation 13.8.4 from DLMF grants us that, as \( n \to \infty \),

\[
_1 F_1 \left( \frac{1}{2}, \frac{n}{2} ; \frac{\lambda^2 n}{2} \right) = (1 + o(1)) \left( \frac{n}{2} \right)^{1/4} c^{2n/8} \left( \lambda^2 \sqrt{\frac{\zeta}{1 - \lambda^2}} U(0, \zeta \sqrt{n/2}) + \left( -\lambda^2 \sqrt{\frac{\zeta}{1 - \lambda^2}} + \sqrt{\frac{\zeta}{1 - \lambda^2}} \right) \frac{U(-1, \zeta \sqrt{n/2})}{\zeta \sqrt{n/2}} \right),
\]

where
where \( \zeta = \sqrt{2(\lambda^2 - 1 - 2\log \lambda)} \) and \( U \) is the parabolic cylinder function,
\[
(1 + o(1)) \left( \frac{n}{2} \right)^{1/4} e^{\zeta^2 n/8} \left( \zeta \right)^{\frac{\sqrt{\zeta}}{1 - \lambda^2}} \frac{e^{-\zeta^2 n/8(\zeta \sqrt{n/2})^{-1/2}}}{\zeta \sqrt{n/2}}.
\]

by Equation 12.9.1 from [DLMF],
\[
(1 + o(1))(1 - \lambda^2)^{-1/2},
\]
which is bounded as \( n \to \infty \), for all \( \lambda < 1 \). The result follows from Lemma 2.3.

\[\square\]

## D Conditioning method for Gaussian Wigner model

In this section we give the full details of the conditioning method for the Gaussian Wigner model. We assume that the prior is \( X = \text{iid}(\pi / \sqrt{n}) \) where \( \pi \) is a finitely-supported distribution on \( \mathbb{R} \) with mean zero and variance one.

The argument that we will use is based on [Banks et al., 2016], in particular their Proposition 5. Suppose \( \omega_n \) is a set of ‘good’ \( x \) values so that \( x \in \omega_n \) with probability \( 1 - o(1) \). Let \( Q_n = \text{GWig}_n(\lambda, X) \) and let \( P_n = \text{GWig}_n(0) \). Let \( X_n \) be the conditional distribution of \( X \) given \( \omega_n \). Let \( \hat{Q}_n = \text{GWig}_n(\lambda, \hat{X}) \). Our goal is to show \( Q_n \ll P_n \), from which it follows that \( Q_n \ll \hat{P}_n \) (see Lemma 2.4). If we let \( \Omega_n \) be the event that \( x \) and \( x' \) are both in \( \omega_n \), our second moment becomes

\[
\mathbb{E}_{\hat{P}_n} \left( \frac{d\hat{Q}_n}{dP_n} \right)^2 = \mathbb{E}_{\hat{X}, \hat{X}' \sim \hat{X}} \left[ \exp \left( \frac{n\lambda^2}{2} \langle \hat{x}, \hat{x}' \rangle^2 \right) \right] = (1 + o(1)) \mathbb{E}_{x, x' \sim X} \left[ 1_{\Omega_n} \exp \left( \frac{n\lambda^2}{2} \langle x, x' \rangle^2 \right) \right].
\]

Let \( \Sigma \subseteq \mathbb{R} \) (a finite set) be the support of \( \pi \), and let \( s = |\Sigma| \). We will index \( \Sigma \) by \(|s| = \{1, 2, \ldots, s\}\) and identify \( \pi \) with the vector of probabilities \( \pi \in \mathbb{R}^s \). For \( a, b \in \Sigma \), let \( N_{ab} \) denote the number of indices \( i \) for which \( x_i = a / \sqrt{n} \) and \( x_i' = b / \sqrt{n} \) (recall \( x_i \) is drawn from \( \pi / \sqrt{n} \)). Note that \( N \) follows a multinomial distribution with \( n \) trials, \( s^2 \) outcomes, and with probabilities given by \( \pi^\top \in \mathbb{R}^{s \times s} \). We have

\[
\frac{n\lambda^2}{2} \langle x, x' \rangle^2 = \frac{\lambda^2}{2n} \sum_{a, b \in \Sigma} abN_{ab} = \frac{\lambda^2}{2n} \sum_{a, b, a', b'} aba'b'N_{ab}N_{a'b'} = \frac{1}{n} N^\top AN
\]

where \( A \) is the \( s^2 \times s^2 \) matrix \( A_{ab, a'b'} = \frac{\lambda^2}{2} aba' b' \), and the quadratic form \( N^\top AN \) is computed by treating \( N \) as a vector of length \( s^2 \).

We are now in a position to apply Proposition 5 from [Banks et al., 2016]. Define \( Y = (N - n\bar{\pi}) / \sqrt{n} \). Let \( \Omega_n \) be the event defined in Appendix A of [Banks et al., 2016], which enforces that the empirical distributions of \( \sqrt{n}x \) and \( \sqrt{n}x' \) are close to \( \pi \); namely,

\[
\max_j \left| \sum_i N_{ij} - n\pi_{ij} \right| \leq \eta_n \quad \text{and} \quad \max_i \left| \sum_j N_{ij} - n\pi_i \right| \leq \eta_n
\]

where (for concreteness) \( \eta_n = \sqrt{n \log n} \).

Note that \( \bar{\pi} \) (treated as a vector of length \( s^2 \)) is in the kernel of \( A \) because \( \pi \) is mean-zero: the inner product between \( \bar{\pi} \) and the \((a, b)\) row of \( A \) is

\[
\sum_{a', b'} A_{ab, a'b'} \bar{\pi}_{a'b'} = \frac{\lambda^2}{2} \sum_{a', b'} aba'b' \bar{\pi}_{a'} \bar{\pi}_{b'} = \frac{\lambda^2}{2} ab \left( \sum_{a'} \pi_a' \right) \left( \sum_{b'} \pi_{b'} \right) = 0.
\]
Therefore we have $\frac{1}{n}N^T AN = Y^T AY$ and so we can write our second moment as $(1+o(1))E[\Omega_n, \exp(Y^T AY)]$.

Let $\Delta_\alpha(\pi)$ denote the set of nonnegative vectors $\alpha \in \mathbb{R}^s$ with row- and column-sums prescribed by $\pi$, i.e. treating $\alpha$ as an $s \times s$ matrix, we have (for all $i$) that row $i$ and column $i$ of $\alpha$ each sum to $\pi_i$. Let $D(u,v)$ denote the KL divergence between two vectors: $D(u,v) = \sum_i u_i \log(u_i/v_i)$. For convenience, we restate Proposition 5 in Banks et al. [2016].

**Proposition D.1** (Banks et al. [2016], Proposition 5). Let $\pi \in \mathbb{R}^s$ be any vector of probabilities. Let $A$ be any $s^2 \times s^2$ matrix. Define $N, Y, \bar{\alpha}$, and $\Omega_n$ as above (depending on $\pi$). Let

$$m = \sup_{\alpha \in \Delta_\alpha(\pi)} \frac{(\alpha - \bar{\alpha})^\top A (\alpha - \bar{\alpha})}{D(\alpha, \bar{\alpha})}.$$ 

If $m < 1$ then $\lim_{n \to \infty} E[\Omega_n, \exp(Y^T AY)] = E[\exp(Z^T AZ)] < \infty$, where $Z \sim \mathcal{N}(0, \text{diag}(\bar{\alpha}) - \bar{\alpha}\bar{\alpha}^\top)$. If $m > 1$ then $\lim_{n \to \infty} E[\Omega_n, \exp(Y^T AY)] = \infty$.

We apply Proposition D.1 to our specific choice of $\pi$ and $A$:

**Theorem D.2** (conditioning method). Let $X = \text{iid}(\pi)$ where $\pi$ has mean zero, unit variance, and finite support $\Sigma \subseteq \mathbb{R}$ with $|\Sigma| = s$. Let $Q_n = \text{GWig}_n(\lambda, X)$, $\bar{Q}_n = \text{GWig}_n(\lambda, \bar{X})$, and $P_n = \text{GWig}_n(0)$. Define the $s \times s$ matrix $\beta_{ab} = ab$ for $a, b \in \Sigma$. Let

$$\bar{X} = \begin{bmatrix} \sup_{\alpha \in \Delta_\alpha(\pi)} \frac{\langle \alpha, \beta \rangle^2}{2D(\alpha, \bar{\alpha})} \end{bmatrix}^{-1/2}.$$ 

If $\lambda < \bar{X}$ then $\lim_{n \to \infty} E_{P_n} \left( d\bar{Q}_n / dP_n \right)^2 = (1 - \lambda^2)^{-1/2} < \infty$ and so $Q_n \ll P_n$. Conversely, if $\lambda > \bar{X}$ then $\lim_{n \to \infty} E_{P_n} \left( d\bar{Q}_n / dP_n \right)^2 = \infty$.

Note that this is a tight characterization of when the conditional second moment is bounded, but not necessarily of when contiguity holds.

The intuition behind this matrix optimization problem is the following. The matrix $\alpha$ represents the `type' of a pair of spikes $(x, x')$ in the sense that for any $a, b \in \Sigma$, $\alpha_{ab}$ is the fraction of entries $i$ for which $x_i = a$ and $x'_i = b$. A pair $(x, x')$ of type $\alpha$ contributes the value $\exp(\frac{n\lambda^2}{2} (\alpha, \beta)^2)$ to the second moment $\mathbb{E}_{x, x'} \exp\left( \frac{n\lambda^2}{2} (x, x')^2 \right)$. The probability (when $x, x' \sim \text{iid}(\pi/\sqrt{n})$) that a particular type $\alpha$ occurs is asymptotically $\exp(\pm nD(\alpha, \bar{\alpha}))$. Due to the exponential scaling, the second moment is dominated by the worst $\alpha$ value: the second moment is unbounded if there is some $\alpha$ such that $\frac{\lambda^2}{2} (\alpha, \beta)^2 > D(\alpha, \bar{\alpha})$ (This idea is often referred to as Laplace’s method or the saddle point method.) Rearranging this yields the optimization problem in the theorem. The fact that we are conditioning on `good' values of $x$ (that have close-to-typical proportions of entries) allows us to add the constraint $\alpha \in \Delta_\alpha(\pi)$. If we were not conditioning, we would have the same optimization problem over $\alpha \in \Delta_\alpha(\pi)$, which in some cases gives a worse threshold.

Unfortunately we do not have a good general technique to understand the value of the matrix optimization problem. However, in certain special cases we do. Namely, in Appendix E we show, for the sparse Rademacher prior, how to use symmetry to reduce the problem to only two variables so that it can be easily solved numerically. In other applications, closed form solutions to related optimization problems have been found [Achlioptas and Naor [2004], Banks et al. [2016]].

Above we have computed the limit value of the second moment in the case $\lambda < \bar{X}$ as follows. Defining $Z$ as in Proposition D.1 we have $(Z, \beta) \sim \mathcal{N}(0, \sigma^2)$ where

$$\sigma^2 = \beta^T \left( \text{diag}(\bar{\alpha}) - \bar{\alpha}\bar{\alpha}^\top \right) \beta = \sum_{ab} \beta_{ab}^2 \bar{\alpha}_{ab} + \left( \sum_{ab} \beta_{ab} \bar{\alpha}_{ab} \right)^2.$$
\[= \left( \sum_a a^2 \pi_a \right) \left( \sum_b b^2 \pi_b \right) + \left( \sum_a a \pi_a \sum_b b \pi_b \right)^2 = 1,\]

since \(\pi\) is mean-zero and unit-variance, and so

\[E[\exp(Z^\top AZ)] = E \left[ \exp \left( \frac{\lambda^2}{2} (Z, \beta)^2 \right) \right] = E \left[ \exp \left( \frac{\lambda^2}{2} \chi_1^2 \right) \right] = (1 - \lambda^2)^{-1/2}.

E Sparse Rademacher prior

In this section we give details for our results on the spiked Gaussian Wigner model with the i.i.d. sparse Rademacher prior: \(\text{iid}(\pi/\sqrt{n})\) where \(\pi = \sqrt{1/\rho} R(\rho)\) where \(R(\rho)\) is the sparse Rademacher distribution with sparsity \(\rho \in (0, 1]:\)

\[R(\rho) = \begin{cases} 
0 & \text{w.p. } 1 - \rho \\
+1 & \text{w.p. } \rho/2 \\
-1 & \text{w.p. } \rho/2 
\end{cases}.
\]

First we apply the subgaussian method (Theorem 3.10). The subgaussian constant \(\sigma^2\) for \(\pi\) needs to satisfy

\[\exp \left( \frac{1}{2} \sigma^2 t^2 \right) \geq \mathbb{E} \exp(t \pi) = 1 - \rho + \rho \cosh(t/\sqrt{\rho}) \tag{7}\]

for all \(t \in \mathbb{R}\) so the best (smallest) choice for \(\sigma^2\) is

\[(\sigma^*)^2 \triangleq \sup_{t \in \mathbb{R}} \frac{1}{t^2} \log \left[ 1 - \rho + \rho \cosh(t/\sqrt{\rho}) \right].\]

Recall that Theorem 3.10 (subgaussian method) gives contiguity for all \(\lambda < 1/\sigma^*\). We now show that for sufficiently large \(\rho\), we have \(\sigma^* = 1\), implying that PCA is tight:

**Proposition E.1.** When \(\rho \geq 1/3\), we have \(\sigma^* = 1\), yielding contiguity for all \(\lambda < 1\). On the other hand, if \(\rho < 1/3\), then \(\sigma^* > 1\).

**Proof.** We equivalently consider the following reformulation of (7):

\[\frac{1}{2} \sigma^2 t^2 \geq \log \left( 1 - \rho + \rho \cosh(t/\sqrt{\rho}) \right) \triangleq k_\rho(t). \tag{8}\]

Both sides of the inequality are even functions of \(t\), agreeing in value at \(t = 0\). When \(\sigma^2 < 1\), the inequality fails, by comparing their second-order behavior about \(t = 0\). When \(\sigma^2 = 1\) but \(\rho < 1/3\), the inequality fails, as the two sides have matching behavior up to third order, but \(k_\rho^{(3)}(0) = 3 - 1/\rho < 0\).

It remains to show that the inequality (8) does hold for \(\rho > 1/3\) and \(\sigma^2 = 1\). As the left and right sides agree to first order at \(t = 0\), and are both even functions, it suffices to show that for all \(t \geq 0\),

\[1 \geq k_\rho(t) = \frac{\rho + (1 - \rho) \cosh(t/\sqrt{\rho})}{(1 - \rho + \rho \cosh(t/\sqrt{\rho}))^2}.
\]

Completing the square for \(\cosh\), we have the equivalent inequality:

\[0 \geq 1 - 3\rho + \rho^2 + \left( \rho \cosh(t/\sqrt{\rho}) + \frac{(2\rho - 1)(1 - \rho)}{2\rho} \right)^2 - \frac{(2\rho - 1)^2(1 - \rho)^2}{4\rho^2}. \tag{9}\]

Note that \(\cosh\) is bounded below by 1; thus for \(\rho > 1/3\), the underbraced term (9) is nonnegative, and hence minimized in absolute value when \(t = 0\). It then suffices to show the above inequality in the case \(t = 0\), so that \(\cosh(t/\sqrt{\rho}) = 1\); but here the inequality is an equality, by simple algebra.
Using the conditioning method of Section 3.6, we will now improve the range of \( \rho \) for which PCA is optimal, although our argument here relies on numerical optimization.

**Example E.2.** Let \( \mathcal{X} \) be the sparse Rademacher prior iid(\( \sqrt{1/\rho} \mathcal{R}(\rho) \)). There exists a critical value \( \rho^* \approx 0.184 \) (numerically computed) such that if \( \rho \geq \rho^* \) and \( \lambda < 1 \) then GWig(\( \lambda, \mathcal{X} \)) is contiguous to GWig(0, \( \mathcal{X} \)). When \( \rho < \rho^* \) we are only able to show contiguity when \( \lambda < \lambda^*_\rho \) for some \( \lambda^*_\rho < 1 \).

**Details.** Consider the optimization problem of Theorem 3.16 (conditioning method). We will first use symmetry to argue that the optimal \( \alpha \) must take a simple form. Abbreviate the support of \( \pi \) as \{0, +, -\}. For a given \( \alpha \) matrix, define its complement by swapping + and -, e.g. swap \( \alpha_{+} \) with \( \alpha_{-} \) and swap \( \alpha_{--} \) with \( \alpha_{++} \). Note that if we average \( \alpha \) with its complement, the numerator \( (\alpha, \beta)^2 \) remains unchanged, the denominator \( D(\alpha, \bar{\alpha}) \) can only decrease, and the row- and column-sum constraints remain satisfied; this means the new solution is at least as good as the original \( \alpha \). Therefore we only need to consider \( \alpha \) values satisfying \( \alpha_{++} = \alpha_{--} \) and \( \alpha_{+-} = \alpha_{-+} \). Note that the remaining entries of \( \alpha \) are uniquely determined by the row- and column-sum constraints, and so we have reduced the problem to only two variables. It is now easy to solve the optimization problem numerically, say by grid search. \( \square \)

## F Proof of non-Gaussian Wigner lower bound

In this section we prove Theorem 4.3 and verify its hypotheses for spherical and i.i.d. priors.

**Theorem 4.3.** Under Assumption 3.5, \( \text{Wig}(\lambda, \mathcal{P}, \mathcal{P}_d, \mathcal{X}) \) is contiguous to \( \text{Wig}(0, \mathcal{P}, \mathcal{P}_d) \) for all \( \lambda < \lambda^*_\mathcal{X}/\sqrt{\mathcal{P}} \).

**Proof.** We begin by conditioning the prior \( \mathcal{X} \) on the high-probability events that \( \|x\|^2_q \leq \alpha_q n^{q-\frac{1}{2}} \) for \( q = 2, 4, 6, 8 \), and on the event that no entry of \( x \) exceeds \( 5 \sqrt{\log n/n} \), which is true with high probability by the subgaussian hypothesis; let \( \tilde{\mathcal{X}} \) be this conditioned prior. Hence if \( \text{Wig}(\lambda, \mathcal{P}, \tilde{\mathcal{X}}) \) is contiguous to \( \text{Wig}(0, \mathcal{P}) \) then so is \( \text{Wig}(\lambda, \mathcal{P}, \mathcal{P}_d, \mathcal{X}) \). Let \( Q_n = \text{Wig}_n(\lambda, \mathcal{P}, \mathcal{P}_d, \mathcal{X}) \), \( \tilde{Q}_n = \text{Wig}_n(\lambda, \mathcal{P}, \mathcal{P}_d, \tilde{\mathcal{X}}) \), and \( P_n = \text{Wig}_n(0, \mathcal{P}, \mathcal{P}_d) \).

For convenience, let \( p_{ij} \) denote \( p \) if \( i \neq j \) and \( p_d \) if \( i = j \), the density of the noise on the \( ij \) entry. Likewise let \( \tau_{ij} \) denote \( \tau \) or \( \tau_d \) as appropriate. We proceed from the second moment:

\[
\mathbb{E}_{P_n} \left( \frac{d\tilde{Q}_n}{dP_n} \right)^2 = \mathbb{E}_{Y \sim P_n} \left[ \mathbb{E}_{x, x' \sim \tilde{\mathcal{X}}} \prod_{i,j \leq n} \frac{p_{ij}(\sqrt{n}Y_{ij} - \lambda\sqrt{n}x_{ij}) p_{ij}(\sqrt{n}Y_{ij} - \lambda\sqrt{n}x'_{ij})}{p_{ij}(\sqrt{n}Y_{ij})} \right] \\
= \mathbb{E}_{x, x' \sim \tilde{\mathcal{X}}} \left[ \prod_{i,j \leq n} \mathbb{E}_{\sqrt{n}Y_{ij} \sim \mathcal{P}} \frac{p_{ij}(\sqrt{n}Y_{ij} - \lambda\sqrt{n}x_{ij}) p_{ij}(\sqrt{n}Y_{ij} - \lambda\sqrt{n}x'_{ij})}{p_{ij}(\sqrt{n}Y_{ij})} \right] \\
= \mathbb{E}_{x, x' \sim \tilde{\mathcal{X}}} \left[ \exp \left( \sum_{i,j} \tau_{ij}(\lambda\sqrt{n}x_{ij}, \lambda\sqrt{n}x'_{ij}) \right) \right].
\]

We will expand \( \tau \) and \( \tau_d \) using Taylor’s theorem, using the \( C^4 \) assumption:

\[
\tau(a, b) = \sum_{0 \leq k + \ell \leq 3} \frac{1}{(k + \ell)!} \frac{\partial^{k+\ell} \tau}{\partial a^k \partial b^\ell}(0, 0) a^k b^\ell + \sum_{k + \ell = 4} \frac{1}{4!} \left( \frac{\partial^4 \tau}{\partial a^k \partial b^\ell}(0, 0) + h_{k,\ell}(a, b) \right) a^k b^\ell
\]

\[
\tau_d(a, b) = \sum_{0 \leq k + \ell \leq 1} \frac{1}{(k + \ell)!} \frac{\partial^{k+\ell} \tau}{\partial a^k \partial b^\ell}(0, 0) a^k b^\ell + \sum_{k + \ell = 2} \frac{1}{2!} \left( \frac{\partial^2 \tau}{\partial a^k \partial b^\ell}(0, 0) + h_{d,k,\ell}(a, b) \right) a^k b^\ell
\]

for some remainder function \( h_{k,\ell}(a, b) \) tending to 0 as \( (a, b) \to (0, 0) \). As \( x \) and \( x' \) are entrywise \( O(\sqrt{\log n/n}) \), these remainder terms \( h_{k,\ell}(\lambda\sqrt{n}x_{ij}, \lambda\sqrt{n}x'_{ij}) \) are \( o(1) \) as \( n \to \infty \). Note that \( \tau(a, 0) = 0 = \tau(0, b) \), so that
the non-mixed partials of \( \tau \) vanish, and likewise for \( \tau_d \). We note also that \( \frac{\partial^2 \tau}{\partial \theta \partial \phi}(0, 0) = F_p \), the Fisher information defined above. Thus,

\[
\mathbb{E}\left( \frac{d\hat{Q}_n}{dP_n} \right)^2 = \mathbb{E} \left[ \exp \left( F_p \lambda^2 n \sum_{i<j} x_i x_j x_i' x_j' \right) \right.
\]

\[
+ \sum_{k+\ell=3, k,\ell>0} \mathbb{E} \exp \left( \frac{8}{\varepsilon} \frac{\partial^3 \tau}{\partial a^k \partial b^\ell} (0, 0) \frac{\lambda^3 n^{3/2}}{k! \ell!} \sum_{i<j} x_i^k x_j^\ell (x_i')^\ell (x_j')^\ell \right)
\]

\[
+ \sum_{k+\ell=4} \mathbb{E} \exp \left( \frac{8}{\varepsilon} \left( \frac{\partial^4 \tau}{\partial a^k \partial b^\ell} (0, 0) + o(1) \right) \frac{\lambda^4 n^2}{k! \ell!} \sum_{i<j} x_i^k x_j^\ell (x_i')^\ell (x_j')^\ell \right)
\]

\[
+ \left( \frac{\partial^2 \tau_d}{\partial a \partial b} (0, 0) + o(1) \right) \lambda^2 n \sum_i x_i^2 (x_i')^2 \right] .
\]

We can separate these four terms using a weighted AM–GM inequality. For all \( \varepsilon > 0 \):

\[
\mathbb{E}\left( \frac{d\hat{Q}_n}{dP_n} \right)^2 \leq \mathbb{E} \exp \left( (1 - \varepsilon)^{-1} F_p \lambda^2 n \sum_{i<j} x_i x_j x_i' x_j' \right)
\]

\[
+ \sum_{k+\ell=3, k,\ell>0} \mathbb{E} \exp \left( \frac{8}{\varepsilon} \frac{\partial^3 \tau}{\partial a^k \partial b^\ell} (0, 0) \frac{\lambda^3 n^{3/2}}{k! \ell!} \sum_{i<j} x_i^k x_j^\ell (x_i')^\ell (x_j')^\ell \right)
\]

\[
+ \sum_{k+\ell=4} \mathbb{E} \exp \left( \frac{8}{\varepsilon} \left( \frac{\partial^4 \tau}{\partial a^k \partial b^\ell} (0, 0) + o(1) \right) \frac{\lambda^4 n^2}{k! \ell!} \sum_{i<j} x_i^k x_j^\ell (x_i')^\ell (x_j')^\ell \right)
\]

\[
+ \mathbb{E} \exp \left( \frac{8}{\varepsilon} \left( \frac{\partial^2 \tau_d}{\partial a \partial b} (0, 0) + o(1) \right) \lambda^2 n \sum_i x_i^2 (x_i')^2 \right)
\]

so it suffices to control terms \([9][10][12]\) individually.

By hypothesis, \( \lambda < \lambda_X / \sqrt{F_p} \), implying that we can choose \( \varepsilon > 0 \) such that \( (1 - \varepsilon)^{-1} F_p \lambda^2 < (\lambda_X)^2 \). But \( X \) is dominated as a measure by \( (1 + o(1)) \lambda_X \); it follows that \( \lambda_X \leq \lambda_X \), and the first term \([9]\) is bounded.

We bound the second term \([10]\) using the subgaussian assumption:

\[
\mathbb{E} \left( \frac{d\hat{Q}_n}{dP_n} \right)^2 \leq 2 \mathbb{E} \exp \left( \frac{2\lambda^3 n^{3/2}}{\varepsilon} \frac{\partial^3 \tau}{\partial a^2 \partial b^\ell} (0, 0) (x^2, x')^2 \right)
\]

\[
= 2 \mathbb{E}_{x \sim X} \mathbb{E}_{x' \sim X} \exp(\langle v, x' \rangle^2)
\]

\[
= 2 \mathbb{E}_{x \sim X} (1 + o(1)) \mathbb{E}_{x' \sim X} \exp(\langle v, x' \rangle^2)
\]

where \( v = \sqrt{2/\varepsilon} \lambda^{3/2} n^{3/4} \sqrt{\frac{\partial^3 \tau}{\partial a^2 \partial b} (0, 0)} x^2 \). We thus have

\[
\|v\|^2_2 = \frac{2\lambda^3 n^{3/2}}{\varepsilon} \frac{\partial^3 \tau}{\partial a^2 \partial b} (0, 0) \|x\|^4_4 = O(n^{3/2}).
\]

By subgaussian hypothesis on \( X \), the inner expectation over \( x' \) is \( O(1) \), so that the overall term \([10]\) is bounded.
We bound the third term (11) using Cauchy–Schwarz:

\[
\begin{align*}
\text{(11)} & \leq \sum_{k=1}^{\infty} \mathbb{E} \exp \left( \frac{8 \lambda_2^2 n}{\varepsilon} \left( \frac{\partial^2 \tau_d}{\partial a \partial b} (0, 0) + o(1) \right) (x^2, (x')^2) \right) \\
& \leq \sum_{k=1}^{\infty} \mathbb{E} \exp \left( \frac{8 \lambda_2^2 n}{\varepsilon} \left( \frac{\partial^2 \tau_d}{\partial a \partial b} (0, 0) + o(1) \right) \|x\|^2 \|x'\|^2 \right) \\
& \leq \sum_{k=1}^{\infty} \mathbb{E} \exp \left( \frac{8 \lambda_2^2 n}{\varepsilon} \left( \frac{\partial^2 \tau_d}{\partial a \partial b} (0, 0) + o(1) \right) \alpha_k^2 n^{-1} \right)
\end{align*}
\]

due to the norm restrictions on prior \( \tilde{\mathcal{X}} \). This evidently remains bounded as \( n \to \infty \).

The fourth term proceeds similarly:

\[
\begin{align*}
\text{(12)} & \leq \mathbb{E} \exp \left( \frac{8 \lambda_2^2 n}{\varepsilon} \left( \frac{\partial^2 \tau_d}{\partial a \partial b} (0, 0) + o(1) \right) (x^2, (x')^2) \right) \\
& \leq \mathbb{E} \exp \left( \frac{8 \lambda_2^2 n}{\varepsilon} \left( \frac{\partial^2 \tau_d}{\partial a \partial b} (0, 0) + o(1) \right) \|x\|^2 \|x'\|^2 \right) \\
& \leq \mathbb{E} \exp \left( \frac{8 \lambda_2^2 n}{\varepsilon} \left( \frac{\partial^2 \tau_d}{\partial a \partial b} (0, 0) + o(1) \right) \alpha_k^2 n^{-1} \right)
\end{align*}
\]

which likewise remains bounded.

With the overall second moment \( \mathbb{E}_{\mathcal{P}_n} \left( \frac{dQ_{\mathcal{P}_n}}{dP_{\mathcal{P}_n}} \right)^2 \) bounded as \( n \to \infty \), the result follows from Lemma 2.4 \( \square \)

**Proposition 4.5** Conditions (i) and (ii) in Assumption 4.3 are satisfied for the spherical prior \( \mathcal{X}_{\text{sph}} \).

**Proof.** Note that one can sample \( x \sim \mathcal{X}_{\text{sph}} \) by first sampling \( y \sim \mathcal{N}(0, I_n) \) and then taking \( x = y/\|y\|_2 \). By Chebyshev, \( \|y\|_2 - n < n^{3/4} \) with probability \( 1 - o(1) \). For \( q \in \{4, 6, 8\} \), \( \|y\|_q \) has expectation \( n(q - 1)!! \) and variance

\[
n((2q - 1)!! - ((q - 1)!!))^2).
\]

Supposing that \( \|y\|_2^2 > n - n^{3/4} > n/2 \), which occurs with probability \( 1 - o(1) \), we have for any \( \alpha_q \) that

\[
\Pr[\|y\|_q > \alpha_q n^{1/2}] = \Pr[\|y\|_q > \alpha_q n^{1/2}]
\]

\[
= \Pr[\|y\|_q > \alpha_q n^{1/2}]
\]

\[
\leq \Pr[\|y\|_q > \alpha_q n^{1/2}]
\]

\[
\leq n((2q - 1)!! - ((q - 1)!!))^2,
\]

by Chebyshev. This probability is \( o(1) \) so long as we take \( \alpha_q^2 > 2^q(q - 1)!! \).

The spherical prior is appropriately subgaussian: the inner product \( \langle x, v \rangle \) is distributed as \( 2z - 1 \) with \( z \sim \text{Beta}(n/2, n/2) \), which is known to be \( O(1/n) \)-subgaussian (see e.g. Elder [2016]). \( \square \)

**Proposition 4.6** Consider an i.i.d. prior \( \mathcal{X} = \text{iid}(\pi \sqrt{n}) \) where \( \pi \) is zero-mean, unit-variance, and subgaussian with some constant \( \sigma^2 \). Then conditions (i) and (ii) in Assumption 4.3 are satisfied.
Therefore, taking $\varepsilon$ make the following assumptions on the spike prior $H$

Proof of pre-transformed PCA

$Y$ unspiked model then the detection problem becomes easy for any $\lambda > 0$.

**Proof.** Let $\mathcal{P}$ be a (mean-zero, unit-variance) distribution on $\mathbb{R}$ with a point mass: $\Pr_{w \sim \mathcal{P}}[w = c] = m$ for some $c$ and some $m > 0$. Let $\mathcal{P}_d$ be any distribution on $\mathbb{R}$. Let $\mathcal{X}$ be a spike prior such that for some $\delta > 0$ and $\alpha > 0$, with probability $1 - o(1)$, $x \sim \mathcal{X}_n$ satisfies both (i) $\|x\|_0 \geq \delta n$ and (ii) $|x_i| \leq n^{-1/4 - \alpha}$ $\forall i$. Then for any $\lambda > 0$, there exists a test that consistently distinguishes $\text{Wig}(\lambda, \mathcal{P}, \mathcal{P}_d, \mathcal{X})$ from $\text{Wig}(0, \mathcal{P}, \mathcal{P}_d)$.

Here, $\|x\|_0$ denotes the $l_0$ norm, i.e. the number of nonzero entries.

**Proof.** Let the test statistic $T(Y)$ be the fraction of entries of $Y$ that are exactly equal to $c / \sqrt{n}$. Under the unspiked model $Y \sim \text{Wig}(0, \mathcal{P}, \mathcal{P}_d)$, we have $T(Y) \rightarrow m$ in probability. Let $\varepsilon > 0$. Under the spiked model $Y \sim GWig(\lambda, \mathcal{P}, \mathcal{P}_d, \mathcal{X})$ we have with probability $1 - o(1)$ that at least $(\delta^2 - \varepsilon)n^2$ entries of $xx^\top$ lie in the set $[-n^{-1/2 - 2\alpha}, n^{-1/2 - 2\alpha}] \setminus \{0\}$. With probability $1 - o(1)$, at most $\varepsilon n^2$ of the corresponding entries of $Y$ take the value (exactly) $c / \sqrt{n}$ because by continuity of measure,

$$\lim_{d \rightarrow 0^+} \Pr_{w \sim \mathcal{P}}[w \in [c - d, c + d] \setminus \{c\}] = 0.$$

Therefore, taking $\varepsilon$ sufficiently small, we have $T(Y) \leq m - \varepsilon$ with probability $1 - o(1)$ and thus $T$ consistently distinguishes the spiked and unspiked models.

**H Proof of pre-transformed PCA**

In this section we prove our upper bound for the non-Gaussian Wigner model via pre-transformed PCA. We make the following assumptions on the spike prior $\mathcal{X}$ and the entrywise noise distribution $\mathcal{P}$.

**Assumption 4.7** Of the prior $\mathcal{X}$ we require (as usual) $\|x\| \rightarrow 1$ in probability, and we also assume that with probability $1 - o(1)$, all entries of $x$ are small: $|x_i| \leq n^{-1/2 + \alpha}$ for some fixed $\alpha < 1/8$. Of the noise $\mathcal{P}$, we assume the following:

(i) $\mathcal{P}$ has a non-vanishing $C^3$ density function $p(w) > 0$,

(ii) Letting $f(w) = -p'(w)/p(w)$, we have that $f$ and its first two derivatives are polynomially-bounded: there exists $C > 0$ and an even integer $m \geq 2$ such that $|f^{(\ell)}(w)| \leq C + w^m$ for all $0 \leq \ell \leq 2$.

(iii) With $m$ as in (ii), $\mathcal{P}$ has finite moments up to $5m$: $\text{E}[|\mathcal{P}|^k] < \infty$ for all $1 \leq k \leq 5m$.  


An important consequence of assumptions (ii) and (iii) is the following.

**Lemma H.1.** $\mathbb{E}|f^{(\ell)}(\mathcal{P})|^q < \infty$ for all $0 \leq \ell \leq 2$ and $1 \leq q \leq 5$. Likewise $\mathbb{E}|f^{(\ell)}(\mathcal{P}_d)|^q < \infty$ for all $0 \leq \ell \leq 2$ and $1 \leq q \leq 3$.

**Proof.** We demonstrate $\mathcal{P}$; then $\mathcal{P}_d$ follows identically. Using $|a + b|^q \leq |2a|^q + |2b|^q = 2^q(|a|^q + |b|^q)$ we have

$$\mathbb{E}|f^{(\ell)}(\mathcal{P})|^q \leq \mathbb{E}|C + \mathcal{P}^m|^q \leq 2^q(C^q + \mathbb{E}|\mathcal{P}|^q) < \infty.$$

The main theorem of this section is the following.

**Theorem 4.8.** Let $\lambda \geq 0$ and let $\mathcal{X}, \mathcal{P}$ satisfy Assumption 4.4. Let $\hat{Y} = \sqrt{n}Y$ where $Y$ is drawn from $\operatorname{Wig}(\lambda, \mathcal{P}, \mathcal{P}_d, \mathcal{X})$. Let $f(\hat{Y})$ denote entrywise application of the function $f(w) = -p'(w)/p(w)$ to $\hat{Y}$, except we define the diagonal entries of $f(\hat{Y})$ to be zero.

- If $\lambda \leq 1/\sqrt{F_P}$ then $\frac{1}{\sqrt{n}}\lambda_{\max}(f(\hat{Y})) \to 2\sqrt{F_P}$ as $n \to \infty$.
- If $\lambda > 1/\sqrt{F_P}$ then $\frac{1}{\sqrt{n}}\lambda_{\max}(f(\hat{Y})) \to \lambda F_P + \frac{1}{\lambda} > 2\sqrt{F_P}$ as $n \to \infty$ and furthermore the top (unit-norm) eigenvector $v$ of $f(\hat{Y})$ correlates with the spike: $\langle v, x \rangle^2 \geq (\lambda - 1/\sqrt{F_P})^2/\lambda^2 - o(1)$ with probability $1 - o(1)$.

Convergence is in probability. Here $\lambda_{\max}(\cdot)$ denotes the maximum eigenvalue.

Note that Lemma H.1 implies that the expectation defining $F_P$ is finite.

**Proof.** First we justify a local linear approximation of $f(\hat{Y}_{ij})$. For $i \neq j$, define the error term $\mathcal{E}_{ij}$ by

$$f(\hat{Y}_{ij}) = f(W_{ij}) + \lambda\sqrt{n}x_ix_jf'(W_{ij}) + \mathcal{E}_{ij}.$$  
(Define $\mathcal{E}_{ii} = 0$.) We will show that the operator norm of $\mathcal{E}$ is small: $\|\mathcal{E}\| = o(\sqrt{n})$ with probability $1 - o(1)$. Apply the mean-value form of the Taylor approximation remainder: $\mathcal{E}_{ij} = \frac{1}{2}f''(W_{ij} + e_{ij})\lambda^2nx_i^2x_j^2$ for some $|e_{ij}| \leq |\lambda\sqrt{n}x_ix_j|$. Bound the operator norm by the Frobenius norm:

$$\|\mathcal{E}\|^2 \leq \|\mathcal{E}\|''_k^2 = \frac{\lambda^4n^2}{4}\sum_{i \neq j}x_i^4x_j^4f''(W_{ij} + e_{ij})^2 \leq \frac{\lambda^4}{4}n^{8\alpha_0 - 2}\sum_{i \neq j}f''(W_{ij} + e_{ij})^2.$$  

Using the polynomial bound on $f''$ and the fact $|a + b|^k \leq 2^k(|a|^k + |b|^k)$, we have

$$f''(W_{ij} + e_{ij})^2 \leq (C + (W_{ij} + e_{ij})^m)^2 \leq 4C^2 + 4(W_{ij} + e_{ij})^{2m} \leq 4C^2 + 4\cdot 2^{2m}(W_{ij}^{2m} + e_{ij}^{2m}) \leq 4C^2 + 2^{2m+2}(W_{ij}^{2m} + \lambda^2\alpha n^{(4\alpha_1 - 1)m}) = 4C^2 + 2^{2m+2}W_{ij}^{2m} + o(1).$$

Using finite moments of $W_{ij} \sim \mathcal{P}$, it follows that $\mathbb{E}\left[\sum_{i \neq j}f''(W_{ij} + e_{ij})^2\right] = O(n^2)$, and so $\mathbb{E}\|\mathcal{E}\|^2 = O(n^{8\alpha_0})$.

Since $\alpha < 1/8$, Markov’s inequality now gives the desired result: with probability $1 - o(1)$, $\|\mathcal{E}\|^2 = o(n)$ and so $\|\mathcal{E}\| = o(\sqrt{n})$.

Our goal will be to show that $f(\hat{Y})$ is, up to small error terms, another spiked Wigner matrix. Toward this goal we define another error term: for $i \neq j$, let $\Delta_{ij} = \lambda\sqrt{n}x_ix_j(f'(W_{ij}) - \mathbb{E}[f'(W_{ij})])$, so that

$$f(\hat{Y}_{ij}) = f(W_{ij}) + \lambda\sqrt{n}x_ix_jE[f'(W_{ij})] + \mathcal{E}_{ij} + \Delta_{ij}. \tag{13}$$
(Define $\Delta_{ii} = 0$.) We will show that the operator norm of $\Delta$ is small: $\|\Delta\| = o(\sqrt{n})$ with probability $1 - o(1)$. Let $A_{ij} = f'(W_{ij}) - \mathbb{E}[f'(W_{ij})]$ so that $\Delta_{ij} = \lambda\sqrt{n}x_ix_jA_{ij}$. (Define $A_{ii} = 0$.) We have $\|\Delta\| \leq \lambda n^{-1/2 + 2\alpha}\|A\|$ because for any unit vector $y$,

$$y^\top\Delta y = \sum_{i,j}\lambda\sqrt{n}x_ix_jA_{ij}y_iy_j \leq \sum_{i,j}\lambda\sqrt{n}x_iy_i$$

$$\leq \lambda\sqrt{n}\|A\| \cdot \|y\|^2 \leq \lambda n^{-1/2 + 2\alpha}\|A\| \cdot \|y\| = \lambda n^{-1/2 + 2\alpha}\|A\|.$$
Note that $A$ is a Wigner matrix (i.e. a symmetric matrix with off-diagonal entries i.i.d.) and so $\|A\| = \mathcal{O}(\sqrt{n})$ with probability $1 - o(1)$. This follows from [Pizzo et al. 2013] Theorem 1.1, provided we can check that each entry of $A$ has finite fifth moment. But this follows from Lemma [H.1]

$$E|A_{ij}|^5 \leq 2^5 (E|f'(W_{ij})|^{\frac{5}{2}} + |E[f'(W_{ij})]|^{\frac{5}{2}}) < \infty.$$  

Now we have $\|\Delta\| = \mathcal{O}(n^{2\alpha}) = o(\sqrt{n})$ with probability $1 - o(1)$ as desired.

From [13] we now have that, up to small error terms, $f(\tilde{Y})$ is another spiked Wigner matrix:

$$f(\tilde{Y}) = f(W) + \lambda \sqrt{n} E[f'(P)] xx^\top + \mathcal{E} + \Delta - \delta$$

where (to take care of the diagonal) we define $f(W)_{ii} = 0, \delta_{ij} = 0$, and $\delta_{ii} = \lambda \sqrt{n} E[f'(P)] x_i^2$. Note that the final error term $\delta$ is also small: $\|\delta\| \leq \|\delta\|_F = \mathcal{O}(n^{2\alpha}) = o(\sqrt{n})$. We now have

$$\frac{1}{\sqrt{n}} \lambda_{\text{max}}(f(\tilde{Y})) = \lambda_{\text{max}} \left( \frac{1}{\sqrt{n}} f(W) + \lambda \frac{E[f'(P)]}{x x^\top} \right) + o(1)$$

and so the theorem follows from known results on the spectrum of spiked Wigner matrices, namely Theorem 1.1 from [Pizzo et al. 2013]. We need to check the following details. First note that the Wigner matrix $f(W)$ has off-diagonal i.i.d. entries that are centered:

$$E[f(W_{ij})] = \int_{-\infty}^{\infty} -\frac{p'(w)}{p(w)} p(w) dw = p(-\infty) - p(\infty) = 0.$$  

Each off-diagonal entry of $f(W)$ has variance $E[f(W_{ij})^2] = F_P$. The rank-1 deformation $\lambda E[f'(P)] xx^\top$ has top eigenvalue $\lambda E[f'(P)] \cdot \|x\|^2$. Recall that $\|x\|^2 \rightarrow 1$ in probability. Also,

$$f'(w) = \frac{d}{dw} -\frac{p'(w)}{p(w)} = -\frac{p''(w)p(w) - p'(w)^2}{p(w)^2}$$

and so

$$E[f'(P)] = \int_{-\infty}^{\infty} \left[ -p''(w) + \frac{p'(w)^2}{p(w)} \right] dw = \int_{-\infty}^{\infty} \frac{p'(w)^2}{p(w)} dw = F_P.$$  

Therefore the top eigenvalue of the rank-1 deformation converges in probability to $\lambda F_P$. By Lemma [H.1] the entries of $f(W)$ have finite fifth moment.

The desired convergence of the top eigenvalue now follows. It remains to show that when $\lambda > 1/\sqrt{F_P}$, the top eigenvalue of $f(\tilde{Y})$ correlates with the planted vector $x$. Let $v$ be the top eigenvector of $f(\tilde{Y})$ with $\|v\| = 1$. From above we have

$$v^\top \left( \frac{1}{\sqrt{n}} f(\tilde{Y}) \right) v = v^\top \left( \frac{1}{\sqrt{n}} f(W) \right) v + \lambda F_P (v, x)^2 + o(1).$$

We know $\frac{1}{\sqrt{n}} f(\tilde{Y})$ has top eigenvalue $\lambda F_P + 1/\lambda + o(1)$ and $\frac{1}{\sqrt{n}} f(W)$ has top eigenvalue $2\sqrt{F_P} + o(1)$, which yields

$$\langle v, x \rangle^2 \geq \frac{1}{\lambda F_P} (\lambda F_P + 1/\lambda - 2\sqrt{F_P}) - o(1) = \frac{(\lambda - 1/\sqrt{F_P})^2}{\lambda^2} - o(1).$$

**I  Proof of Theorem 5.3: MLE for Wishart with finite prior**

Note the following well-known Chernoff bound for the $\chi^2_k$ distribution:
Lemma I.1. For all $0 < z < 1$,
\[
\frac{1}{k} \log \Pr \left[ \chi_k^2 < zk \right] \leq \frac{1}{2} (1 - z + \log z).
\]
Similarly, for all $z > 1$,
\[
\frac{1}{k} \log \Pr \left[ \chi_k^2 > zk \right] \leq \frac{1}{2} (1 - z + \log z).
\]

We now prove the following theorem:

**Theorem 5.3.** Let $\beta \in (-1, \infty)$. Let $X_n$ be a spike prior supported on at most $c^n$ points, for some fixed $c > 0$. If
\[
2\gamma \log c < \beta - \log(1 + \beta)
\]
then there is a (computationally inefficient) procedure that distinguishes between the spiked Wishart model $\text{Wish}(\gamma, \beta, X)$ and the unspiked model $\text{Wish}(\gamma)$, with $o(1)$ probability of error.

Proof. First consider the case $\beta < 0$. Given a matrix $Y$, consider the test statistic
\[
T = \min_{v \in \text{supp}(X_n)} v^T Y v / \|v\|_2^2
\]
where $\text{supp}(X_n)$ denotes the support of $X_n$. Under $Y \sim \text{Wish}(\gamma, \beta, X)$ with true spike $x$, we have that $x^T Y x / \|x\|^2 \sim (1 + \beta \|x\|^2) \chi_N^2$, which converges in probability to $1 + \beta$ (since $\|x\| \to 1$ in probability). Hence, for any $\varepsilon > 0$, we have that $T < 1 + \beta + \varepsilon$ with probability $1 - o(1)$ under the spiked model $\text{Wish}(\gamma, \beta, X)$.

Let $\hat{\gamma} = n/N$ so that $\hat{\gamma} \to \gamma$. Under the unspiked model, we have
\[
\Pr[T \leq 1 + \beta + \varepsilon] \leq \sum_{v \in \text{supp}(X)} \Pr[v^T Y v / \|v\|^2 \leq 1 + \beta + \varepsilon]
\]
\[
\leq c^n \Pr \left[ \chi_N^2 \leq (1 + \beta + \varepsilon)N \right]
\]
\[
= \exp \left[ -N \left( \hat{\gamma} \log c + \frac{1}{N} \log \Pr \left[ \chi_N^2 \leq (1 + \beta + \varepsilon)N \right] \right) \right]
\]
\[
\leq \exp \left[ N \left( \hat{\gamma} \log c + \frac{1}{2} (1 - (1 + \beta + \varepsilon) + \log(1 + \beta + \varepsilon)) \right) \right] \text{ by Lemma I.1}
\]
This is $o(1)$ so long as
\[
2\gamma \log c - \beta - \varepsilon + \log(1 + \beta + \varepsilon) < 0.
\]
We can choose such $\varepsilon > 0$ precisely under the hypothesis of this theorem.

Hence, by thresholding the statistic $T$ at $1 + \beta + \varepsilon$, we obtain a hypothesis test that distinguishes $Y \sim \text{Wish}(\gamma, \beta, X)$ from $Y \sim \text{Wish}(\gamma)$, with probability $o(1)$ of error of either type.

The proof for the case $\beta > 0$ is similar, using instead the test statistic $T = \max_{v \in \text{supp}(X_n)} v^T Y v / \|v\|^2$ along with the upper tail bound for $\chi_k^2$.

\[\square\]

### J Basic properties of Wishart lower bound

In this section we give basic properties of the condition on $\gamma, \beta$ required by Theorem 5.7. Recall that this condition is $\gamma > \gamma^*$ where
\[
\gamma^* f_X(t) \geq F(\beta, t) \quad \forall t \in (0, 1)
\]
where
\[
F(\beta, t) \triangleq \frac{(1 + \beta) tw - t} {1 - t^2} + \frac{1}{2} \log \left( \frac{1 - w^2} {1 - t^2} \right)
\]
and
\[ w = \sqrt{A^2 + 1} - A \text{ with } A = \frac{1-t^2}{2(t+1)}. \]

We have the following properties of \( F(\beta, t), \) which can be shown using basic calculus.

- The \( t \to 0^+ \) and \( t \to 1^- \) limits of \( F(\beta, t) \) exist and so \( F(\beta, t) \) is defined and continuous in both variables on the domain \( \beta \in (-1, \infty), \ t \in [0, 1]. \) The boundary values are \( F(\beta, 0) = 0 \) and \( F(\beta, 1) = \frac{1}{2}(1 - \log(1 + \beta)). \)

- For any \( \beta \in (-1, \infty) \setminus \{0\}, \) \( F(\beta, t) \) is a strictly increasing function of \( t. \) In particular, \( F(\beta, t) \geq 0 \) with equality only at \( t = 0. \)

- For any \( \beta \in (-1, \infty), \) \( \lim_{t \to 0^+} \frac{\partial}{\partial t} F(\beta, t) = 0 \) and \( \lim_{t \to 0^+} \frac{\partial^2}{\partial t^2} F(\beta, t) = \beta^2. \)

We now give some lemmas that allow for a tradeoff between certain variables while keeping \([14]\) true. The first allows the rate function to be weakened slightly at the expense of increasing \( \gamma^* \) slightly.

**Lemma J.1.** Let \( \gamma^* > 0, \ \beta \in (-1, \infty) \setminus \{0\}, \) and \( \varepsilon > 0. \) Let \( f(t) \) be a function on \((0,1).\) If \( \gamma^* f(t) \geq F(\beta, t) \ \forall t \in (0,1) \) then there exists \( \delta > 0 \) such that \( (\gamma^* + \varepsilon) f(t(1-\delta)^2) \geq F(\beta, t) \ \forall t \in (0,1). \)

**Proof.** We have
\[
(\gamma^* + \varepsilon) f(t(1-\delta)^2)) \geq \frac{\gamma^* + \varepsilon}{\gamma^*} F(\beta, t(1-\delta)^2)
\]
so it is sufficient to show
\[
\frac{F(\beta, t)}{F(\beta, t(1-\delta)^2)} \leq \frac{\gamma^* + \varepsilon}{\gamma^*} \quad \forall t \in (0,1).
\]

For each \( t \in (0,1) \) there exists a maximal \( \delta = \delta(t) > 0 \) such that \([15]\) holds, and \( \delta(t) \) is a continuous function of \( t. \) We want to show that \( \delta(t) \) is bounded above 0, so we only need to check the limit \( t \to 0. \)

Since \( \lim_{t \to 0^+} F(\beta, t) = \lim_{t \to 0^+} \frac{\partial}{\partial t} F(\beta, t) = 0 \) and \( \lim_{t \to 0^+} \frac{\partial^2}{\partial t^2} F(\beta, t) = \beta^2 > 0 \) we have, using L'Hôpital's rule,
\[
\lim_{t \to 0^+} \frac{F(\beta, t)}{F(\beta, t(1-\delta)^2)} = \frac{1}{(1-\delta)^4}
\]
which can be made smaller than \( (\gamma^* + \varepsilon)/\gamma^* \) by taking \( \delta > 0 \) small enough. \( \square \)

The next lemma allows \( \beta \) to be increased slightly at the expense of increasing \( \gamma^* \) slightly.

**Lemma J.2.** Let \( \gamma^* > 0, \ \beta \in (-1, \infty) \setminus \{0\}, \) and \( \varepsilon > 0. \) Let \( f(t) \) be a function on \((0,1).\) If \( \gamma^* f(t) \geq F(\beta, t) \ \forall t \in (0,1) \) then there exists \( \delta > 0 \) such that \( (\gamma^* + \varepsilon) f(t(1+\delta)^2) \geq F(\beta(1+\delta)^2, t) \ \forall t \in (0,1). \)

**Proof.** We have
\[
(\gamma^* + \varepsilon) f(t) \geq \frac{\gamma^* + \varepsilon}{\gamma^*} F(\beta, t)
\]
so it is sufficient to show
\[
\frac{F(\beta(1+\delta)^2, t)}{F(\beta, t)} \leq \frac{\gamma^* + \varepsilon}{\gamma^*} \quad \forall t \in (0,1),
\]
or equivalently,
\[
\log F(\beta(1+\delta)^2, t) - \log F(\beta, t) \leq \log \left( \frac{\gamma^* + \varepsilon}{\gamma^*} \right).
\]
It is sufficient to have, for any fixed compact interval \( I \subseteq (-1, \infty) \) not containing zero, that \( |\frac{\partial}{\partial \beta} \log F(\beta, t)| \) is bounded by a constant, uniformly over all \( t \in (0,1) \) and \( \beta \in I. \) Since \( \frac{\partial}{\partial \beta} \log F(\beta, t) \) is defined and continuous in both variables (on the domain \( t \in (0,1) \) and \( \beta > -1), \) we only need to check the limit \( t \to 0. \) We have \( \lim_{t \to 0^+} \frac{\partial}{\partial \beta} \log F(\beta, t) = 2/\beta. \) \( \square \)
K Proof of Lemma 5.13

Here we show how to use the local Chernoff bound to bound the small deviations of the Wishart second moment. Letting $\gamma = n/N$ so that $\gamma \to \gamma$ we have

$$S(\varepsilon) = \mathbb{E}_{x,x' \sim \mathcal{X}} \exp \left( \frac{-n}{2\gamma} \log(1 - \beta^2 \langle x, x' \rangle^2) \right) \mathbb{1}_{(x,x')^2 \leq \varepsilon}$$

$$\leq \mathbb{E}_{x,x' \sim \mathcal{X}} \exp \left( \frac{-n}{2\gamma \varepsilon^2} \log(1 - \varepsilon^2 \beta^2) \langle x, x' \rangle^2 \right) \mathbb{1}_{(x,x')^2 \leq \varepsilon}$$

where we used the convexity of $\log(1 - \beta^2 t)$

$$= \int_0^\infty \Pr \left[ \exp \left( \frac{-n}{2\gamma \varepsilon^2} \log(1 - \varepsilon^2 \beta^2) \langle x, x' \rangle^2 \right) \mathbb{1}_{(x,x')^2 \leq \varepsilon} \geq u \right] du$$

$$= \int_0^\infty \Pr \left[ \langle x, x' \rangle^2 \leq \varepsilon \quad \text{and} \quad \exp \left( \frac{-n}{2\gamma \varepsilon^2} \log(1 - \varepsilon^2 \beta^2) \langle x, x' \rangle^2 \right) \geq u \right] du$$

$$= \int_0^\infty \Pr \left[ \langle x, x' \rangle^2 \leq \varepsilon \quad \text{and} \quad \langle x, x' \rangle^2 \geq t \right] \frac{-n}{2\gamma \varepsilon^2} \log(1 - \varepsilon^2 \beta^2) \exp \left( \frac{-n}{2\gamma \varepsilon^2} \log(1 - \varepsilon^2 \beta^2) t \right) dt$$

$$= \int_0^\varepsilon \frac{-Cn}{2\gamma \varepsilon^2} \log(1 - \varepsilon^2 \beta^2) \exp \left( -\frac{n}{2\gamma \varepsilon^2} \log(1 - \varepsilon^2 \beta^2) t \right) dt.$$

Using the identity $\int_0^\infty \log(1 - \alpha^2) dt = 1/\alpha$ (for $\alpha > 0$), the above is bounded provided we have $\varepsilon > 0$ and $\alpha > 0$ such that

$$f_x(\sqrt{t}) \geq \frac{1}{2\gamma \varepsilon^2} \log(1 - \varepsilon^2 \beta^2) t + c \alpha t \quad \forall t \in [0, \varepsilon].$$

Using the bound $\log t \geq 1 - 1/t$ we have $-\frac{1}{2\gamma \varepsilon^2} \log(1 - \varepsilon^2 \beta^2) \leq \frac{\beta^2}{1 - \varepsilon^2 \beta^2}$ and so it is sufficient to show

$$f_x(\sqrt{t}) \geq \left( \frac{\beta^2}{1 - \varepsilon^2 \beta^2} + \eta \right) t$$

for all $t \leq \varepsilon$, for some $\eta > 0$. But this can be derived from (14) as follows. With $\gamma > \gamma^*$ we have $f_x(\gamma) \geq F(\beta, t)$ for all $t \in (1, 0)$. Rewrite this as $f_x(\sqrt{t}) \geq F(\beta, \sqrt{t})/\gamma^*$ and compute $\lim_{t \to 0} \frac{\beta^2}{\gamma^*} F(\beta, \sqrt{t})/\gamma^* = \beta^2/2 \gamma^* > \beta^2/2 \gamma$.

L Comparison of priors and general case of Wishart lower bound

In the main text we have proven Theorem 5.7 in the special case that $\mathcal{X}$ is supported on unit vectors. Here we extend the proof to the general case where $\|x\| \to 1$ in probability. The same argument also yields a result for comparison of priors (Proposition L.1), similar to Proposition 3.13 for the Gaussian Wigner model.

Suppose that $\mathcal{X}, \beta, \gamma^*$ satisfy the assumptions of Theorem 5.7 and let $\gamma > \gamma^*$. Our goal is to show $\Pr(\gamma, \beta, \mathcal{X}) \leq \Pr(\gamma)$. Let $\delta > 0$ and let $\mathcal{X}$ be the conditional distribution of $x \sim \mathcal{X}$ given $1 - \delta \leq \|x\| \leq 1 + \delta$. Let $M(\gamma, \beta, \mathcal{X})$ denote the conditional Wishart second moment defined in Section 5.6. We will show that for $\delta$ small enough, $M(\gamma, \beta, \mathcal{X})$ is bounded, implying the desired result (via Lemma 2.4).

Let $\mathcal{X}$ be the distribution of $x \triangleq \frac{x}{\|x\|}$ with $x \sim \mathcal{X}$. The idea of the proof is to show that the assumptions of Theorem 5.7 are satisfied for $\mathcal{X}$ so that we can apply the basic ($\|x\| = 1$) version of the theorem (which we have already proven). Note that $f_{\mathcal{X}}(t) \triangleq f_{\mathcal{X}}(t(1 - \delta)^2)$ is a valid rate function for $\mathcal{X}$. This follows from

$$\Pr[\|\mathcal{X}, \mathcal{X}'\| \geq t] \leq \Pr[\|\mathcal{X}, \mathcal{X}'\| \geq t(1 - \delta)^2] \leq c \cdot \Pr[\|x, x'\| \geq t(1 - \delta)^2]$$
where \( c = 1 + o(1) \). We can take the lower bound (in Definition 5.4) to be \( b_{n, X} = -\frac{1}{2} \log c + b_{n, X}(t(1 - \delta)^2) \). If \( f_X \) admits a local Chernoff bound (condition (ii) of Theorem 5.7) then so does \( f_{\bar{X}} \).

As in the proof for the \( \|x\| = 1 \) case, we treat the small and large deviations separately. The parameter \( \alpha \) that separates the small (\( |\alpha| \in [0, \varepsilon] \)) and large (\( |\alpha| \in (\varepsilon, 1] \)) deviations is now defined with normalization: \( \alpha \triangleq (x, x')/(\|x\| \cdot \|x'\|) \).

### L.1 Small deviations

We have

\[
\mathbb{E}_{\tilde{x}, \tilde{x}' \sim \mathcal{X}} \left( 1 - \beta^2 \langle \tilde{x}, \tilde{x}' \rangle^2 \right)^{-N/2} \mathbb{I}_{\|\tilde{x} - \tilde{x}'\| \leq \varepsilon} \leq \mathbb{E}_{\mathcal{X}, \mathcal{X}' \sim \mathcal{X}} \left( 1 - \beta^2 (1 + \delta)^4 \langle \mathcal{X}, \mathcal{X}' \rangle^2 \right)^{-N/2} \mathbb{I}_{\|\mathcal{X} - \mathcal{X}'\| \leq \varepsilon},
\]

i.e. the small deviations of \( M(\gamma, \beta, \mathcal{X}) \) are bounded by the small deviations of \( M(\gamma, \beta(1 + \delta)^2, \mathcal{X}) \). Therefore it is sufficient to verify the conditions of Theorem 5.7 for \( \gamma, \beta(1 + \delta)^2, \bar{X} \).

First we show that if condition (i) \( \beta^2 / \gamma^* \leq (\lambda \lambda^*)^2 \) in Theorem 5.7 was satisfied for \( \gamma, \beta, \mathcal{X} \) then it is still satisfied for \( \gamma, \beta(1 + \delta)^2, \bar{X} \) (provided we allow an arbitrarily-small increase in \( \gamma^* \)). Since conditioning on a \((1 - o(1))\)-probability event can only increase the Wigner second moment by a \((1 + o(1))\) factor, we have \( \lambda^*_\mathcal{X} \geq \lambda^*_\mathcal{X} \). We also have

\[
\mathbb{E}_{\mathcal{X}, \mathcal{X}' \sim \mathcal{X}} \exp \left( \frac{n \lambda^2}{2} \langle \mathcal{X}, \mathcal{X}' \rangle^2 \right) \leq \mathbb{E}_{\tilde{x}, \tilde{x}' \sim \mathcal{X}} \exp \left( \frac{n \lambda^2}{2(1 - \delta)^2} \langle \tilde{x}, \tilde{x}' \rangle^2 \right)
\]

and so \( \lambda^*_\mathcal{X} \geq (1 - \delta) \lambda^*_\bar{X} \geq (1 - \delta) \lambda^*_\mathcal{X} \). Therefore by choosing \( \delta \) small enough we can find \( \gamma^* \) with \( \gamma^* < \gamma^* < \gamma \) such that \( \beta^2 (1 + \delta)^4 / \gamma^* \leq (\lambda \lambda^*)^2 \) as desired.

Now we check that (14) is satisfied for \( \gamma, \beta(1 + \delta)^2, \bar{X} \). We are guaranteed \( \gamma > \gamma^* \) with

\[
\gamma^* f_X(t) \geq F(\beta, t) \quad \forall t \in (0, 1).
\]

Our goal is to show (for sufficiently small \( \delta \)) \( \gamma > \gamma^* \) with

\[
\gamma^* f_X(t) \geq F(\beta + (1 + \delta)^2, t) \quad \forall t \in (0, 1).
\]

The proof of (17) follows from (16) by Lemmas 1.1 and 1.2. The first allows us to replace \( f_X \) by \( f_{\bar{X}} \) and the second allows us to increase \( \beta \) to \( \beta(1 + \delta)^2 \). Each of these changes comes at the expense of increasing \( \gamma^* \) (to \( \gamma^* \)) by an arbitrarily-small amount (which can be done such that \( \gamma > \gamma^* \)).

### L.2 Large deviations

We now consider the contribution to \( M(\gamma, \beta, \mathcal{X}) \) from \( |\alpha| \in [\varepsilon, 1 - \varepsilon] \). The contribution from \( |\alpha| \in (1 - \varepsilon, 1] \) can be handled similarly. We have

\[
\mathbb{E}_{\tilde{x}, \tilde{x}' \sim \mathcal{X}} \left[ \mathbb{I}_{|\alpha| \in [\varepsilon, 1 - \varepsilon]} \tilde{m}(\tilde{x}, \tilde{x}') \right]
\]

where

\[
\tilde{m}(\tilde{x}, \tilde{x}') \triangleq \mathbb{E}_{Y \sim P_n} \left( 1 + \beta \|\tilde{x}\|^2 \right)^{-N/2} \left( 1 + \beta \|\tilde{x}'\|^2 \right)^{-N/2} \exp \left( \frac{N}{2} \left( \frac{\beta}{1 + \beta \|\tilde{x}\|^2} \tilde{x}^\top Y \tilde{x} + \frac{\beta}{1 + \beta \|\tilde{x}'\|^2} \tilde{x}'^\top Y \tilde{x}' \right) \right) \mathbb{I}_{\Omega(\tilde{x}, Y) \Omega(\tilde{x}', Y)}
\]

\[
\leq \mathbb{E}_{Y \sim P_n} \left( 1 + \beta (1 - \delta)^2 \right)^{-N} \exp \left( \frac{N}{2} \left( \frac{\beta \|\tilde{x}\|^2}{1 + \beta \|\tilde{x}\|^2} \tilde{x}^\top Y \tilde{x} + \frac{\beta \|\tilde{x}'\|^2}{1 + \beta \|\tilde{x}'\|^2} \tilde{x}'^\top Y \tilde{x}' \right) \right) \mathbb{I}_{\Omega(\tilde{x}, Y) \Omega(\tilde{x}', Y)}
\]

where \( \tilde{x} = \tilde{x} / \|\tilde{x}\| \) and \( \tilde{x}' = \tilde{x}' / \|\tilde{x}'\| \). Note that \( \Omega(\tilde{x}, Y) \) can be written as \( \tilde{x}^\top Y \tilde{x} \in [(1 + \beta \|\tilde{x}\|^2)(1 - \delta), (1 + \beta \|\tilde{x}\|^2)(1 + \delta)] \). We can upper bound the resulting expression by replacing each instance of \( \|\tilde{x}\|^2 \) by either \( 1 + \delta \) or \( 1 - \delta \). Since only \( \tilde{x}, \tilde{x}' \) (and not \( \tilde{x}, \tilde{x}' \)) now appear, we have reduced to the original
case of the proof (since \( \| \mathbf{x} \| = \| \mathbf{x}' \| = 1 \)) but with the \( \beta \)'s replaced by slightly different constants; carrying through the proof as before yields the sufficient condition \( \gamma > \gamma^* \) with \( \gamma / F(t) \geq F(\beta, t) \) where for each \( t \), \( F_0(\beta, t) \) is continuous and \( [\varepsilon, 1 - \varepsilon] \) is compact, the convergence \( F_0(\beta, t) \) is uniform over \( t \in [\varepsilon, 1 - \varepsilon] \). Let \( \gamma^* > \hat{\gamma}^* \geq \gamma^* \). Then for any \( \gamma > \gamma^* \), \( \text{Wish}(\beta, \gamma, \mathcal{Y}) \leq \text{Wish}(0) \).

Proof. The proof is similar to the arguments above so we only give a sketch. We define modified priors \( \mathcal{X}, \mathcal{Y} \) as above and note that \( \mathcal{X} \) and \( \mathcal{Y} \) are the same. Since the conditions of Theorem 5.7 are satisfied for \( \mathcal{X} \), they are also satisfied for \( \mathcal{X} \) at the expense of an arbitrarily-small increase in \( \gamma^* \). We can then control the Wishart conditional second moment \( M(\gamma, \beta, \mathcal{Y}) \) by comparison to \( \mathcal{X} \) (i.e. \( \mathcal{Y} \)).

L.3 Comparison of similar priors

The same argument used above implies the following which may be of independent interest.

**Proposition L.1.** Let \( \mathcal{X} \) and \( \mathcal{Y} \) be spike priors. Suppose that \( x \sim \mathcal{X}_n \) and \( y \sim \mathcal{Y}_n \) can be coupled such that \( y = \alpha x \) where \( \alpha = \alpha_n \) is a random variable with \( \alpha_n \rightarrow 1 \) in probability as \( n \rightarrow \infty \). Suppose that the conditions of Theorem 5.7 are satisfied for \( \mathcal{X} \), \( \beta, \gamma^* \). Then for any \( \gamma > \gamma^* \), \( \text{Wish}(\beta, \gamma, \mathcal{Y}) \leq \text{Wish}(0) \).

Proof. The condition is similar to the arguments above so we only give a sketch. We define modified priors \( \mathcal{X}, \mathcal{Y} \) as above and note that \( \mathcal{X} \) and \( \mathcal{Y} \) are the same. Since the conditions of Theorem 5.7 are satisfied for \( \mathcal{X} \), they are also satisfied for \( \mathcal{X} \) at the expense of an arbitrarily-small increase in \( \gamma^* \). We can then control the Wishart conditional second moment \( M(\gamma, \beta, \mathcal{Y}) \) by comparison to \( \mathcal{X} \) (i.e. \( \mathcal{Y} \)).

M Monotonicity of Wishart lower bound

In this section we prove various properties of the condition (14), implying certain monotonicity properties of the Wishart lower bound (Theorem 5.7). Informally speaking, we will show the following.

- If the PCA threshold is optimal for some \( \beta, \beta^* \in (-1, \infty) \), it is also optimal for all \( \beta > \beta^* \) (Proposition 5.8).
- If the PCA threshold is optimal for the Wigner model, it is also optimal for the positively-spiked \( (\beta > 0) \) Wishart model (Corollary 5.9). Conversely, if PCA is optimal for Wishart for all \( \beta > 0 \) then it is optimal for Wigner (Proposition M.2).
- For any reasonable i.i.d. prior, if \( \beta \) is sufficiently large then the PCA threshold is optimal (Proposition 5.10).

The statements above are informal; the true results we prove are of the form e.g. “if our methods show a Wigner lower bound then they also show a Wishart lower bound.”

**Proposition 5.8** Let \( \mathcal{X} \) be a spike prior. Fix \( \lambda > 0 \) and \( \beta, \beta^* \in (-1, \infty) \). If \( (14) \) holds for \( \beta \) and \( \gamma^* = \beta^2 / \lambda^2 \) then it also holds for any \( \beta > \beta^* \) and \( \gamma^* = \beta^2 / \lambda^2 \).

Proof. The condition (14) takes the form \( \gamma f_X(t) \geq F(\beta, t) \) \( \forall t \in (0, 1) \). With \( \lambda \) fixed and \( \gamma^* = \beta^2 / \lambda^2 \), this is equivalent to \( f_X(t) \geq \lambda^2 F(\beta, t) / \beta^2 \) \( \forall t \in (0, 1) \). It is therefore sufficient to show the following lemma.

**Lemma M.1.** For any fixed \( t \in (0, 1) \), \( F(\beta, t) / \beta^2 \) is a decreasing function of \( \beta \) on the domain \( \beta \in (-1, \infty) \). (When \( \beta = 0 \) we define \( F(\beta, t) / \beta^2 \) by its limit value.)

Proof. We wish to show that \( \frac{\partial^2}{\partial \beta \partial t} \frac{F(\beta, t)}{\beta^2} < 0 \). One computes that \( \lim_{t \rightarrow 0} \frac{F(\beta, t)}{\beta^2} = 0 \), so it suffices to show that \( \frac{\partial^2}{\partial \beta \partial t} \frac{F(\beta, t)}{\beta^2} \leq 0 \) for \( 0 < t < 1 \). We compute:

\[
\frac{\partial^2}{\partial \beta \partial t} \frac{F(\beta, t)}{\beta^2} = \frac{U_1 - U_2}{\beta^3 S (t(1-t)^2)},
\]

where

\[
S = \sqrt{1 + t^2(2 + 8\beta + 4\beta^2) + t^4}, \quad U_1 = S(1 + 2(1+\beta)t^2 + t^4) \geq 0, \quad U_2 = (1 + t^2)(1 + t^2(2 + 6\beta + 2\beta^2) + t^4) \geq 0.
\]
The denominator evidently has sign matching $\beta$, so it suffices to see that the numerator has sign matching $-\beta$. As $U_1 \geq 0$ and $U_2 \geq 0$, the sign of $U_1 - U_2$ will match that of $U_1^2 - U_2^2$, and we compute:

$$U_1^2 - U_2^2 = -4\beta^3(2 + \beta)t^4(1 - t^2)^2$$

which has sign matching that of $-\beta$, as desired.

**Corollary 5.9** Suppose $\langle x, x' \rangle$ is $(\sigma^2/n)$-subgaussian, where $x$ and $x'$ are drawn independently from $\mathcal{X}_n$. Then for any $\beta > 0$ and any $\gamma > \beta^2\sigma^2$ we have $\text{Wish}(\gamma, \beta, \mathcal{X}) \prec \text{Wish}(\gamma)$.

This connects the Wigner model to the Wishart model because the subgaussian condition above implies a Wigner lower bound for all $\lambda < 1/\sigma$ (Proposition 3.8).

**Proof.** The subgaussian tail bound $\Pr[|\langle x, x' \rangle| \geq t] \leq 2\exp(-nt^2/2\sigma^2)$ implies that we have the rate function $f_X(t) = t^2/2\sigma^2$.

Let $F(\beta, t)$ be defined as in (14). For any fixed $t \in (0, 1)$, we have

$$\lim_{\beta \to 0} \frac{F(\beta, t)}{\beta^2} = \frac{t^2}{2(1+t^2)}. \quad (18)$$

This can be shown by computing the Taylor series of $F(\beta, t)$ at $\beta = 0$. From Lemma M.1 above, we know that $F(\beta, t)/\beta^2$ is a decreasing function of $\beta$. Therefore, for any $t \in (0, 1)$ and any $\beta > 0$ we have

$$\frac{F(\beta, t)}{\beta^2} \leq \frac{t^2}{2(1+t^2)} \leq \frac{t^2}{2}.$$

By combining the above results it follows that (14) holds with $\gamma^* = \beta^2\sigma^2$. Proposition 3.8 implies that the Wigner threshold is $\lambda^*_\gamma \geq 1/\sigma$ and so condition (i) of Theorem 5.7 is satisfied. The result now follows from Theorem 5.7.

We remark that (14) would follow from the weaker condition $f_X(t) \geq \frac{t^2}{2\sigma^2(1+t^2)}$ (instead of $f_X(t) \geq \frac{t^2}{2\sigma^2}$). This is exactly the condition for the Wigner lower bound of [Perry et al. 2016] with $\lambda^* = 1/\sigma$.

**Proposition M.2.** Fix $\lambda^* > 0$. Suppose that for each $\beta > 0$, the assumptions of Theorem 5.7 are satisfied for $\mathcal{X}$ and $\gamma^* = \beta^2/(\lambda^*)^2$. Then $\text{GWig}(\lambda, \mathcal{X}) \prec \text{GWig}(0)$ for any $\lambda < \lambda^*$.

**Proof.** If condition (i) of Theorem 5.7 is satisfied for some $\beta$ then we are done immediately, so assume condition (ii) holds for all $\beta > 0$. For all $\beta > 0$ and all $t \in (0, 1)$ we have $\gamma^*f_X(t) \geq F(\beta, t)$, i.e. $f_X(t) \geq (\lambda^*)^2F(\beta, t)/\beta^2$. Using (18) this implies $f_X(t) \geq \frac{(\lambda^*)^2}{2}t^2$, and so the result follows from [Perry et al. 2016]. (Although Perry et al. 2016 assume that the spike has exactly unit norm, arguments similar to Appendix L can be used.)

**Proposition 5.10** Suppose $\mathcal{X} = \text{iid}(\pi/\sqrt{n})$ where $\pi$ is a mean-zero unit-variance distribution for which $\pi\pi'$ (product of two independent copies of $\pi$) has a moment-generating function $M(\theta) \triangleq \mathbb{E}\exp(\theta\pi\pi')$ which is finite on an open interval containing zero. Then there exists $\beta$ such that for any $\beta \geq \beta$ and any $\gamma > \beta^2$ we have $\text{Wish}(\gamma, \beta, \mathcal{X}) \prec \text{Wish}(\gamma)$.

In other words, for sufficiently large $\beta$, detection is impossible below the spectral threshold.

**Proof.** We will show that for sufficiently large $\beta$, the assumptions of Theorem 5.7 hold with $\gamma^* = \beta^2$ so that the result follows. The usual Chernoff bound yields

$$\Pr[\langle x, x' \rangle \geq t] \leq \exp[-n(t\theta - \log M(\theta))] \quad \forall \theta \in \mathbb{R}$$

and so, letting $\theta = t$,

$$\Pr[\langle x, x' \rangle \geq t] \leq \exp[-n(t^2 - \log M(t))].$$
Similarly,
\[ \Pr[(x, x') \leq -t] \leq \exp[-n(t^2 - \log M(-t))]. \]

Therefore, \( f_\mathcal{X}(t) \triangleq \min\{f_1(t), f_2(t)\} \) is a valid rate function for \( \mathcal{X} \) with a local Chernoff bound, where \( f_1(t) \triangleq t^2 - \log M(t) \) and \( f_2(t) \triangleq t^2 - \log M(-t) \). It remains to show that for sufficiently large \( \beta \), (14) holds with \( \gamma^* = \beta^2 \), i.e. \( f_\mathcal{X}(t) \geq F(\beta, t)/\beta^2 \forall t \in (0, 1) \). We will show
\[ f_1(t) \geq F(\beta, t)/\beta^2 \quad \forall t \in (0, 1) \] (19)
but the proof for \( f_2 \) is similar.

First we show that (19) holds for \( t \in (0, \varepsilon) \) for some \( \varepsilon > 0 \). Using the well-known identity \( \frac{d^k}{dt^k} M(t)|_{t=0} = \mathbb{E}[(\pi^\gamma)^k] \) we have derivatives \( M(0) = 0, M'(0) = 0, M''(0) = 1, |M'''(0)| < \infty, |M''''(0)| < \infty \). We can use these to compute \( f_1(0) = 0, \lim_{t \to 0^+} f_1'(t) = 0, \lim_{t \to 0^+} f_1''(t) = 1, \lim_{t \to 0^+} f_1'''(t) = 0, \lim_{t \to 0^+} f_1''''(t) = 0 \). We can also compute \( F(\beta, 0)/\beta^2 = 0, \lim_{t \to 0^+} \frac{\partial}{\partial t} F(\beta, t)/\beta^2 = 0, \lim_{t \to 0^+} \frac{\partial^2}{\partial t^2} F(\beta, t)/\beta^2 = 1, \lim_{t \to 0^+} \frac{\partial^3}{\partial t^3} F(\beta, t)/\beta^2 = 0, \lim_{t \to 0^+} \frac{\partial^4}{\partial t^4} F(\beta, t)/\beta^2 = -6(b^2 + 4b + 2) \). Note that (19) holds for \( f_1(t) \geq F(\beta, t)/\beta^2 \) for all \( t \in (0, \varepsilon) \). Since \( F(\beta, t)/\beta^2 \) is a decreasing function of \( \beta \) (Lemma [M.1]), this remains true for any larger \( \beta \).

Now we show that (19) holds for \( t \in (\varepsilon, 1) \). For any \( t \in (\varepsilon, 1) \) we have \( f_1(t) \geq f_1(\varepsilon) > 0 \) (using the derivatives above and the fact that rate functions are increasing). Also, for any \( t \in [0, 1] \) we have \( \lim_{\beta \to \infty} F(\beta, t)/\beta^2 = 0 \) and by compactness this convergence is uniform over \( t \). Therefore if \( \beta \) is sufficiently large, (19) holds for \( t \in (\varepsilon, 1) \), completing the proof.

\[ \Box \]

\section{Wishart results for specific priors}

\subsection{Spherical prior}

Our lower bound for the spherical prior is obtained by combining Theorem \ref{thm:5.7} with the rate function of Proposition \ref{prop:5.5} along with the fact that \( \lambda^*_n = 1 \) for the spherical prior (Corollary \ref{cor:3.14}). The result is that the PCA threshold is optimal (i.e. we have contiguity for all \( \gamma > \beta^2 \)) for all \( \beta \in (-1, \infty) \). To show this, we need to check (14) with \( \gamma^* = \beta^2 \). This follows from \( \lim_{\beta \to 1^-} F(\beta, t)/\beta^2 = -\frac{1}{2} \log(1 - t^2) \) (which is precisely the spherical rate function of Proposition \ref{prop:5.5}) along with the fact that \( F(\beta, t)/\beta^2 \) is a decreasing function of \( \beta \) (Lemma \ref{lem:M.1}).

\subsection{Rademacher prior}

Our lower bound for the Rademacher prior is obtained by combining Theorem \ref{thm:5.7} with the rate function of Proposition \ref{prop:5.5} along with the fact that \( \lambda^*_n = 1 \) for the Rademacher prior (Corollary \ref{cor:3.12}). We also obtain an upper bound from Theorem \ref{thm:5.3} taking \( c = 2 \).

\subsection{Sparse Rademacher prior}

First consider the variant of the sparse Rademacher prior where the spike has exactly \( \rho n \) nonzero entries, which are i.i.d. \( \pm 1/\sqrt{\rho n} \) (and we restrict to \( n \) for which \( \rho n \) is an integer). In this case the rate function \( f_\rho \) stated in Proposition \ref{prop:5.5} has been proven to be valid, and furthermore to admit a local Chernoff bound \cite{Perry2016}. This yields a lower bound via Theorem \ref{thm:5.7}. We show that the same lower bound holds for the i.i.d. sparse Rademacher prior:

\begin{proposition}
Let \( \mathcal{X}_\rho \) be the i.i.d. sparse Rademacher prior with sparsity \( \rho \) (as defined in Section \ref{sec:3.7}). Let \( f_\rho \) be the rate function defined in Proposition \ref{prop:5.5}. Let \( F(\beta, t) \) be defined as in (14). If
\[ \gamma^* f_\rho(t) \geq F(\beta, t) \quad \forall t \in (0, 1) \]
\[ (20) \]
\end{proposition}
then \( \text{Wish}(\gamma, \beta, X_{\rho}) \to \text{Wish}(\gamma) \) for all \( \gamma > \gamma^* \)

In proving this we will not quite show that \( f_{\rho} \) is a rate function for \( X_{\rho} \) (but we will show that something arbitrarily-close is).

**Proof.** First we prove the result for the variant \( X_{\rho} \) of the sparse Rademacher prior where the number \( K \) of nonzeros satisfies \( K/n \to \rho \) in probability, and the nonzero entries are i.i.d. \( \pm 1/\sqrt{K} \). Suppose we have some \( \gamma^*, \beta, \rho \) for which (20) holds. At the expense of increasing \( \gamma^* \) by an arbitrarily-small constant, we can find a small compact interval \( \rho_1, \rho_2 \) with \( \rho \) in its interior such that (20) holds on the entire interval. Condition on the \( (1-o(1))-\text{probability event that } K/n \text{ lies in this interval. The function } f(t) = \min_{\rho \in [\rho_1, \rho_2]} f_{\rho}(t) \text{ is a valid rate function for } X_{\rho} \text{ and furthermore has a local Chernoff bound. This follows from the sparse Rademacher tail bounds of Perry et al. [2016] (Propositions 4.8 and 4.9 of Perry et al. [2016]). The proof for } \bar{X} \text{ now follows from Theorem 5.7 because } f \text{ satisfies (14). The same lower bound holds for } X_{\rho} \text{ by Proposition L.1 (comparison of priors).}

For the upper bound, we will apply Theorem 5.3 However, instead of \( X_{\rho} \) we consider the conditional distribution \( \bar{X}_{\rho} \) of \( X_{\rho} \) given the \( (1-o(1))-\text{probability event that the number } K \text{ of nonzero entries of } x \text{ satisfies } \rho n - \sqrt{n} \log n < K < \rho n + \sqrt{n} \log n \). The support size of \( \bar{X}_{\rho} \) is at most

\[
2\sqrt{n} \log n \cdot 2^{(\rho + o(1))n} \left( \frac{n}{(\rho + o(1))n} \right).
\]

By Stirling’s approximation, \( \log \left( \frac{n}{(\rho + o(1))n} \right) = nH(\rho) + o(n) \) where \( H(\rho) = -\rho \log \rho - (1-\rho) \log(1-\rho) \) is the binary entropy. We can therefore apply Theorem 5.3 with any \( c > 2^c \exp(H(\rho)) \).
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