ON THE EFFECT OF PHASE TRANSITION ON THE MANIFOLD DIMENSIONALITY: APPLICATION TO THE ISING MODEL
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Fields can be represented in a discrete manner from their values at some locations, the nodes when considering finite element descriptions. Thus, each discrete scalar solution can be considered as a point in $\mathbb{R}^N$ ($N$ being the number of nodes used for approximating the scalar field). Most manifold learning techniques (linear and nonlinear) are based on the fact that those solutions define a slow manifold of dimension $n \ll N$ embedded in the space $\mathbb{R}^N$. This paper explores such a behavior in systems exhibiting phase transitions in order to analyze the evolution of the local dimensionality $n$ when the system moves from one side of the critical behavior to the other. For that purpose we consider the Ising model.

1. Introduction

Physical models usually involve unknown continuous scalar or vector fields. If we consider without any loss of generality a model involving a scalar field approximated on a mesh or grid involving $N$ nodes, the discrete solution can be represented as a point belonging to $\mathbb{R}^N$. However, existing correlations lead to solutions that, instead of filling the whole space $\mathbb{R}^N$, define a slow $n$-dimensional manifold, with $n \ll N$, embedded into $\mathbb{R}^N$.

This fact is at the origin of manifold learning approaches that consist of extracting the uncorrelated (latent) dimensions describing the slow manifold representing the original states into a reduced form. Principal component analysis (PCA) was specially designed to find a linear subspace of lower dimensionality than the original space; however, it fails when the manifold becomes extremely nonlinear. Nonlinear dimensionality reduction techniques were proposed for circumventing this limitation. Among the many existing techniques (an abundant literature is available on the topic, and the interested reader can refer to [Lee and Verleysen 2007] and the references therein) kernel-based PCA (kPCA) [Wang 2014; Schölkopf et al.]

Communicated by Francesco dell’Isola.

PACS2010: 05.10.Ln.

Keywords: Ising equation, phase transition, manifold learning.
1998; 1999] and locally linear embedding (LLE) [Roweis and Saul 2000] will be considered in the present work. The latter can be considered as a particular case of the former, for a particular kernel choice [Zimmer et al. 2015].

These techniques that automatically extract the latent dimensions have been extensively and successfully applied in many domains; however, few works addressed the issue of phase transition and in particular the way in which that transition affects the manifold dimensionality and the possibility of characterizing the transition from a geometrical point of view. To address that issue, we consider in the present work a well established and widely studied equation exhibiting phase transition, the Ising model.

In the context of the microscopic theory of critical behavior [Koonin and Meredith 1990; Fisher 1965], the Ising model [Newell and Montroll 1953] addresses a ferromagnetic lattice in a quite simple statistical description, including phase transition. Ferromagnetic materials exhibit long-range spin ordering at the atomic level. When a magnetic field is applied to a ferromagnetic material, atomic spins align along the direction of the applied field. However, when the temperature becomes higher than the so-called critical temperature, a phase change occurs. The Ising model allows describing such materials [Myers 1997]. This model initially proposed by Lenz was solved in 1D by Ising [1925]. The 2D model without magnetic field was then developed by Onsager [1944], and it is this one that we are considering in the present work. Its solution that will be addressed by using the Monte Carlo method [Metropolis et al. 1953] concerns a binary property called spin, given each point of a 2D grid, and more specifically its time evolution with respect to the applied temperature. When reaching the so-called critical temperature, phase transition occurs. Even if complex variants of the Ising model were proposed [Bellettini et al. 2007; De Masi et al. 2009; 2008], in the present work we consider its simplest version.

Our feeling is that applying usual manifold learning techniques on the spin field itself, consisting of a binary variable defined at each grid (mesh) node, is neither the best nor the optimal representation because those techniques are based on the use of euclidean metrics and two similar microstructures can significantly differ when calculating the euclidean distance between both of them. For that reason, a first contribution of the present work is to propose a better microstructure representation much less sensitive to local distributions. In that sense, considering Fourier-based representations, where space dependencies are described from their frequency content, seems a much better alternative, in particular, the 2D fast Fourier transform (FFT) 2D-FFT that has been widely considered in image analysis to identify biological damage [Fung et al. 2010], extract ordered structures from microtomography [Jeulin and Moreaud 2008], analyze complex microstructures [Lebensohn et al. 2011; Zhu et al. 2018], etc.
When applying the FFT to solutions coming from the Ising model, one expects low frequencies at low temperatures, where long-range correlation exists, whereas at high temperatures, where entropic effects dominate, higher frequency contents are expected. However, at the transition in between, richer structures with its a priori higher dimensionality are expected. Thus, we would like to locally define the manifold dimensionality, and instead of using global manifold learning techniques, local extractors seem more appropriate. In particular local principal component analysis (lPCA) [Kambhhatla and Leen 1997] seems specially appealing for that purpose. It is important to note that lPCA encountered limited interest as a manifold learning technique because of the difficulty of defining a continuous mapping throughout the manifold. However, it has been widely employed in other domains where the main goal, as in the present case, was to estimate the local dimensionality [Fukunaga and Olsen 1971].

The paper is structured as follows. Section 2 revisits the main concepts related to the Ising model, as well as its solution using the Metropolis-based Monte Carlo algorithm. Section 3 addresses the application of LLE for constructing the manifold on which data will be classified using the procedure proposed in Section 4. Finally, Section 5 presents and discusses different numerical solutions, proving the potential of the proposed approach.

2. The Ising model and its Monte Carlo solution

The Ising model describes a ferromagnetic behavior and is able to capture phase transitions [Niss 2005]. In this model, the discrete variables called “spins” are defined on a lattice. Each lattice site has only one spin with value either $-1$ (spin down) or $+1$ (spin up), interacting only with its nearest neighbors. By considering the 2D Ising model introduced by Onsager [1944], the Hamiltonian $H$ reads

$$H = -J \sum_i \sum_{j \neq i} S_i S_j,$$

(1)

$J$ being the dimensionless interaction strength. $S_i$ and $S_j$ are the spin states at lattice sites $i$ and $j$, respectively. As can be noticed, the sum of products reduces to the nearest-neighbor pair of spins. Every spin will interact with four other spins (up, down, left, and right). If spins are aligned and $J > 0$, the energy of the system will be minimal.

The partition function $Z$ can be computed from the Hamiltonian

$$Z = \sum_i e^{-H_i},$$

(2)
where the sum applies over all the particles in the lattice. Then, we compute the probability of finding the system in a particular state $S$ from

$$p(S) = \frac{e^{-H(S)}}{Z}. \quad (3)$$

Some important outputs are the magnetization $M_a$

$$M_a = \sum_S p(S) \sum_i S_i, \quad (4)$$

and the system energy $E$

$$E = \sum_S p(S) \beta H(S), \quad (5)$$

where $\beta = k_B T$, with the Boltzmann constant $k_B = 1.380658 \times 10^{-23} \text{ J/K}$ and $T$ the temperature.

Usually the solution of the Ising model is performed by using a Monte Carlo method. In this paper, we consider a variant of the Monte Carlo method, the so-called Metropolis algorithm [Fricke 2006]. For a given temperature, at each time step, a trial spin configuration is generated. The algorithm computes the system energy associated with the trial state. If the change of energy is negative, it means that the system evolution has brought the system to a state of lower energy, so we allow the change and put the spins in their new state. On the other hand, if the change of energy is positive, we allow the change with a probability given by $p(S)$ computed from (3).

3. Manifold construction

It is well known that microstructures do not allow simple reduced descriptions [Lopez et al. 2018]. In fact the main concern is how to quantify similarities or resemblances, and how to take profit of them.

In this paper we consider and analyze a route based on the use of the locally linear embedding (LLE) technique [Roweis and Saul 2000], a member of the large family of the so-called manifold learning techniques.

The remainder of this section describes the procedure directly on the problem we are interested in. The procedure consists of two steps: the analysis of the Ising samples in order to obtain a discriminative description of the microstructures (in this case as previously said, we do not work directly on the Ising microstructures but on their fast Fourier transform), followed by a dimensionality reduction able to discriminate the three temperature zones that characterize the Ising model behavior.

3.1. Applying the fast Fourier transform on the Ising microstructures. First we assume the existence of $M$ microstructures $M_m$, $m = 1, \ldots, M$, coming from the
Ising model defined on the domain \( \omega \). In what follows and without loss of generality, we consider 2D microstructures and the 2D fast Fourier transform (2D-FFT). Moreover, we assume the existence of two phases, the spins with value 1 and the others with value \(-1\), occupying the domains \( \omega^m_1 \) and \( \omega^m_{-1} \), respectively, with \( \omega^m_1 \cup \omega^m_{-1} = \omega, m = 1, \ldots, M \). A regular mesh is associated with each microstructure consisting of \( N \) nodes (\( N = N^2_n \), with \( N_n \) the number of nodes along the \( x \) and \( y \) directions). The coordinates of each node are \( x^T_i = (x_i, y_i) \).

For each microstructure \( M_m \) we define the phase field \( \chi(x; M_m) \) as

\[
\chi(x; M_m) = \begin{cases} 
1 & \text{if } x \in \omega^m_1, \\
-1 & \text{if } x \in \omega^m_{-1}.
\end{cases}
\] (6)

As is well known, these microstructure descriptions do not allow simple reduced descriptions. Thus, the objective is to geometrically characterize them in order to obtain reduced descriptions. Concerning geometrical characterization and microstructural descriptions, there are several tools proposed for signal processing purposes. Concerning the type of microstructures we are dealing with, it seems more appropriate to work in the frequency domain instead of using their physical space description. In particular we propose to apply the 2D-FFT to characterize the microstructures in the frequency domain.

We now apply the 2D-FFT on each microstructure \( M_m, m = 1, \ldots, M \), defined by its phase field \( \chi(x; M_m) \). Thus, the 2D-FFT of the Ising microstructures can be represented in a discrete way from vectors \( \hat{\chi}^m, M_m, m = 1, \ldots, M \). Vectors \( \hat{\chi}^m \) are defined in \( \mathbb{R}^N \); i.e., the dimension coincides with the number of nodes considered in the discrete microscopic description.

### 3.2. Nonlinear dimensionality reduction.

Each vector \( \hat{\chi}^m \) defines a point in a space of dimension \( N \), and then the data set of \( M \) 2D-FFTs related to the \( M \) Ising microstructures represents a set of \( M \) points in \( \mathbb{R}^N \). Hence, the question: do all these points belong to a particular low-dimensional manifold embedded in the high-dimensional space \( \mathbb{R}^N \)?

Imagine that, despite the impressive space dimension \( N \), the \( M \) points belong to a curve, a surface, or a hypersurface of dimension \( n \ll N \). When \( N = 3 \) a simple observation suffices to check if these points are located on a curve (1D manifold) or on a surface (2D manifold). However, when dealing with spaces of thousands of dimensions, simple visual observation is unsuitable.

Instead, appropriate techniques are needed to extract the underlying manifold (when it exists) when dealing with extremely multidimensional spaces. There is a variety of techniques to accomplish this task. The interested reader can refer to [Tenenbaum et al. 2000; Roweis and Saul 2000; Polito and Perona 2001; Wang 2014; Amsallem and Farhat 2008]. In this work we focus on the LLE (locally linear embedding) technology [Roweis and Saul 2000]. It proceeds as follows.
• Each point $\hat{x}^m$, $m = 1, \ldots, M$, is linearly reconstructed from its $K$-nearest neighbors. In principle $K$ should be greater than the expected dimension $n$ of the underlying manifold and the points should be close enough to ensure the validity of the linear approximation. In general, a large-enough number of neighbors $K$ and a dense-enough sampling $M$ ensure a satisfactory reconstruction as shown later. For each point $\hat{x}^m$ we can write the locally linear data reconstruction as

$$\hat{x}^m = \sum_{i \in I^m} W_{mi} \hat{x}^i, \quad (7)$$

where $W_{mi}$ are the unknown weights and $I^m$ is the set of the $K$-nearest neighbors of $\hat{x}^m$.

Weights, grouped in vector $W$, result from the minimization of functional

$$\mathcal{F}(W) = \sum_{m=1}^{M} \left\{ \left\| \hat{x}^m - \sum_{i=1}^{M} W_{mi} \hat{x}^i \right\|^2 \right\}, \quad (8)$$

where here $W_{mi}$ is zero if $\hat{x}^i$ does not belong to the set of $K$-nearest neighbors of $\hat{x}^m$.

The minimization of $\mathcal{F}(W)$ allows us to determine all the weights involved in all the locally linear data reconstruction.

• We suppose now that each linear patch around $\hat{x}^m$, for all $m$, is mapped into a lower-dimensional embedding space of dimension $n$, $n \ll N$. Because of the linear mapping of each patch, weights remain unchanged. The problem now becomes the determination of the coordinates of each point $\hat{x}^m$ when it is mapped into the low-dimensional space, $\xi^m \in \mathbb{R}^n$.

For this purpose a new functional $\mathcal{G}$ is introduced that depends on the searched coordinates $\xi^1, \ldots, \xi^M$:

$$\mathcal{G}(\xi^1, \ldots, \xi^M) = \sum_{m=1}^{M} \left\{ \left\| \xi^m - \sum_{i=1}^{M} W_{mi} \xi^i \right\|^2 \right\}, \quad (9)$$

where now the weights are known and the reduced coordinates $\xi^m$ are unknown.

The minimization of functional $\mathcal{G}$ results in an $M \times M$ eigenvalue problem whose $n$-bottom nonzero eigenvalues define the set of orthogonal coordinates in which the manifold is mapped.

4. Discriminating criteria

Once the manifold composed by the reduced coordinates $\xi^m$ is known, the goal is to cluster in some way the three temperature zones to be able to classify them
in low, transition, and high temperature. For this purpose, we propose a criterion based on a variant of the principal component analysis (PCA), the so-called local principal component analysis (lPCA) that allows us to compute the manifold local dimension, and then infer the dimension at low, high, and critical temperatures.

Principal components analysis (PCA) attempts to find a linear subspace of lower dimensionality than the original space. If data exhibit more complex structures which cannot be well represented in a linear subspace, standard PCA fails to accomplish the reduction. However, such reduction can be successfully performed by using nonlinear dimensionality reduction techniques, like the lPCA here considered. In what follows we revisit first the standard PCA before focusing on its local counterpart.

Let us consider \( n \) observed variables defining the vector (snapshot) \( \xi \in \mathbb{R}^n \). We assume that these variables are therefore not totally uncorrelated and, notably, that there exists a linear transformation \( L \) defining the vector \( \xi_{\text{red}} \in \mathbb{R}^{n_{\text{red}}} \), \( n_{\text{red}} \leq n \), that represents the so-called latent reduced variables, according to

\[
\xi = L \xi_{\text{red}}. \tag{10}
\]

We assume the existence of \( M \) different snapshots \( \xi_1, \ldots, \xi_M \) that can be stored in the columns of the \( n \times M \) matrix \( \mathbb{X} \). The associated \( n_{\text{red}} \times M \) reduced matrix \( \mathbb{Y} \) contains the associated reduced vectors \( \xi_{\text{red}}^i, i = 1, \ldots, M \).

PCA proceeds by enforcing the fact that latent variables must be as much as possible uncorrelated, and allows us to extract both the dimension \( n_{\text{red}} \) and the mapping \( L \). For that purpose the covariance matrix \( C_{xx} \),

\[
C_{xx} = E \{ (\mathbb{X} - E[\mathbb{X}])(\mathbb{X} - E[\mathbb{X}])^T \}, \tag{11}
\]

is factorized as

\[
C_{xx} = V \Lambda V^T, \tag{12}
\]

equivalent to applying the singular value decomposition (SVD) to \( \mathbb{X} \). In (12), \( V \) contains the orthonormal eigenvectors and \( \Lambda \) is the diagonal matrix containing the eigenvalues (nonnegative real numbers), assumed to be in descending order. Thus, the \( n_{\text{red}} \) columns of \( L \) are the \( n_{\text{red}} \) first columns of \( V \) [Lee and Verleysen 2007].

From this summary of the PCA rationale, we can now briefly explain its local counterpart. For that purpose, we consider each snapshot \( \xi_i \), for \( i = 1, \ldots, M \), and for each of them, its \( K \)-nearest neighbors. From those and by proceeding as just indicated, we can compute the local transformation matrix \( L_i, i = 1, \ldots, M \), as well as the local reduced dimensionality \( n^i_{\text{red}} \).
Ising microstructures have been generated using the Metropolis-based Monte Carlo method proposed in [Fricke 2006]. We have run $M = 741$ simulations to obtain our microstructure data set (snapshots), $M_m$, $m = 1, \ldots, M$. The parameters considered in those simulations are a $200 \times 200$ grid ($N = 40000$ nodes) with the dimensionless temperature $T$ randomly chosen between 0 and 5. Figure 1 shows the energy per site $E$ of the final configuration of each simulation. The magnetization per site in turn is shown in Figure 2.

It is clear that a phase transition occurs in between $T = 1$ and $T = 1.5$. At lower temperatures, $T < 1$, the system tends to any of the two ground states $M_a = -1$ or $M_a = +1$. At higher temperatures, $T > 1.5$, the spins tend to align randomly, leading to an almost vanishing magnetization ($M_a \approx 0$).

To illustrate the Ising microstructures configuration, Figure 3 depicts microstructures associated with low, transition, and high temperature. In the one associated with low temperature, approximately half of the spins are up and the other half...
down, with aligned spins forming a sort of clusters called “metastable states”, with \( M \approx 0 \). Around the transition temperature, the number of down spins has increased (up spins consequently decreasing) compared to the previous scenario. This means that the system has enough energy and the Metropolis algorithm easily accepts antiparallel spins. Finally, in the high-temperature state, almost the same number of down and up spins are found with a small characteristic length describing the phases distribution in the microstructures due to the high energy communicated to the system.

The \( M \) samples were described by their phase field vectors \( \chi^m, m = 1, \ldots, M \), each defined in \( \mathbb{R}^N \). But as explained in Section 3.1, microstructures do not allow

**Figure 3.** Low, transition, and high temperature microstructures (clockwise from top left).
reduced representations and that reason motivated the consideration of 2D-FFT on the \( M \) Ising microstructures in order to obtain the data reduced representation.

Figure 4 illustrates the 2D-FFT representation of three microstructures associated with low, transition, and high temperature, respectively, considered in Figure 3. In the low-temperature microstructure, we can appreciate the presence of very few significant frequencies, almost located at the center of the domain (low frequencies), and the rest of the domain is practically flat.

**Figure 4.** 3D (left) and 2D (right) representation of the 2D-FFT for low (top), transition (middle), and high (bottom) temperature microstructures.
This result is intuitive since the spins of the microstructures are more clustered in the low-temperature samples. On the contrary, in the case of 2D-FFT applied to the high-temperature microstructures, we observe the opposite result. Here, spins are totally randomly distributed and consequently all frequencies are present. In the case of microstructures around the transition temperature, its 2D-FFT becomes a mix of the aforementioned cases, with dominant frequencies located at the center of the domain but now the rest of the domain is no longer flat, since it is populated by the contribution of nonnegligible higher frequencies.

We denote by \( \hat{\chi}^m, m = 1, \ldots, M \), the 2D-FFT of the Ising microstructures. By applying the locally linear embedding technique on \( \hat{\chi}^m \), as explained in Section 3.2, the weights involved in the linear data reconstruction are calculated as well as the reduced data. The performed analysis allows us to consider a reduced dimension \( n = 3 \) that moreover facilitates the solution’s graphical representation. Figure 5 depicts the resulting points \( \xi^m \in \mathbb{R}^3, m = 1, \ldots, M \), from which one can realize that the manifold is almost 1D.

Now in order to properly check the local dimensionality, local principal component analysis is applied in locations belonging to low, high, and transition temperatures, whose associated regions can be clearly identified in Figure 5. After applying the IPCA in these three regions (the solution represented in the manifold of Figure 5), the highest eigenvalues are extracted determining the local manifold dimensionality. As shown in Figure 6, the local dimensionality of low and high
temperatures is one because there is a difference of almost two orders of magnitude between the values of the first and the second eigenvalues, which means that the first is much more important than the second.

This result was expected, since looking at the manifold of Figure 5, it could be clearly seen that the points corresponding to these two zones defined a rather
1D manifold. In the transition region the first two eigenvalues have practically the same value and differ from the third by four orders of magnitude, which clearly means that the local dimensionality of this region is almost two. This result was also expected, since the points in this zone mix the 1D behaviors of low and high temperatures and being not collinear increases the dimensionality. Local dimension is not able to distinguish between the two phases of the system. Descriptions able to differentiate them constitute a work in progress.

6. Conclusions

This paper proposes a methodology to interpret phase transition from a geometrical point of view, from the local dimensionality of the manifold defined from different microscopic fields. For that purpose the Ising model is simulated by varying the temperature from one side to other of the critical temperature associated with the phase transition.

Using the Metropolis algorithm, a group of microstructures related to the solution of the Ising model has been created, encompassing samples corresponding to low, high, and transition temperatures. Unable to deal directly with the microstructures’ characteristic function, the 2D-FFT has been applied to those because the frequency content is expected to exacerbate the difference between microstructures at low, high, and transition temperatures. The manifold was then created on the 2D-FFT representations of phases distribution, and then a local PCA was applied locally in the different regions to extract the local dimensionality.

The performed analysis reveals that the dimensionality slightly increases in the transition region where complex microstructures mixing low and high temperature patterns coexist. Below and above that transition temperature the solution seems to be explained by only one latent variable that in the present case can be associated with the temperature. In the transition region solutions seem a bit richer and cannot be explained by a single latent variable.
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