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1 Introduction

We introduce and study a family of operators which act in the group algebra of a Weyl

group W and provide a multiparameter solution to the quantum Yang-Baxter equations

of the corresponding type. These operators are then used to derive new combinatorial

properties of W and to obtain new proofs of known results concerning the Bruhat order

of W.

The paper is organized as follows. Section 2 is devoted to preliminaries on Coxeter

groups and associated Yang-Baxter equations.

In Theorem 3.1 of Section 3, we describe our solution of these equations.

In Section 4, we consider a certain limiting case of our solution, which leads to

the quantum Bruhat operators. These operators play an important role in the explicit

description of the (small) quantum cohomology ring of G/B. Section 5 contains the proof

of Theorem 3.1.

Section 6 is devoted to combinatorial applications of our operators. For an arbi-

trary element u ∈W,we define a graded partial order onW called the tilted Bruhat order;

this partial order has unique minimal element u. (The usual Bruhat order corresponds to

the special case where u = e, the identity element.) We then prove that tilted Bruhat or-

ders are lexicographically shellable graded posets whose every interval is Eulerian. This

generalizes the well-known results of D.-N. Verma, A. Björner, M. Wachs, and M. Dyer.
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2 Coxeter groups and Yang-Baxter equations

We first recall some standard terminology and notation related to Coxeter groups. Miss-

ing details can be found in [5], [17]. Let (W,S) be a finite Coxeter system. Thus W is a

finite Coxeter group generated by the set S of its simple reflections, which satisfy the

relations (st)m(s,t) = 1, for s, t ∈ S. The parameters m(s, t) are nonnegative integers such

that m(s, s) = 1 and m(s, t) = m(t, s) > 1 for s 6= t.
For an element w ∈ W, an expansion w = s1 · · · sl of minimal possible length l is

called a reduced decomposition. The number l = `(w) is the length of w. The elements of

the set T = {wsw−1: w ∈W, s ∈ S} are the reflections of W.

The Bruhat order on W is defined as follows: u ≤ v if and only if there exist

t1, . . . , tr ∈ T such that tr . . . t1 u = v and `(ti . . . t1 u) > `(ti−1 . . . t1 u) for i = 1, . . . , r.

A subgroup W ′ of W generated by a subset of T is called a reflection subgroup.

The group W′ is again a Coxeter group, with a distinguished set S′ ⊂ W of canonical

generators; see [10], [11], or [17, Section 8.2]. We are only interested in the case where W′

is a dihedral reflection subgroup; i.e., S′ has two elements. A dihedral reflection subgroup

is maximal if it is not contained in another such subgroup.

In this paper, we mostly deal with the case where W is a Weyl group, with the

associated root system Φ in a Euclidean space V . The group W acts in V by orthogonal

transformations. Each root α ∈ Φ corresponds to an element sα ∈ T, which acts as a

reflection with respect to the hyperplane orthogonal to α. Simple roots correspond to

the Coxeter generators in S. Dihedral reflection subgroups W′ ⊂ W are in one-to-one

correspondence with rank 2 root subsystems Φ′ ⊂Φ. Such a subgroup is maximal if Φ′

is obtained by intersecting Φ with a two-dimensional plane. Canonical generators of

W′ correspond to the simple roots of Φ′, i.e., to indecomposable positive roots in this

subsystem.

Let W′ be a dihedral reflection subgroup of order 2k. Its canonical generators a

and b satisfy

ababa · · ·︸ ︷︷ ︸
k

= babab · · ·︸ ︷︷ ︸
k

.

Thus the set of reflections T ′ = T ∩W′ consists of k elements a, aba, ababa, . . . , babab,

bab, b.

Let wo be the longest element in W, and denote `(wo) = |T | by N. Following

M. Dyer [13], we say that a bijection ϕ: T → {1, . . . , N} is a reflection ordering if, for

any dihedral reflection subgroup W′ with canonical generators a and b, the sequence

ϕ(a), ϕ(aba), ϕ(ababa), . . . , ϕ(babab), ϕ(bab), ϕ(b)
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is either increasing or decreasing. (It is enough to require this for every maximal dihedral

subgroup.) Reflection orderings are in bijective correspondence with reduced decompo-

sitions of wo, namely, ϕ is a reflection ordering if and only if there exists a reduced

decomposition wo = s1 . . . sN such that

ϕ−1( j) = sNsN−1 . . . sj+1sjsj+1 . . . sN−1sN (2.1)

for j = 1, . . . N. (See [13, Proposition 2.13].)

Definition 2.1. A family {Rτ}τ∈T of elements of a monoid is called an (extensible) solution

to the Yang-Baxter equations forW if, for any dihedral reflection subgroupW′ ofW with

canonical generators a and b, we have

RaRabaRababa · · ·RbabRb = RbRbab · · ·RababaRabaRa. (2.2)

In particular, if a, b ∈ T and ab = ba, then (2.2) becomes RaRb = RbRa.

The collection {Rτ}τ∈T satisfying the Yang-Baxter equations (2.2) is sometimes

called an (extensible) R-matrix (of the corresponding type).

Definition 2.1 makes sense for any (even infinite) Coxeter group. In the case of a

Weyl group, equations (2.2), stated case-by-case in terms of the root system, were given

by I. V. Cherednik (implicit in [7] and explicit in [8, Definition 2.1a]), along with a number

of solutions. For example, the Yang-Baxter equation for a type A2 dihedral subgroup

with canonical generators sα and sβ can be written in the form RsαRsα+βRsβ = RsβRsα+βRsα .

Notice that the equations (2.2) do not depend on the choice of the root system; thus the

type Bn and type Cn systems of Yang-Baxter equations are exactly the same.

Remark 2.2. The above definition has a weaker version (cf. Cherednik [8,Definition 2.2]),

in which we only ask for (2.2) to be satisfied for every maximal dihedral subgroup. (This

distinction is only relevant in non-simply laced cases.) Although the stronger condition

in Definition 2.1 is not needed to ensure that the general Yang-Baxter machinery works

properly, it is actually satisfied by all solutions constructed in this paper.

For type An−1, the group W is the symmetric group Sn, the set T consists of all

transpositions (i j) ∈ Sn, and the equations (2.2) are the celebrated (quantum) Yang-Baxter

equations (see, e.g., [18]). Let us explain. Let Rij be a shorthand for R(i j). Then (2.2) can be

written as follows:

RijRkl = RklRi j if i, j, k, l are distinct; (2.3)

RijRikRjk = RjkRikRi j if i < j < k. (2.4)
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Example 2.3. The first solution to the Yang-Baxter equations (2.3)–(2.4) was given by

C. N. Yang in his pioneering paper [26]. Specifically, Yang observed that the elements

Rij = 1+ (i j)

xj − xi (2.5)

in the group algebra of the symmetric group Sn satisfy (2.3)–(2.4), for any choice of distinct

parameters x1, . . . , xn. This solution generalizes to an arbitrary Weyl group as follows (see

[7], [8]). Let 〈 , 〉 be the natural pairing of the vector spaces V and V∗. Choose a vector x ∈ V∗
so that 〈x, α〉 6= 0 for any α ∈ Φ. Also let (κα)α∈Φ be a family of scalars invariant under the

action of W on Φ. (In other words, the value of κα only depends on whether the root α

is short or long, assuming Φ is irreducible.) For any positive root α, the corresponding

Yang’s R-matrix is then given by

Rsα = 1+ κα sα〈x, α〉 . (2.6)

We say that two reflection orderings ϕ and ϕ′ of T are related by a flip if there is

a maximal dihedral subgroup W′ with canonical generators a and b such that

ϕ(a) = ϕ′(b), ϕ(aba) = ϕ′(bab), . . . , ϕ(bab) = ϕ′(aba), ϕ(b) = ϕ′(a),

and moreover, this sequence is an interval in {1, . . . , N}, and ϕ(τ) = ϕ′(τ) for all reflec-

tions τ /∈W ′.
Lemma 2.4. Any two reflection orderings are related by a sequence of flips.

Proof. Every two reduced decompositions of the element wo ∈ W are related by a se-

quence of elementary Coxeter transformations

s1s2 . . . si s t s t s . . .︸ ︷︷ ︸
k

sj . . . sN ; s1s2 . . . si t s t s t . . .︸ ︷︷ ︸
k

sj . . . sN (2.7)

(see, e.g., [17, Section 8.1]). The reflection orderings that correspond to two reduced de-

compositions in (2.7) via (2.1) are related by a flip with respect to the dihedral sub-

group generated by a = w−1sw and b = w−1tw, where w = sj . . . sN. This subgroup is

maximal since it is conjugate to the maximal subgroup generated by simple reflections

s and t.

Lemma 2.4 implies the following useful property of the solutions of the Yang-

Baxter equations.

Proposition 2.5. Let {Rτ} be a solution of the Yang-Baxter equations for a finite Cox-

eter group W, and let ϕ: T → {1, . . . , N} be a reflection ordering. Then the product

Rϕ−1(1) · · ·Rϕ−1(N) does not depend on the choice of ϕ.
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3 Main result

Let k be a field of characteristic 0. Linear operators Mτ, τ ∈ T, acting in the group

algebra k[W] of a Coxeter groupW, are called mixed Bruhat operators if, for some families

of scalars {pτ} and {qτ}, we have

Mτ(w) =
pττw if `(τw) > `(w),

qττw if `(τw) < `(w),
(3.1)

for w ∈W. We are interested in finding solutions of the Yang-Baxter equations (2.2) that

have the form

Rτ = 1+ εMτ, (3.2)

whereMτ is given by (3.1), and ε is a formal variable. Although this problem is naturally

stated for any Coxeter group, the family of solutions that we present below is constructed

under the assumption thatW is a Weyl group, and involves the associated root systemΦ.

Moreover, the solutions arising from root systems of types B and C (which correspond

to the same Weyl group) are going to be different.

To describe our family of solutions of the Yang-Baxter equations (2.2) for a Weyl

groupW,we need the following notion. A k-valued functionEdefined on the set of positive

roots Φ+ is called multiplicative if, whenever α,β, α+ β ∈ Φ+, we have

E(α+ β) = E(α)E(β). (3.3)

To construct such a function, simply assign arbitrary values to the simple roots, and then

extend by multiplicativity. A typical example of a multiplicative function is given by

E(α) = e〈α,x〉, (3.4)

where x is an arbitrary vector. Notice, however, that (3.4) does not allow for E(α) = 0, a

possibility that we do not want to exclude.

Theorem 3.1. Let W be a Weyl group with associated root system Φ. Then the opera-

tors Rτ given by (3.1)–(3.2) satisfy the quantum Yang-Baxter equations (2.2), provided the

parameters pτ and qτ are defined by

psα =
καE1(α)

E1(α)− E2(α)
, (3.5)

qsα =
καE2(α)

E1(α)− E2(α)
, (3.6)



424 Brenti, Fomin, and Postnikov

where

(i) E1 and E2 are any multiplicative functions on the set of positive rootsΦ+ such

that E1(α) 6= E2(α) for every α ∈ Φ+, and

(ii) κα is a scalar whose value only depends on the length of α ∈ Φ+.

The proof of Theorem 3.1 is given in Section 5.

Remark 3.2. The generalized Yang’s solution (2.6) can be obtained from the solution

in Theorem 3.1 as a particular limiting case. Let κα = δκα, where δ is a scalar. Fix a

vector x ∈ V∗, and set E1(α) = eδ〈α,x〉 and E2(α) = 1. Making these substitutions into (3.5)–

(3.6) and taking the limit as δ→ 0, we obtain psα = qsα = κα/〈α, x〉, which means that the

operators limδ→0Msα act by left multiplication by καsα/〈α, x〉, as desired.

4 Rescaling. Quantum Bruhat operators

For the rest of the paper, W is a Weyl group with the root system Φ. We denote by Φ+

the set of positive roots.

In this section, we discuss rescaling, a very simple yet sometimes helpful way of

producing new solutions to the Yang-Baxter equations from the existing ones. We show

how rescaling of the mixed Bruhat operators leads in the limiting case to the construction

of “quantum Bruhat operators” for an arbitrary Weyl groupW. For typeA, these operators

are introduced and studied in [15]; the definition is motivated by the quantum Monk

formula [14] (cf. below in this section). In this paper, we are mostly concerned with

combinatorial applications of these operators.

Suppose that {Mτ}τ∈T is a family of mixed Bruhat operators such that the corre-

sponding operators Rτ = 1+ εMτ satisfy the Yang-Baxter equations (2.2). Let {γw}w∈W be

a collection of nonzero scalars. Define the rescaled operators M̃τ by

M̃τ(w) = γτw
γw

Mτ(w); (4.1)

then the corresponding operators R̃τ = 1+ εM̃τ are again a solution to (2.2). This follows

from the fact that Mτ(w) is always a scalar multiple of τw, and therefore M̃τ = ΓMτΓ
−1,

where Γ (v) = γvv for v ∈W.

Let ht(α) denote the height of a positive root α, i.e., the sum of the coefficients

in the expansion of α in the basis of simple roots. We observe that for any scalar h, the

function α 7→ hht(α) is multiplicative.
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Let δ 6= 0 be a scalar parameter (eventually, we take δ→ 0), and let α 7→ E(α) be

a multiplicative function. Let the parameters pτ = psα and qτ = qsα of the mixed Bruhat

operators Mτ be given by (3.5)–(3.6) with

κα = δ−1,

E1(α) = 1,

E2(α) = δ2ht(α)E(α).

(4.2)

Using the notation F ≈ G for limδ→0 F/G = 1, we then obtain the following:

psα ≈ δ−1,

qsα ≈ δ2ht(α)−1E(α).
(4.3)

Now let the operators M̃τ be given by (4.1) with γw = δ`(w). Then

M̃τ(w) = δ`(τw)−`(w)Mτ(w).

Combining this with (4.3) and (3.1) yields

M̃sα (w) ≈
δ

`(sαw)−`(w)−1 sαw if `(sαw) > `(w) ;

δ`(sαw)−`(w)+2ht(α)−1E(α) sαw if `(sαw) < `(w).
(4.4)

In what follows, we make use of the lemmas below.

Lemma 4.1. Any reflection τ has a symmetric reduced decomposition of the form τ =
s1s2 · · · sk−1sksk−1 · · · s1.

Proof. The proof is by induction on `(τ). Note that the length of any reflection is odd.

The statement of the lemma is obviously true when `(τ) = 1. If `(τ) ≥ 3, then find a simple

reflection s = sα 6= τ such that `(sτ) = `(τs) < `(τ). Then 0 > τ(α) 6= α, implying sτ(α) < 0.

Hence `(sτs) < `(sτ) < `(τ). By the inductive hypothesis, sτs possesses a symmetric reduced

decomposition. It remains to add s on both sides of it.

Lemma 4.2. Suppose that positive roots α and γ and a simple root β are such that

α = sβ(γ) and `(sα) > `(sγ). Then α = mβ+ γ, for a positive integer m. Moreover, m = 1 in

the case of a simply laced root system.

Proof. Note that `(sα) > `(sγ) ⇐⇒ `(sγsβ) > `(sγ) ⇐⇒ sγ(β) > 0. It is therefore enough to

verify the statement of the lemma for a rank 2 root system. (The only option in the simply

laced case is A2.) The verification is straightfoward.
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Lemma 4.3. For any positive root α, we have `(sα) ≤ 2ht(α) − 1. In the case of a simply

laced root system (the ADE case), `(sα) = 2ht(α)− 1 for any positive root α.

Proof. Choose a symmetric reduced decomposition for sα (cf. Lemma 4.1),

sα = s1s2 · · · sk−1sksk−1 · · · s1,

and let β1, . . . , βk be the simple roots (not necessarily distinct) corresponding to the re-

flections s1, . . . , sk, respectively. Repeatedly applying Lemma 4.2, we obtain

α = s1 · · · sk−1(βk) = s1 · · · sk−2(mk−1βk−1 + βk) = · · ·

= m1β1 + · · · +mk−1βk−1 + βk,

where the coefficientsmi are positive integers. (In the simply-laced case, mi = 1 for all i.)

Thus ht(α) = (m1 + · · · +mk−1 + 1) ≥ k, while `(sα) = 2k− 1.

By Lemma 4.3, both exponents of δ in (4.4) are nonnegative. Letting δ → 0, we

obtain the quantum Bruhat operators Qτ = limδ→0 M̃τ given by

Qsα (w) =


sαw if `(sαw) = `(w)+ 1;

E(α) sαw if `(sαw) = `(w)− 2ht(α)+ 1;

0 otherwise.

(4.5)

In view of Lemma 4.3, the condition in the second line of (4.5) is equivalent to the pair of

conditions `(sαw) = `(w)− `(sα) and `(sα) = 2ht(α)−1. The latter condition is redundant in

the case of a simply laced root system.

Since the operators Qτ were obtained from the mixed Bruhat operators of Theo-

rem 3.1 by specializing parameters, rescaling, and taking a limit, we have arrived at the

following result.

Corollary 4.4. Let {Qτ}τ∈T be the quantum Bruhat operators defined by (4.5). Then the

operators Rτ = 1+ εQτ satisfy the Yang-Baxter equations (2.2).

For the type A case, it is noted in [15] that the operators Qτ satisfy the classical

Yang-Baxter equation, which is a slightly weaker statement than Corollary 4.4.

We now briefly explain the connection between our quantum Bruhat operators

and the quantum cohomology of the generalized flag manifoldG/B. HereG is a semisimple

connected complex Lie group associated with the dual root system Φ∨, and B is a Borel

subgroup in G. For each element w ∈W, let [w] denote the Schubert class

[w] =
[
(Bw−1B)/B

]
∈ H2`(w)(G/B,Z),
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viewed as an element of the small quantum cohomology ring QH∗(G/B,Z). (The reader is

referred to [16], [14], and references therein for relevant background.)

Let Z[q] denote the polynomial ring generated by the deformation parameters of

the quantum cohomology. The map w 7→ [w] extends to a linear isomorphism Z[q][W]→
QH∗(G/B); for this isomorphism, we use the same notation, a 7→ [a].

The Coxeter generators s ∈ S correspond to the special Schubert classes [s].

Over Z[q], these classes generate the quantum cohomology ring.

Let the quantum Bruhat operators Qsα be given by (4.5), with the multiplicative

function α 7→ E(α) defined by setting its values at simple roots to the corresponding

deformation parameters of QH∗(G/B). Then the “quantum Monk formula” for quantum

multiplication of an arbitrary Schubert class [w] by a special Schubert class [s] can be

written as

[w] ∗ [s] =
∑
α>0

〈ωs, α〉 [Qsα (w)], (4.6)

where ωs denotes the fundamental weight corresponding to s. Equivalently,

[w] ∗ [s] =
∑
α>0

`(wsα )=`(w)+1

〈ωs, α〉 [wsα]+
∑
α>0

`(wsα )=`(w)−2ht(α)+1

〈ωs, α〉E(α) [wsα]. (4.7)

For the type A case, formula (4.7) is obtained in [14]. For a general type, it is given

by D. Peterson (reproduced in [6], without proof).

5 Proof of Theorem 3.1

5.1 Cosets modulo dihedral reflection subgroups

As a prerequisite for our proofs, we need to understand the combinatorics of cosets

modulo dihedral reflection subgroups, viewed as subposets of the Bruhat order. The

following statement is known to hold for any Coxeter group (see Dyer [11]); in the special

case of a Weyl group, it has a simple proof provided below.

Lemma 5.1. Let W ′ be a dihedral reflection subgroup of W, and let S′ be its set of

canonical generators. Then the Bruhat order on W′ (viewed as a Coxeter group with

generating set S′) coincides with the partial order induced from the Bruhat order on W.

The Bruhat order on W′ is isomorphic to the partial order on any coset W′w (in-

duced from the Bruhat order onW). More precisely, W′w has a unique minimal element w̃,

and the map w′ 7→ w′w̃ is an isomorphism of posets W′ and W′w =W′w̃.
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The last statement can be rephrased as saying that for anyw′ ∈W′ and τ ∈ T ∩W′,
we have `(τw′) < `(w′) if and only if `(τw′w̃) < `(w′w̃).

Proof. For a positive root α and w ∈ W, the condition `(sαw) < `(w) is equivalent to

w−1(α) < 0. Since the same criterion describes the covering relation in W′, the first part

of the lemma follows. To prove the second part, choose w̃ to be the element of minimal

length in W ′w (if there are several such, pick any). Take any positive root α such that

sα ∈ T ∩W′. Then `(sαw̃) > `(w̃) and therefore w̃−1(α) > 0. Thus w̃−1 maps every positive

root that corresponds to a reflection in W′ into a positive root (and every negative into a

negative). Hence

`(sαw
′) < `(w′)⇐⇒ (w′)−1(α) < 0⇐⇒ w̃−1(w′)−1(α) < 0⇐⇒ `(sαw

′w̃) < `(w′w̃),

proving the last claim of the lemma. It then follows that w̃ is indeed the unique minimal

element of the coset W ′w.

Let W′ be a dihedral reflection subgroup of W. (Thus W′ is of type A1 × A1, A2,

B2, or G2.) Our goal is to check the Yang-Baxter equation (2.2) corresponding toW′ for the

mixed Bruhat operators Rτ, assuming some special choice of parameters pτ and qτ. Notice

that for any choice of parameters, the operators involved in that particular equation leave

each subspace k[W ′w] (the span of the right coset W′w) invariant. Thus the operators Rτ

satisfy the equation in question if and only if it is satisfied by the restrictions of these

operators onto each of these invariant subspaces. In fact, it is enough to just consider

the restrictions onto k[W′] for the following reason: the second part of Lemma 5.1 implies

that for a cosetW′wwith the minimal element w̃, the linear isomorphism k[W′]→ k[W′w]

defined by w′ 7→ w′w̃ intertwines the actions of the operators Rτ on k[W′] and k[W′w],

respectively.

Thus the verification of the Yang-Baxter equation associated with W′ for the

mixed Bruhat operators Rτ boils down to verifying this equation for the restrictions of

the operators participating in this particular equation onto the invariant subspace k[W′]

(which has dimension 4, 6, 8, or 12). The action of these operators on k[W′] is in turn

determined by the first part of Lemma 5.1: they act on k[W′] as ifW′ were the whole Weyl

group.

The case of W′ of type A1 × A1 is easily verified: one checks directly that, for

any choice of parameters, the mixed Bruhat operators Rτ and Rσ commute whenever the

reflections τ and σ do. Thus we only need to take care of (2.2) in the cases where both

sides involve at least three factors.
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Figure 1 The Bruhat order on a reflection subgroup of type A2

Let us summarize.

Proposition 5.2. The mixed Bruhat operators Rτ satisfy the Yang-Baxter equations (2.2)

if and only if, for any reflection subgroupW′ ⊂W of typeA2, B2, orG2, the corresponding

Yang-Baxter equation is satisfied by the restrictions of the operators involved in that

equation onto the invariant subspace k[W′].

Thus to prove Theorem 3.1, it remains to do so for W of types A2, B2, and G2.

5.2 Type A2

Suppose that W is the symmetric group S3, and let a and b be its canonical Coxeter

generators. The Bruhat order on W is given in Figure 1.

We should verify that the operators Rτ defined by (3.1)–(3.2) satisfy the quantum

Yang-Baxter equation

RaRabaRb = RbRabaRa (5.1)

(cf. (2.4)), provided the parameters pτ and qτ are given by (3.5)–(3.6). Substituting Rτ =
1 + εMτ, we observe that the terms of degrees 0 and 1 in ε are clearly the same on both

sides of (5.1). Equating the quadratic terms gives the classical Yang-Baxter equation (see

[18])

[Ma,Mb] = [Mb,Maba]+ [Maba,Ma] (5.2)

(here [A,B] = AB− BA stands for the commutator), while equating the cubic terms gives

the quantum Yang-Baxter equation for the Mτ:

MaMabaMb =MbMabaMa if i < j < k. (5.3)

Thus we have to check (5.2) and (5.3).
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In the special case under consideration, the operators Ma, Mb, and Maba =Mbab

are readily computed from the definition (3.1). Specifically, in the linear basis of k[W]

formed by the elements e, a, b, ab, ba, aba (in this order), they are given by the following

matrices:

Ma =



0 qa 0 0 0 0

pa 0 0 0 0 0

0 0 0 qa 0 0

0 0 pa 0 0 0

0 0 0 0 0 qa

0 0 0 0 pa 0


, Mb =



0 0 qb 0 0 0

0 0 0 0 qb 0

pb 0 0 0 0 0

0 0 0 0 0 qb

0 pb 0 0 0 0

0 0 0 pb 0 0


,

Maba =



0 0 0 0 0 qaba

0 0 0 qaba 0 0

0 0 0 0 qaba 0

0 paba 0 0 0 0

0 0 paba 0 0 0

paba 0 0 0 0 0


.

(5.4)

Substituting (5.4) into (5.2), we obtain, upon simplifications, the following system of

equations:



−qaqb + pbqaba + qabaqa = 0;

qaqb − qbqaba − qabapa = 0;

paqb − qbpaba − qabapa = 0;

−qapb + pbqaba + pabaqa = 0;

papb − qbpaba − pabapa = 0;

−papb + pbpaba + pabaqa = 0.

(5.5)

Making the same substitution into (5.3),we obtain a single equation qapabaqb = paqabapb,
which actually follows from (5.5); indeed, multiply the first equation in (5.5) by paba, and

subtract the last one, multiplied by qaba.

It remains to check that (3.5)–(3.6) imply (5.5). First we note that all roots have the

same length, so we may drop the subscript α in κα. Second, subtracting (3.6) from (3.5)

yields

pτ = qτ + κ. (5.6)
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When we substitute pa = qa + κ, pb = qb + κ, and paba = qaba + κ into the system of

equations (5.5), it reduces to the single equation

qaba(qa + qb + κ) = qaqb. (5.7)

Letα andβbe the positive roots corresponding toa andb, respectively. Then (5.7) becomes

qsα+β (qsα + qsβ + κ) = qsαqsβ . Substituting (3.6) into this equation, we obtain

E2(α+ β)

E1(α+ β)− E2(α+ β)

(
E2(α)

E1(α)− E2(α)
+ E2(β)

E1(β)− E2(β)
+ 1

)
= E2(α)

E1(α)− E2(α)

E2(β)

E1(β)− E2(β)
,

which is routinely checked using the fact that E1 and E2 are multiplicative (cf. (3.3)).

This completes the proof of Theorem 3.1 for the type A2 case and therefore for

any simply laced type.

It is possible to use equations (5.5) to provide a complete (albeit cumbersome)

parametric description of all solutions of the Yang-Baxter equations of, say, type A. On

the other hand, once we impose some relatively weak “nondegeneracy” restrictions on

the parameters qτ, the solution given by (3.5)–(3.6) becomes exhaustive. We state the

corresponding result below, omitting a straightforward proof.

Proposition 5.3. Let W be a Weyl group of type A, D, or E. Let {qτ}τ∈T be a family of

scalar parameters, let κ ∈ k be a constant, and let pτ = qτ + κ. Then the following are

equivalent.

(a) The mixed Bruhat operators Rτ defined by (3.1)–(3.2) satisfy the Yang-Baxter

equations (2.2).

(b) For any reflection subgroup W′ ⊂ W of type A2 with canonical generators a

and b, we have (5.7).

(c) The parameters qτ are given by (3.6), with the multiplicative functions E1 and

E2 defined by setting E1(α) = psα and E2(α) = qsα for every simple root α.

5.3 Types B2 and G2

The proof in these cases is similar to the type A2 case. We begin by observing that

formulas (3.5)–(3.6) imply

psγ = qsγ + κγ, γ ∈ Φ+; (5.8)

recall that κγ only depends on whether root γ is short or long (cf. (5.6)).
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Let a and b be the canonical generators of W. If W is of type B2 , then T =
{a, aba, bab, b}. Using the elements e, a, b, ba, ab, aba, bab, abab (in this order) as a

basis for k[W], we obtain the matrices

Ma =



0 qa 0 0 0 0 0 0

pa 0 0 0 0 0 0 0

0 0 0 0 qa 0 0 0

0 0 0 0 0 qa 0 0

0 0 pa 0 0 0 0 0

0 0 0 pa 0 0 0 0

0 0 0 0 0 0 0 qa

0 0 0 0 0 0 pa 0


, Mb =



0 0 qb 0 0 0 0 0

0 0 0 qb 0 0 0 0

pb 0 0 0 0 0 0 0

0 pb 0 0 0 0 0 0

0 0 0 0 0 0 qb 0

0 0 0 0 0 0 0 qb

0 0 0 0 pb 0 0 0

0 0 0 0 0 pb 0 0


,

and, in a similar way, the matrices Maba and Mbab. Substituting these matrices into the

type B2 Yang-Baxter equation

(1+Ma)(1+Maba)(1+Mbab)(1+Mb) = (1+Mb)(1+Mbab)(1+Maba)(1+Ma),

we obtain a system of equations for the 8 parameters pτ and qτ corresponding to τ ∈ T .

Once we make the substitution (5.8), this system of equations collapses into the single

equation

qaqb = qaqaba + qabaqbab + qbabqb + καqaba + κβqbab, (5.9)

where, as before, α and β are the positive roots corresponding to a and b, respectively.

Note that equation (5.9) is invariant under the transformation that interchanges a and b

while simultaneously interchanging α and β. Therefore, without loss of generality, we

may assume that α is short and β is long. Then aba and bab correspond to positive roots

2α+β (long) and α+β (short), respectively. Substituting (3.6) into (5.9) and factoring out

κακβ , we obtain

E2(α)

E1(α)− E2(α)

E2(β)

E1(β)− E2(β)

= E2(α)

E1(α)− E2(α)

E2(2α+ β)

E1(2α+ β)− E2(2α+ β)

+ E2(2α+ β)

E1(2α+ β)− E2(2α+ β)

E2(α+ β)

E1(α+ β)− E2(α+ β)

+ E2(α+ β)

E1(α+ β)− E2(α+ β)

E2(β)

E1(β)− E2(β)

+ E2(2α+ β)

E1(2α+ β)− E2(2α+ β)
+ E2(α+ β)

E1(α+ β)− E2(α+ β)
,

which is easily checked using (3.3).
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For the type G2 case, we use (5.8) to express everything in terms of the 6 param-

eters qτ and the 2 parameters κγ (for the short and long roots, respectively). Making a

substitution into the Yang-Baxter equation of type G2, we obtain two equations,

qaqb = qaqaba + qabaqababa + qababaqbabab + qbababqbab + qbabqb
+ καqaba + καqbabab + κβqbab + κβqababa (5.10)

and

− qaqbab + qaqababa − qbqaba + qbqbabab + qabaqbabab + qbabqababa
+ qaqbqabaqbab − qaqbqabaqababa − qaqbqbabqbabab − qaqbqababaqbabab
+ qaqabaqbabqbabab + qbqbabqababaqbabab + qbqabaqbabqababa
+ qaqabaqababaqbabab + qabaqbabqababaqbabab
+ κα

(
qababa − qaqbqbabab + qbqabaqbab + qaqabaqbabab
+ qabaqbabqbabab + qabaqababaqbabab

)
+ κβ

(
qbabab − qaqbqababa + qaqabaqbab + qbqbabqababa
+ qabaqbabqababa + qbabqababaqbabab

)
+ κ2

αqabaqbabab + κακβqabaqbab + κ2
βqbabqababa = 0. (5.11)

Similarly to cases A2 and B2 , we then verify these identities using the substitution (3.6)

(preferably with the help of a computer).

6 Tilted Bruhat orders

We now apply the results of Section 4 to the combinatorics of the Weyl group W. The

following definition is motivated by the formula (4.5) for the quantum Bruhat operators.

As before, Φ is a root system associated withW, andΦ+ denotes the set of positive roots.

Definition 6.1. Let DΦ denote the directed graph whose vertices are the elements of W,

and whose edges are of the form (u, sαu),where u ∈W, α ∈ Φ+, and either `(sαu) = `(u)+1

or `(sαu) = `(u)− 2ht(α)+ 1.

Note that the digraph DΦ depends on the root system Φ (and on the choice of

the positive system Φ+ ⊂ Φ), not just on the Weyl group W. Thus, for example, digraphs

of types Bn and Cn corresponding to dual root systems with the same Weyl group are

different.
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Figure 2 Root system B2

Figure 3 The digraph DΦ for W of type B2

Because of Lemma 4.3, the condition `(sαu) = `(u) − 2ht(α) + 1 in Definition 6.1

is equivalent to `(u) − `(sαu) = `(sα) = 2ht(α) − 1. We also remark that DΦ is the directed

graph with vertex set W whose adjacency matrix is the matrix of the operator
∑
τ Qτ,

where the Qτ are given by (4.5) with E(α) = 1 for all α.

Once a reflection orderingϕ forW is chosen,we label the edges ofDΦ by assigning

the label ϕ(τ) to an edge (u, v) with v = τu. We write u
m→ v to denote that (u, v) is an edge

in DΦ labelled by m.

Example 6.2. Consider a Weyl group of type B2. This is the first instance where the

condition `(sα) = 2ht(α) − 1 comes into play. Let a and b be the generators of W that

correspond to the simple roots α (short) and β (long), respectively. Then the reflections a,

b, and bab satisfy this condition, while aba does not (see Figure 2). The resulting graph

DΦ, for the reflection ordering a < aba < bab < b, is shown in Figure 3. Note that we

disallow down-directed edges that correspond to multiplying by aba (on the left).

Definition 6.3. For u, v ∈W, let `(u, v) denote the length of the shortest directed path in

DΦ from u to v. In particular, v 7→ `(e, v) = `(v) is the usual length function; moreover,
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Figure 4 Tilted Bruhat order BΦ(a) for W of type B2

`(u, v) = `(v) − `(u) whenever u ≤ v in the Bruhat order. The tilted Bruhat order BΦ(u) is

the graded partial order on W defined by

w1 ¹u w2
def⇐⇒ `(u,w1)+ `(w1, w2) = `(u,w2).

In other words, w1 ¹u w2 if and only if there exists a shortest path in DΦ from u to w2

that passes through w1.

We note that BΦ(e) is the usual Bruhat order on W.

Any choice of reflection ordering induces edge labelling of the Hasse diagram of

BΦ(u) inherited fromDΦ. Figure 4 shows an example of a tilted Bruhat order which is not

pure (i.e., does not have a unique maximal element 1̂); here W is of type B2, and we use

the same conventions as in Figure 3.

A nonempty interval [w1, w2] in BΦ(u) is called a tilted Bruhat interval between

w1 and w2. This interval does not depend on the choice of u (as long as w1 ¹u w2), but on

w1 and w2 alone, since

[w1, w2] = {w ∈W: `(w1, w)+ `(w,w2) = `(w1, w2)}.

Moreover, the induced partial order on [w1, w2] is independent of the choice of u, as

long as w1 ¹u w2. More precisely, [w1, w2] is the graded poset whose Hasse diagram is

the minimal subgraph of DΦ containing all directed paths from w1 to w2 that have the

smallest possible length. Note that this definition applies for any pairw1, w2 ∈W. In the

special case where w1 ≤ w2 (in the ordinary Bruhat order), the notion of a tilted Bruhat

interval specializes to the usual notion of an interval in the Bruhat order.

Figure 5 shows the tilted Bruhat intervals [ab, a] and [wo, e] forW of type B2,with

the same notation as before. (The first of these intervals coincides with the tilted Bruhat

order BΦ(ab).) Notice that [wo, e] is by no means dual to [e,wo] =W.

Our main combinatorial result is an extension of a certain fundamental property

of Bruhat orders to their “tilted analogues” introduced in Definition 6.3.
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Figure 5 Tilted Bruhat intervals [ab, a] and [wo, e]

Theorem 6.4. Fix a reflection ordering ϕ in a Weyl group W.

(1) For any pair of elements u, v ∈ W, there is a unique path from u to v in the

directed graph DΦ such that its sequence of labels is strictly increasing (resp., strictly

decreasing).

(2) The unique label-increasing (resp., label-decreasing) path from u to v in DΦ

has the smallest possible length `(u, v). Moreover, it is lexicographically minimal (resp.,

lexicographically maximal) among all shortest paths from u to v.

The proof of Theorem 6.4 is given at the end of this section.

In the terminology of [3], Theorem 6.4 asserts that the tilted Bruhat order (hence

any tilted Bruhat interval [u, v]) is EL-shellable (hence CL-shellable), with the EL-shelling

provided by any reflection ordering (and therefore by its reversal as well). In the case

where u = e, Theorem 6.4 specializes to the EL-shellability theorem for the ordinary

Bruhat orders, a result conjectured by Björner and proved by Dyer [13, Proposition 4.3].

(Dyer’s theorem holds for an arbitrary Coxeter group,with an appropriate generalization

of the concept of a reflection ordering.)

Shellability can be used to compute the Möbius function [21] of the Bruhat order

(ordinary or tilted). Recall (see [22]) that a finite graded poset with 0̂ and 1̂ (resp., with 0̂)

is called Eulerian (resp., lower Eulerian) if its Möbius function is given by

µ(x, y) = (−1)rank(y)−rank(x)

for any x ≤ y. This is equivalent to requiring that any interval [x, y] contains an equal

number of elements of even and odd rank.

A well-known theorem of Verma [24], [25] (cf. also [2], [9], [19]) asserts that any

interval in the Bruhat order of any Coxeter group is Eulerian. To our knowledge, no

simple proof of this result is known, except for the special case x = e (see Lascoux [20,

Lemma 1.13]). The story of Verma’s theorem is told in [17, p. 176]. Remarkably, it can

be strengthened as follows: any Bruhat interval is actually a face poset of a shellable
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regular CW sphere (see Björner [1, Theorem 5.1] and Björner and Wachs [2, Theorem 4.2]);

hence it is also Cohen-Macaulay (see [4]).

All the statements mentioned in the preceding paragraph are implied by Dyer’s

shellability theorem [13, Proposition 4.3]. Not surprisingly, our Theorem 6.4 can be used

to extend these results to the tilted case.

Corollary 6.5. Each tilted Bruhat order BΦ(u) of a Weyl group W is a lexicographi-

cally shellable lower Eulerian poset. As a consequence, any tilted Bruhat interval is a

face poset of a shellable regular CW sphere. In particular, it is Eulerian and Cohen-

Macaulay.

Proof. By [1, Proposition 4.5], Theorem 6.4 implies that [u, v] is a face poset of a regular

CW sphere. Such posets are known to be both Eulerian and Cohen-Macaulay; see, e.g.,

Stanley [22, Section 1].

The Eulerian property can also be deduced directly from Theorem 6.4, as follows.

By a simple counting argument (cf. [4, Corollary 2.3]), the values of the Möbius function

can be computed from an EL-shelling by

µ(u, v) = (−1)rank(y)−rank(x) · (number of label-decreasing chains from u to v).

In our case, there is exactly one such chain, and the Eulerian property follows.

Proof of Theorem 6.4. We first prove Part 1 of the theorem. As before, ϕ is a reflection

ordering, N = `(wo), Rτ = 1+ εQτ for τ ∈ T, and the Qτ are given by (4.5) with E(α) = 1.

We eventually prove the following statement,which can be viewed as an algebraic

reformulation of Theorem 6.4 (excluding the last statement of the latter).

Proposition 6.6. For any u ∈W,

Rϕ−1(1) · · ·Rϕ−1(N)(u) =
∑
v∈W

ε`(u,v) v. (6.1)

Part 1 of Theorem 6.4 is equivalent to the special case ε = 1 of (6.1), for the

following reasons. We have already noted (see comments following Definition 6.1) that

(u, v) is an edge in DΦ if and only if v = Qτ(u) for some τ ∈ T, in which case (u, v) is

labelled by ϕ(τ). Thus the identity (6.1), with ε = 1, asserts existence and uniqueness of

the label-decreasing path.
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Let us denote by T the specialization of the operator Rϕ−1(1) · · ·Rϕ−1(N) obtained by

setting ε = 1. By Proposition 2.5 and Corollary 4.4, the operator T does not depend on

the choice of reflection ordering ϕ.

We identify an elementw ∈W with the linear operator u 7→ wu in k[W]. Let s ∈ S.

Then (4.5), with ε = 1, gives Qs = s, implying

(1+Qs)s = 1+Qs. (6.2)

Since there exists a reduced decomposition of wo that ends in s, there also exists a

reflection ordering ϕ such that ϕ−1(N) = s (cf. (2.1)). Hence (6.2) implies that

Ts =
(
N−1∏
i=1

(1+Qϕ−1(i))

)
(1+Qs) s = T.

It follows that,more generally, Tw = T for allw ∈W. Analogously, one shows thatwT = T

for all w ∈ W. These equations can be interpreted as saying that the matrix of T in the

basisW of k[W] is invariant under permutations of rows and columns. Hence there exists

a constant c such that, for any u ∈W,

T(u) = c
∑
v∈W

v.

On the other hand, it is clear from the definition of the Qτ that the coefficient of wo in

T(e) is ≤ 1, where e ∈ W is the identity element. Since c is obviously a positive integer,

we conclude that c = 1, and part (1) is proved.

To prove the rest, we need the following lemma, which generalizes the corre-

sponding result for the ordinary Bruhat order (see, e.g., [13, Lemma 4.1]).

Lemma 6.7. Assume that

u, x, v ∈W, u
k→ x

l→ v, k > l. (6.3)

Then there exists a unique y ∈W such that (cf. Figure 6)

u
m→ y

n→ v, l < n > m < k. (6.4)

Proof. Consider the dihedral group W′ generated by the reflections ϕ−1(k) and ϕ−1(l).

Define the operators Qτ and Rτ as in Theorem 6.4, and write down the Yang-Baxter equa-

tion (2.2) forW′, so that the order of the terms in the left-hand side was compatible with

the reflection order ϕ. Thus the sequence of reflections appearing on the left-hand side
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Figure 6 Tilted Bruhat interval of length 2

is label-increasing, while the one on the right-hand side is label-decreasing. Apply the

left-hand side to u, and take the coefficient of ε2v. This is the number of label-decreasing

paths in DΦ from u to v that have length 2 and stay within the coset W′u. We know one

such path, namely, u
k→ x

l→ v. By the Yang-Baxter equation, there should also be a

label-increasing path of length 2 from u to v that stays within W′u; let us denote it by

u
m→ y

n→ v. It remains to check that k > m and l < n. These two statements are completely

analogous to each other, so we only show how to prove the first one. Suppose that, on the

contrary, k < m. (Obviously, k 6= m, since otherwise x = y.) Then l < k < m < n, which in

particular means that the four reflections labelled by l, k,m,n are all distinct. If W′ is of

type A2, then this already brings the desired contradiction, since in that case, there are

only three reflections in W′. If W′ is of type B2, with canonical generators a and b (say,

ϕ(a) < ϕ(b), then there are four reflections in W′, and therefore l, k,m,n correspond to

a, aba, bab, b, respectively. But this implies that v = a·aba·u = b·bab·u, a contradiction.

The remaining case W′ =W = G2 is checked directly.

We can now complete the proof of Theorem 6.4 using an argument borrowed

from [13, p. 114]. Among all shortest paths in DΦ from u to v, let

u = w1 → w2 → · · · → wd = v (6.5)

be the one whose label sequence is lexicographically minimal. To prove part (2) of the

theorem, we need to show that this path is label-increasing. Suppose otherwise; i.e.,

for some i ∈ {2, . . . , d − 1}, we have wi−1
k→ wi

l→ wi+1 with k > l. (We cannot have

k = l since this would create a loop, and the path would not be shortest.) Then, by

Lemma 6.7, there exists y ∈ W such that wi−1
m→ y

n→ wi+1 and m < k. Thus, replacing

wi by y in (6.5) produces a chain with a lexicographically smaller sequence of labels—a

contradiction.

It remains to observe that Proposition 6.6 is a direct corollary of Theorem 6.4.



440 Brenti, Fomin, and Postnikov

Acknowledgments

We are grateful to Andrei Zelevinsky for his fair and constructive criticism that brought about a

substantial improvement over the original version. We also thank Anders Björner, Alain Lascoux,

and Richard Stanley for useful comments and conversations, and Jenny Levine at the IMRN edito-

rial office for her careful editing. Part of our work was carried out while the first two authors were

participating in the “Combinatorics” program at MSRI (Mathematical Sciences Research Institute).

The authors were supported in part by MSRI. Sergey Fomin was also supported by National

Science Foundation grant #DMS-9700927.

References

[1] A. Björner, Posets, regular CW complexes and Bruhat order, European J. Combin. 5 (1984),

7–16.

[2] A. Björner and M. Wachs, Bruhat order of Coxeter groups and shellability, Adv. in Math. 43

(1982), 87–100.

[3] , On lexicographically shellable posets, Trans. Amer. Math. Soc. 277 (1983), 323–341.

[4] A. Björner, A. M. Garsia, and R. P. Stanley, “An introduction to Cohen-Macaulay partially

ordered sets” in Ordered Sets (Banff, Alta, 1981), NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci.

83, ed. I. Rival, Reidel, Dordrecht, 1982, 583–615.
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[21] G.-C. Rota, “On the foundations of combinatorial theory I. Theory of Möbius functions” in
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