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Abstract. We derive a new formula for the number of factorizations of a full cycle into an ordered product of two permutations of given cycle types. For the first time, a purely combinatorial argument involving a bijective description of bicolored maps of specified vertex degree distribution is used. All the previous results in the field rely either partially or totally on a character theoretic approach. The combinatorial proof relies on a new bijection extending the one in [G. Schaeffer and E. Vassilieva. J. Comb. Theory Ser. A, 115(6):903–924, 2008] that focused only on the number of cycles. As a salient ingredient, we introduce the notion of thorn trees of given vertex degree distribution which are recursive planar objects allowing simple description of maps of arbitrary genus.
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1 Full cycle factorizations of given type

In what follows, we denote by $\lambda \vdash n$ an integer partition of $n$ and $\ell(\lambda) = k$ the length or number of parts of $\lambda$. Thus, $\lambda = (\lambda_1, \ldots, \lambda_k)$ where $\lambda_1 \geq \cdots \geq \lambda_k \geq 1$ and $\sum \lambda_i = n$. If $m_i(\lambda)$ is the number of parts of $\lambda$ that are equal to $i$, then we also write $\lambda = [1^{m_1(\lambda)}, 2^{m_2(\lambda)}, \ldots]$ and let $\text{Aut}(\lambda) = \prod m_i(\lambda)!$. Then, for $\lambda \vdash n$, we use the monomial symmetric function $m_\lambda(x)$ which is the sum of all different monomials obtained by permuting the variables of $x_1^{\lambda_1} x_2^{\lambda_2} \cdots$, and the power symmetric function $p_\lambda(x)$, defined multiplicatively as $p_\lambda = p_{\lambda_1} p_{\lambda_2} \cdots$ where $p_n(x) = m_n(x) = \sum_i x_i^n$ (see e.g. [10]).

In addition, we use $\pi$ to denote a set partition of $[n] = \{1, 2, \ldots, n\}$ with blocks $\{\pi^1, \ldots, \pi^p\}$. The type of a set partition, $\text{type}(\pi) \vdash n$, is the integer partition of $n$ obtained by considering the cardinalities of the blocks of $\pi$. Let $S_n$ be the symmetric group on $n$ elements, and $C_\lambda$ be the conjugacy class in $S_n$ of permutations with cycle type $\lambda$, where $\lambda \vdash n$. Given $\lambda, \mu, \nu \vdash n$, let $c_{\lambda\mu}^\nu$ be the number of ordered factorizations in $S_n$ of a fixed permutation $\gamma \in C_\nu$ as a product $\alpha\beta$ of two permutations $\alpha \in C_\lambda$ and $\beta \in C_\mu$. These numbers are called connection coefficients of the symmetric group. The problem of computing these coefficients has received significant attention and its history and references can be found in [3]. We focus on the case $c_{\lambda\mu}^\nu$: when $\nu = (n) = n$ and $\gamma$ is the long cycle $\gamma_n = (1, 2, \ldots, n)$. In this setting, we define the genus $g(\lambda, \mu)$ of a pair of partitions $\lambda$ and $\mu$ by the equation $\ell(\lambda) + \ell(\mu) = n + 1 - 2g(\lambda, \mu)$. We can take $g(\lambda, \mu)$ to be a nonnegative integer, since otherwise it is easy to show that $c_{\lambda\mu}^\nu = 0$.

Regarding the evaluation of $c_{\lambda\mu}^\nu$, using an inductive argument Bédard and Goupil [1] first found a formula for the case $g(\lambda, \mu) = 0$, which was later reproved by Goulden and Jackson [2] via a bijection with a set of ordered rooted bicolored trees. Later, using characters of the symmetric group and a combinatorial development, Goupil and Schaeffer [3] derived an expression for connection coefficients of arbitrary genus as a sum of positive terms (see Biane [4] for a succinct algebraic derivation; and Poulalhon and Schaeffer [4], and Irving [7] for further generalizations). However, there are no fully bijective proofs for this expression unless the permutations are associated to set partitions (see Goulden and Nica [6]). In this paper, we follow the latter approach and introduce the notion of partitioned bicolored maps of given type to extend the work of Schaeffer and Vassilieva in [9], and derive a novel simpler formula thanks to a purely combinatorial argument. In the genus zero case, the argument reduces to the bijection with ordered rooted bicolored trees in [7]. Our combinatorial result can be stated as follows:

**Theorem 1** The numbers $c_{\lambda\mu}^\nu$ of factorizations of the long cycle $\gamma_n$ into an ordered product of two permutations of type $\lambda$ and $\mu$ satisfy:

$$
\frac{1}{n} \sum_{\lambda, \mu \vdash n} c_{\lambda\mu}^\nu p_{\lambda}(x)p_{\mu}(y) = \sum_{\lambda, \mu \vdash n} \frac{(n - \ell(\lambda))!(n - \ell(\mu))!}{(n + 1 - \ell(\lambda) - \ell(\mu))!} m_\lambda(x)m_\mu(y)
$$

(1)

We start in Section 2 by defining the main combinatorial structures used throughout the paper and reformulating Theorem 1. In Section 3 we introduce a mapping among these structures and in Section 4 we show it is a bijection.

2 Link with maps and partitioned maps of specified type

2.1 Unicellular partitioned bicolored maps

**Definition 1** Given partitions $\lambda, \mu \vdash n$, let $C(\lambda, \mu)$ be the set of triples $(\pi_1, \pi_2, \alpha)$ such that $\alpha \in S_n$, $\pi_1, \pi_2$ are set partitions of $[n]$ with type$(\pi_1) = \lambda$ and type$(\pi_2) = \mu$, and each block of $\pi_1$ and $\pi_2$ is a union of cycles of $\alpha$ and $\beta = \alpha^{-1}\gamma_n$ respectively. Let $C(\lambda, \mu) = |C(\lambda, \mu)|$. 
In accordance with the following graphical interpretation, each factorization \( \alpha \beta = \gamma_n \) is called a unicellular bicolored map. Similarly, each triple \( (\pi_1, \pi_2, \alpha) \) is called a unicellular partitioned bicolored map with \( n \) edges, blocks of type \( \lambda \) consisting of white vertices, and blocks of type \( \mu \) consisting of black vertices. We represent these unicellular maps graphically using ribbon graphs:

A ribbon graph is a drawing of a graph in the plane such that any vertex of degree \( k \) has a neighborhood homeomorphic to a disk and the incident edges form a star with \( k \) branches. Edges can cross outside of these neighborhoods, and we call these irrelevant crossings. Moreover, given an edge \( e \) of a ribbon graph we assume it is oriented and identify the right hand side of \( e \) in the direction given by the orientation. We describe the boundary of the graph by moving along the edges. In doing so, we ignore irrelevant crossings and when we reach a vertex, we continue in the next branch of the star without crossing any edge in the neighborhood of the vertex. A graph is bicolored if its vertices are colored black and white such that each edge connects a black vertex with a white one. In this case the right hand side of the edge is the side of the edge which is on the right when going from a white vertex to a black one.

Then a unicellular partitioned bicolored map with \( n \) edges is represented by a labeled ribbon graph with the following six properties: (i) \( n \) edges with the labels \([n]=\{1,\ldots,n\}\), (ii) the cycles of \( \alpha \) describe the white vertices, and (iii) the partition \( \pi_1 \) induces a partition of the white vertices of type \( \lambda \). Properties (iv), (v), and (vi) are the analogues of (i), (ii), and (iii) for \( \beta \), black vertices, \( \pi_2 \) and \( \mu \) respectively. The fact that \( \alpha \beta = \gamma_n \) means that if we start on the right hand side of the edge with label 1 and move along the edges as described above, we visit the right hand side of the edges \( 1,\ldots,n \) in this order.

**Example 1** Let \( n = 10, \lambda = [4,6], \mu = [2^2,6], \alpha = (25)(3467)(18910) \in C_{[2,12]} \) and \( \beta = \alpha^{-1} \gamma_n = (3)(6)(15427)(8)(9)(10) \in C_{[1^5,5]}, \pi_1 = \{3467,1258910\}, \) and \( \pi_2 = \{1245710,68,39\} \). We easily check that \( g([2,4^2],[1^5,5]) = 1 \) and \( (\pi_1,\pi_2,\alpha) \in C(\lambda,\mu) \). We represent this unicellular partitioned bicolored map with the following ribbon graph with one irrelevant crossing and where each block is associated with a particular shape:

![Fig. 1: A Partitioned Bicolored Map](image)

**2.2 Connection between** \( C(\lambda, \mu) \) **and** \( c_{\lambda \mu}^p \)

Consider the partial order on integer partitions given by refinement. That is \( \lambda \leq \mu \) if and only if the parts of \( \mu \) are unions of parts of \( \lambda \), and we say that \( \lambda \) is a refinement of \( \mu \) or that \( \mu \) is coarser than \( \lambda \). If \( \lambda \leq \mu \) let \( R_{\lambda \mu} \) be the number of ways to coarse \( \lambda \) to obtain \( \mu \). For example, if \( \lambda = 1^22^2 \) and \( \mu = 123 \) then \( R_{123} = 4 \) since in \( \lambda \) any of the two 1-blocks can merge with any of the two 2-blocks. See (11) for more about the poset of integer partitions ordered by refinement.

**Remark 1** If \( m = \ell(\lambda) \) and \( p = \ell(\mu) \) then \( R_{\lambda \mu} \) is equal to the number of unordered partitions \( \pi = \{\pi_1,\ldots,\pi_p\} \) of the set \([m]\) such that \( \mu_j = \sum_{i \in \pi_j} \lambda_i \) for \( 1 \leq j \leq p \). Therefore, for the monomial and
power symmetric functions, \( m_\lambda \) and \( p_\lambda \), we have: \( p_\lambda = \sum_{\mu \geq \lambda} R_{\lambda \mu} m_\mu \), where \( R_{\lambda \mu} = \text{Aut}(\mu) R_{\lambda \mu} \) (Prop. 7.7.1).

We use this partial order on integer partitions to obtain a relation between \( C(\lambda, \mu) \) and \( c_{\lambda \mu}^n \).

**Proposition 1**

\[
C(\nu, \rho) = \sum_{\lambda \geq \nu, \mu \geq \rho} R_{\lambda \mu} R_{\nu \rho} c_{\lambda \mu}^n.
\]  

**Proof:** Let \((\pi_1, \pi_2, \alpha) \in C(\nu, \rho)\). If \( \alpha \in C_\lambda \) and \( \beta = \alpha^{-1} \gamma_n \in C_\mu \) then by definition of the set partitions we have that \( \text{type}(\pi_1) = \nu \geq \lambda \) and \( \text{type}(\pi_2) = \rho \geq \mu \). Thus, if

\[
C_{\lambda \mu}(\nu, \rho) = \{ (\pi_1, \pi_2, \alpha) \in C(\mu, \rho) \mid (\alpha, \alpha^{-1} \gamma_n) \in C_\lambda \times C_\mu \},
\]

then \( C(\nu, \rho) = \bigcup_{\lambda \geq \nu, \mu \geq \rho} C_{\lambda \mu}(\nu, \rho) \) where the union is disjoint. Finally, if \( C_{\lambda \mu}(\nu, \rho) = |C_{\lambda \mu}(\nu, \rho)| \) then it is easy to see that \( C_{\lambda \mu}(\nu, \rho) = R_{\lambda \mu} R_{\nu \rho} c_{\lambda \mu}^n \).

Using \( p_\lambda = \sum_{\mu \geq \lambda} R_{\lambda \mu} m_\mu \) we can rewrite Proposition 1 as:

\[
\sum_{\lambda, \mu \in \mathbb{N}} c_{\lambda \mu}^n p_\lambda(x)p_\mu(y) = \sum_{\lambda, \mu \in \mathbb{N}} \text{Aut}(\lambda) \text{Aut}(\mu) C(\lambda, \mu) m_\lambda(x) m_\mu(y).
\]  

**Remark 2** Let \((\pi_1, \pi_2, \alpha) \in C(\nu, \rho)\) with \( \lambda(\nu) + \ell(\rho) = n + 1 \). If \( \alpha \in C_\lambda \) and \( \beta = C_\mu \) then \( \ell(\lambda) + \ell(\mu) = n + 1 - 2g(\lambda, \mu) \leq n + 1 \). But \( \ell(\lambda) \geq \lambda(\nu) \) and \( \ell(\mu) \geq \ell(\rho) \), therefore \( \lambda = \nu, \mu = \rho \) and \( \pi_1 \) and \( \pi_2 \) are the underlying set partitions in the cycle decompositions of \( \alpha \) and \( \beta \) respectively. In this case \( C(\nu, \rho) = c_{\nu, \rho}^n \) (\( g(\nu, \rho) = 0 \)).

### 2.3 Ordered rooted bicolored thorn trees

We define the following sets of trees:

**Definition 2 (Ordered rooted bicolored trees)** For \( \lambda, \mu \vdash n \) such that \( \lambda(\nu) + \ell(\mu) = n + 1 \), let \( \mathcal{BT}(\lambda, \mu) \) be the set of ordered rooted bicolored trees \( t \) with \( \ell(\lambda) \) white vertices of degree distribution given by \( \lambda \), and \( \ell(\mu) \) black vertices of degree distribution given by \( \mu \). By convention, the root is a white vertex.

If we are only interested in the number of vertices, let \( \mathcal{BT}(p, q) = \bigcup_{\ell(\lambda)=p, \ell(\mu)=q} \mathcal{BT}(\lambda, \mu) \). As shown e.g. in (2), the cardinality of \( \mathcal{BT}(\lambda, \mu) \) when \( \ell(\lambda) + \ell(\mu) = n + 1 \) is:

\[
|\mathcal{BT}(\lambda, \mu)| = \frac{n}{\text{Aut}(\lambda) \text{Aut}(\mu)} (n - \ell(\lambda))! (n - \ell(\mu))!,
\]  

and they are in bijection with the ordered factorizations counted by \( c_{\lambda \mu}^n \) when \( g(\lambda, \mu) = 0 \). By Remark 2 in this case we also have \( C(\lambda, \mu) = c_{\lambda \mu}^n \). To get a combinatorial construction for \( C(\lambda, \mu) \) when \( \ell(\lambda) + \ell(\mu) < n + 1 \) we introduce the ordered rooted bicolored thorn trees:

**Definition 3 (Ordered rooted bicolored thorn trees)** We call a thorn an edge connected to only one vertex. For \( \lambda, \mu \vdash n \) such that \( \ell(\lambda) + \ell(\mu) \leq n + 1 \), we define \( \mathcal{BT}(\lambda, \mu) \) as the set of ordered rooted bicolored trees with \( \ell(\lambda) \) white vertices, \( \ell(\mu) \) black vertices, \( n + 1 - \ell(\lambda) - \ell(\mu) \) thorns connected to the black vertices and \( n + 1 - \ell(\lambda) - \ell(\mu) \) thorns connected to the white vertices. The white (respectively black) vertices’ degree distribution (accounting the thorns) is specified by \( \lambda \) (respectively \( \mu \)). The root is a white vertex.
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Adapting the Lagrange inversion developed in (2), it can be shown that:

\[ |\tilde{BT}(\lambda, \mu)| = \frac{n}{\text{Aut}(\lambda) \cdot \text{Aut}(\mu)} \frac{(n - \ell(\lambda))!}{(n - \ell(\mu))!} \frac{(n + 1 - \ell(\lambda) - \ell(\mu))!}{(n - \ell(\mu))!} \times |\tilde{S}_{n+1-\ell(\lambda)-\ell(\mu)}|. \]  \hspace{1cm} (5)

Example 2 The tree on Figure 2 belongs to \( \tilde{BT}(\lambda, \mu) \) for \( n = 11 \), \( \lambda = [1^2, 2, 3, 4] \) and \( \mu = [1, 2, 4^2] \) (\( \ell(\lambda) + \ell(\mu) = 9 < 11 \)).

Remark 3 One can notice the central role of the quantity \( n + 1 - \ell(\lambda) - \ell(\mu) = 2g(\lambda, \mu) \) in the case of \( \alpha \in C_\lambda \) and \( \alpha^{-1} \gamma_n \in C_\mu \), i.e. maps.

Fig. 2: An ordered rooted bicolored thorn Tree

2.4 New formulation of the main theorem

By equation (3), Theorem 1 is equivalent to proving the following formula:

\[ C(\lambda, \mu) = \frac{n}{\text{Aut}(\lambda) \cdot \text{Aut}(\mu)} \frac{(n - \ell(\lambda))!}{(n - \ell(\mu))!} \frac{(n + 1 - \ell(\lambda) - \ell(\mu))!}{(n + 1 - \ell(\lambda) - \ell(\mu))!} \times |\tilde{S}_{n+1-\ell(\lambda)-\ell(\mu)}|. \]

In this paper we show this formula bijectively:

Theorem 2 There is a direct bijection between partitioned bicolored maps \( C(\lambda, \mu) \) and pairs \((\tau, \sigma)\) of a bicolored thorn tree \( \tau \in \tilde{BT}(\lambda, \mu) \) and a permutation \( \sigma \in S_{n+1-\ell(\lambda)-\ell(\mu)} \).

3 A mapping \( \Psi \) for bicolored partitioned maps of specified type

To prove Theorem 2 we first need to define some additional structures.

3.1 Reverse levels traversals of thorn trees and partial permutations

Definition 4 (Reverse white and black levels traversals) For \( \tau \in \tilde{BT}(\lambda, \mu) \), we define the reverse white levels traversal as the traversal going through all white vertices of \( \tau \) and their descendants, either black vertices or thorns, in the following order (we assume that level 1 is the root’s level):

(i) The descendants (either black vertices or thorns if any) of the leftmost white vertex of the top white level are traversed from left to right.

(ii) Then the leftmost white vertex of the top white level is traversed.

(iii) If \( i \) white vertices \((1, \ldots, i)\) (1 being the leftmost) of white level \( j \) \((j > 1)\) have been traversed and there is a white vertex \( i + 1 \) at level \( j \) on the right of \( i \), the descendants of \( i + 1 \) are traversed, then vertex \( i + 1 \) is traversed. Otherwise, the descendants of vertex 1 of white level \( j - 1 \) are traversed, followed by the white vertex itself.

(iv) The root vertex is the last to be traversed.

The reverse black levels traversal is defined similarly except that the rightmost black descendant of the white root vertex is the last vertex to be traversed.

![Fig. 3: Reverse white levels traversal (left) and reverse black levels traversal (right)](image)

We also define partial permutations as in (9).

**Definition 5 (Partial permutations)** Given two sets \( X \) and \( Y \) and a nonnegative integer \( m \), let \( \mathcal{PP}(X, Y, m) \) be the set of bijections from any \( m \)-subset of \( X \) to any \( m \)-subset of \( Y \). We call these bijections partial permutations. Then \( |\mathcal{PP}(X, Y, m)| = \binom{|X|}{m} \binom{|Y|}{m} m! \). Trivially, a partial permutation \( \tilde{\sigma} \in \mathcal{PP}(X, Y, m) \) is also specified by a permutation \( \sigma \in S_m \) and the complements of the domain and range.

We proceed with the description of the bijective mapping \( \Psi \),

\[
\Psi_{n, \lambda, \mu} : \mathcal{C}(\lambda, \mu) \rightarrow \bar{\mathcal{BT}}(\lambda, \mu) \times S_{n+1-\ell(\lambda)-\ell(\mu)}, \quad (\pi_1, \pi_2, \alpha) \mapsto (\tau, \sigma).
\]

3.2 The ordered bicolored thorn tree \( \tau \)

Let \((\pi_1, \pi_2, \alpha) \in \mathcal{C}(\lambda, \mu)\). We construct an ordered bicolored thorn tree \( \tau \in \bar{\mathcal{BT}}(\lambda, \mu) \) following the procedure below (in what follows, \( p = \ell(\lambda) \) and \( q = \ell(\mu) \)).

1. First step is to construct the last passage unlabeled bicolor tree \( t \) and two “relabeling” permutations \( \theta_1 \) and \( \theta_2 \) defined in the same way as in (9). We briefly describe this construction:

   Let \( \pi_1^{(1)}, \ldots, \pi_1^{(p)} \) and \( \pi_2^{(1)}, \ldots, \pi_2^{(q)} \) be the blocks of the partitions \( \pi_1 \) and \( \pi_2 \) respectively. Denote by \( m_1^{(i)} \) the maximal element of the block \( \pi_1^{(i)} \) \((1 \leq i \leq p)\) and by \( m_2^{(j)} \) the maximal element of \( \pi_2^{(j)} \) \((1 \leq j \leq q)\). We assign the index \( p \) to the block of \( \pi_1 \) containing the element 1, and suppose that the indexing of all other blocks is arbitrary. We first construct the labeled ordered tree \( T \) in the following way: The white root is labeled \( p \). For every \( j = 1, \ldots, q \), the black vertex \( j \) is a
descendant of the white vertex $i$ if the element $\beta(m_2^{(i)})$ belongs to the black block $\pi_1^{(i)}$. Similarly, for every $i = 1, \ldots, p - 1$, a white vertex $i$ is a descendant of a black vertex $j$ if the element $m_1^{(i)}$ belongs to the black block $\pi_2^{(j)}$. If black vertices $j, k$ are both descendants of a white vertex $i$, then $j$ is to the left of $k$ when $\beta(m_2^{(j)}) < \beta(m_2^{(k)})$; if white vertices $i, l$ are both descendants of a black vertex $j$, then $i$ is to the left of $l$ when $\beta^{-1}(m_1^{(i)}) < \beta^{-1}(m_1^{(l)})$. It is not hard to show that this construction gives a tree (9) that we denote by $T$.

We remove the labels to obtain the unlabeled bicolored ordered tree $t$. Relabeling permutations $\theta_1$ and $\theta_2$ are defined by considering the reverse-labelled tree $T'$ resulting from the labelling of $t$, based on two independent reverse-labelling procedures for white and black vertices. The root is labelled $p$, then going bottom up and right to left, we label the white vertices with labels $p - 1, p - 2, \ldots, 1$. An equivalent procedure applies to black vertices. Next step consists in relabeling the blocks by using the new indices from $T'$. If a white vertex is labeled $i$ in $T$ and $i'$ in $T'$, we set $\pi_1^{(i)} = \pi_1^{(i')}$.

Black blocks are relabeled in a similar fashion. Let $\omega_1, \omega_2$ be the strings given by writing the elements of $\pi_1, \pi_2$ in increasing order. Denote by $\omega = \omega^1 \ldots \omega^p$, $\upsilon = \upsilon^1 \ldots \upsilon^q$, the concatenations of the strings defined above. We define $\theta_1 \in \mathcal{S}_n$ by setting $\omega$ as the first line and $[n]$ as the second line of the two-line representation of this permutation. Similarly, we define the relabeling permutation $\theta_2$.

Example 3 Let $n = 8$, $\lambda = [2^4]$, $\mu = [2, 3^2]$, $\alpha = (23)(4)(15)(6)(78)$, $\beta = (2)(134)(568)(7)$, $\pi_1 = \{\pi_1^{(1)}, \pi_1^{(2)}, \pi_1^{(3)}, \pi_1^{(4)}\}$ and $\pi_2 = \{\pi_2^{(1)}, \pi_2^{(2)}, \pi_2^{(3)}\}$ with

$$
\begin{align*}
\pi_1^{(1)} &= \{2, 3\}, & \pi_1^{(2)} &= \{4, 6\}, & \pi_1^{(3)} &= \{7, 8\}, & \pi_1^{(4)} &= \{1, 5\}, \\
\pi_2^{(1)} &= \{1, 3, 4\}, & \pi_2^{(2)} &= \{2, 7\}, & \pi_2^{(3)} &= \{5, 6, 8\}
\end{align*}
$$

We associate shapes to the blocks as in Figure 4 and construct $T$.

We have that $\beta(m_2^{(3)}) = 7 \in \pi_1^{(3)}$, $\beta(m_1^{(1)}) = 1 \in \pi_1^{(4)}$, $\beta(m_2^{(1)}) = 5 \in \pi_1^{(4)}$, and $\beta(m_2^{(3)}) < \beta(m_2^{(1)})$. Thus, the black vertex 2 is a descendant of the white vertex 3, and the descendants, from left to right, of the white vertex 4 are the black vertices 1 and 3. Also, we have that $m_1^{(1)} = 3 \in \pi_2^{(1)}$, $m_2^{(1)} = 6 \in \pi_2^{(3)}$, $m_1^{(3)} = 8 \in \pi_2^{(3)}$ and $\beta^{-1}(m_2^{(1)}) < \beta^{-1}(m_2^{(3)})$. Therefore, the white vertex 1 is a descendant of the black vertex 1, and the descendants, from left to right, of the black vertex 3 are the white vertices 2 and 3. Finally, we associate shapes to the blocks as in Figure 4. Then, by removing the labels we get the tree $t$. Reverse labeling of $t$ gives $T'$ and consequently the relabeling permutations:

$$
\theta_1 = \begin{pmatrix} 2 & 3 & 4 & 6 & 7 & 8 & 1 & 5 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \end{pmatrix} \quad \theta_2 = \begin{pmatrix} 2 & 7 & 1 & 3 & 4 & 5 & 6 & 8 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \end{pmatrix}
$$

(ii) We use the sets

$$
\{\theta_1(m_1^{(j)})\}_{1 \leq j \leq p - 1} \cup \{\theta_1(\beta(m_2^{(j)}))\}_{1 \leq j \leq q} \quad \text{and} \quad \{\theta_2(\beta^{-1}(m_1^{(j)}))\}_{1 \leq j \leq p - 1} \cup \{\theta_2(m_2^{(j)})\}_{1 \leq j \leq q}
$$
in order to double-label tree \( t \). We assign \((\theta_1(m^1_i), \theta_2(\beta^{-1}(m^1_i)))\) to the white vertex indexed by \( i, (i < p) \) in \( T'' \) and \((\theta_1(m^2_j)), \theta_2(m^2_j))\) to black vertex indexed by \( j \) in \( T'' \). The root vertex is first labeled \( n = \theta_1(m^1_0) \) and has no second label. We call \( T'' \) the resulting double-labeled tree (see figure 5 for an example).

Let \( S_0 = \{m^1_1, \ldots, m^1_{p-1}\} \cup \{\beta(m^2_1), \ldots, \beta(m^2_2)\} \) and \( \bar{\theta}_1(S_0) \) (resp. \( \bar{\theta}_2(\beta^{-1}(S_0)) \)) be the ordered subset of \([n]\) obtained by arranging the elements of \( \theta_1(S_0) \) (resp. \( \theta_2(\beta^{-1}(S_0)) \)) in increasing order. We have the following lemmas:

**Lemma 1** (9) The set \( S_0 \) has \( p + q - 1 \) elements, i.e. \( \{m^1_1, \ldots, m^1_{p-1}\} \cap \{\beta(m^2_1), \ldots, \beta(m^2_2)\} = \emptyset. \)

**Lemma 2** Let \( d = (d_1, d_2, \ldots, d_{p+q-1}) \) (resp. \( d' = (d'_1, d'_2, \ldots, d'_{p+q-1}) \)) be the ordered set of first (resp. second) labels obtained by traversing \( T'' \) up to, but not including, the root vertex according to the reverse white (resp. black) levels traversal defined in section 3. We have:

\[
d = \bar{\theta}_1(S_0), \quad \text{and} \quad d' = \bar{\theta}_2(\beta^{-1}(S_0)).
\]

**Proof:** Let \( \theta_1(m^0_i) = 0. \) According to our construction, if a black vertex with first label \( \theta_1(\beta(m^2_j)) \) in \( T'' \) is a descendant of a white vertex with first label \( \theta_1(m^1_i), (1 \leq i \leq p) \), then \( \beta(m^2_j) \) belongs to \( \pi^1_1 \) and \( \beta(m^2_j) \leq m^1_1 \). As the image by \( \theta_1 \) of any element of the white blocks \( \{\pi^1_1\}_{1 \leq i \leq p} \) is strictly less than the image by \( \theta_1 \) of any element of \( \pi^1_1 \), and \( \theta_1 \) is an increasing function on each block \( \{\pi^1_1\}_{1 \leq i \leq p} \) we have:

\[
\theta_1(m^1_{i-1}) < \theta_1(\beta(m^2_j)) < \theta_1(m^1_i), \quad \text{where} \quad \theta_1(m^1_1) = 0. \tag{7}
\]

Suppose now that black vertices \( j \) and \( k \) with first labels \( \theta_1(\beta(m^2_j)) \) and \( \theta_1(\beta(m^2_k)) \) in \( T'' \) are both descendants of the same white vertex and that \( j \) is on the left of \( k \). The construction of \( t \) and \( T'' \) implies that \( \beta(m^2_j) \leq \beta(m^2_k) \). As \( \theta_1 \) is increasing on the white blocks then \( \theta_1(\beta(m^2_j)) \leq \theta_1(\beta(m^2_k)) \). Finally, reverse white levels traversal of the first labels in \( T'' \) (up to but not including the root) yields \( \bar{\theta}_1(S_0) \). Similarly, reverse black levels traversal of the second labels in \( T'' \) yields \( \bar{\theta}_2(\beta^{-1}(S_0)) \). \( \square \)
(iii) We add \( n + 1 - p - q \) thorns to the white vertices and also \( n + 1 - p - q \) thorns to the black vertices in \( T'' \) in the following fashion. Let \( d \) and \( d' \) be defined as in Lemma 2. We know from Lemma 1 and 2 that \( d \) and \( d' \) are strictly increasing subsequence of \([n]\) obtained by reverse levels traversals of \( T'' \). First, we add thorns to the white vertices in the following way:

- If \( d_1 > 1 \) and the vertex with first label \( d_1 \) is white, we connect \( d_1 - 1 \) thorns to it. If the vertex with first label \( d_1 \) is black, we connect \( d_1 - 1 \) thorns on the left of the ascending white vertex.

- For \( 1 < l < p + q - 1 \), if \( d_l > d_{l-1} + 1 \) we follow exactly one of the four following cases:
  
  - If \( d_l \) and \( d_{l-1} \) are both the first label of white vertices in \( T'' \), white vertex \( d_l \) (short for vertex corresponding to \( d_l \)) has no black descendant and it is the white vertex following \( d_{l-1} \) in the reverse white levels traversal of \( T'' \). We connect \( d_l - d_{l-1} - 1 \) thorns to vertex \( d_l \).
  
  - If \( d_l \) is the first label of a black vertex and \( d_{l-1} \) is the first label of a white one, then black vertex \( d_l \) is the leftmost descendant of the white vertex following \( d_{l-1} \). We connect \( d_l - d_{l-1} - 1 \) thorns on the left of the ascending white vertex of \( d_l \).
  
  - If \( d_l \) is the first label of a white vertex and \( d_{l-1} \) is the first label of a black one, then the black vertex \( d_l - 1 \) is the rightmost descendant of vertex \( d_l \). We connect \( d_l - d_{l-1} - 1 \) thorns to vertex \( d_l \) on the right of vertex \( d_{l-1} \).
  
  - Finally, if \( d_l \) and \( d_{l-1} \) are both the first label of black vertices, these two vertices have the same white ascending vertex. We connect \( d_l - d_{l-1} - 1 \) thorns to the ascending white vertex between these two black vertices.

- If \( d_{p+q-1} < n \), we connect \( n - d_{p+q-1} - 1 \) thorns to the root vertex on the right of its rightmost black descendant.

We can think of this as adding a thorn to the white vertices for each integer of \([n]\) not included in \( d \). A similar construction is applied to add thorns to the black vertices following the sequence of integers \( d' \). Finally, we remove all the labels to get the ordered bicolored thorn tree \( \tau \).

**Fig. 5:** Construction of \( T'' \) and \( \tau \). Circled numbers correspond to the first relabeling permutation \( \theta_1 \) and the first labels in \( T'' \). Squared numbers correspond to the second relabeling permutation \( \theta_2 \) and the second labels in \( T'' \).
Example 4 Following the previous example, the corresponding $T''$ and $\tau$ are represented on figure 9. In order to get $\tau$ from $T''$, we use $d = (2, 4, 5, 6, 7, 8)$ and $d' = (2, 3, 5, 6, 7, 8)$. The missing integers in $d$ are 1 and 3, so we connect one thorn to the white vertex with first label 2 (since $d_1 > 1$) and one to the white vertex with first label 4 (since $d_2 > d_1 + 1$). Similarly, we connect one thorn to the black vertex with second label 2 (since $d'_1 > 1$) and one to the right of the black vertex with second label 5 (since $d'_3 > d'_2 + 1$).

Lemma 3 $\tau$ as defined above belongs to $\widehat{BT}(\lambda, \mu)$

Proof: As there are $p + q - 1$ distinct elements in $d$ and $d'$, exactly $n - |d| = n + 1 - p - q$ thorns are connected to the white vertices. Similarly, $n + 1 - p - q$ thorns are connected to the black vertices. Then if we take two successive white vertices $i - 1$ and $i$ according to the reverse white level traversal of $T''$ with first labels $\theta_1(m_1^{i-1})$ and $\theta_1(m_1^i)$, ($i < p$), a thorn is connected to $i$ for each integer of $[\theta_1(m_1^{i-1}), \theta_1(m_1^i)]$ missing in $d$. The number of these missing integers is equal to $\theta_1(m_1^i) - \theta_1(m_1^{i-1}) - f_i$ where $f_i$ is the number of black descendants of $i$. As $i$ is not the root vertex, there is an edge between $i$ and its ascendant so that the resulting degree $v$ for $i$ is:

$$\forall i \in [p - 1], \ v(i) = \theta_1(m_1^i) - \theta_1(m_1^{i-1}) - f_i + f_i + 1 = \theta_1(m_1^i) - \theta_1(m_1^{i-1})$$  \hspace{1cm} (8)

Furthermore, $n - \theta_1(m_1^{p-1}) - f_p$ thorns are connected to the root vertex so that:

$$v(p) = n - \theta_1(m_1^{p-1})$$  \hspace{1cm} (9)

But, according to the construction of $\theta_1$,

$$\theta_1(\pi_1^1) = [\theta_1(m_1^1)]$$  \hspace{1cm} (10)

$$\theta_1(\pi_1^2) = [\theta_1(m_1^2)] \setminus [\theta_1(m_1^{i-1})], \ (2 \leq i \leq p - 1)$$  \hspace{1cm} (11)

$$\theta_1(\pi_1^p) = [n] \setminus [\theta_1(m_1^{p-1})]$$  \hspace{1cm} (12)

Subsequently for $i \in [1, p]$, $v(i) = |\pi_1^i|$, and $\lambda = \text{type}(\pi)$ is the white vertex degree distribution of $\tau$. In a similar fashion, $\mu$ is the black vertex degree distribution of $\tau$. \hfill $\square$

Lemma 4 Assign a first set of labels 1, 2, \ldots, $n$ to the vertices and the thorns connected to white vertices in $\tau$ in increasing order according to the reverse white levels traversal as well as a second set of labels 1, 2, \ldots, $n$ to the vertices and the thorns connected to black vertices in increasing order according to the reverse black levels traversal. The double-labeling of the vertices is the same as in $T''$.

Proof: According to the construction of $\tau$, we add thorns to $T''$ when integers are missing in the reverse levels traversals of $T''$ so that the thorns would take these missing integers as labels when traversing the thorn tree. As a result, the labels of the vertices in the reverse levels traversals of $\tau$ are still $d$ and $d'$ and since they still appear in the same order, we have the desired result. \hfill $\square$
3.3 The permutation \(\sigma\)

Let \(S = [n] \setminus S_0\), we define the partial permutation \(\bar{\sigma}\) on set \(\theta_1(S)\) by:
\[
\bar{\sigma} = \theta_2 \circ \beta^{-1} \circ \theta_1^{-1}|_{\theta_1(S)}.
\]

Then let \(\sigma\) be the permutation in \(S_{n+1-p-q}\) that is order-isomorphic to \(\bar{\sigma}\). That is, we define the ordered set \(\tilde{\theta}_1(S)\) with all the elements of \(\theta_1(S)\) sorted in increasing order and \(\rho_1\) the labeling function which associates to each element of \(\theta_1(S)\) its position index in \(\tilde{\theta}_1(S)\). As a direct consequence, we have \(\rho_1(\theta_1(S)) = [n+1-p-q]\). Similarly we define \(\rho_2\) to label the elements of \(\theta_2(\beta^{-1}(S))\). Then \(\sigma\) is given by:
\[
\sigma : [n + 1 - p - q] \rightarrow [n + 1 - p - q], \quad u \mapsto \rho_2 \circ \bar{\sigma} \circ \rho_1^{-1}(u)
\]

Example 5 Going ahead with our previous example, we find:
\[
\bar{\sigma} = \begin{pmatrix} 1 & 3 \\ 1 & 4 \end{pmatrix} \quad \text{and} \quad \sigma = \begin{pmatrix} 1 & 2 \\ 1 & 2 \end{pmatrix}.
\]

4 Proof that the mapping \(\Psi\) is a bijection

Theorem 3 \(\Psi_{n,\lambda,\mu}\) is actually a bijection

Proof: To show that \(\Psi_{n,\lambda,\mu}\) is a one-to-one correspondence we take any element \((\tau, \sigma)\) in \(\widetilde{BT}(\lambda, \mu) \times S_{n+1-\ell(\lambda)-\ell(\mu)}\) and show that there is a unique element \((\pi_1, \pi_2, \alpha)\) in \(\mathcal{C}(\lambda, \mu)\) such that \(\Psi_{n,\lambda,\mu}(\pi_1, \pi_2, \alpha) = (\tau, \sigma)\). Let \(p = \ell(\lambda)\) and \(q = \ell(\mu)\). We proceed with a two step proof:

(i) The first step is to notice that \((\tau, \sigma)\) defines a unique unlabeled bicolored tree \(t\) and a unique partial permutation \(\bar{\sigma}\) belonging to \(\mathcal{BT}(p, q) \times \mathcal{PP}(n - 1, n + 1 - p - q)\). Double-labeling of \(\tau\) with \(1, 2, \ldots, n\) in increasing order according to the reverse levels traversals and removing the two sets of \(n + 1 - p - q\) thorns (together with their labels) gives a double-labeled tree \(T''\) that leads to \(\tau\) according to \(\Psi\). This double-labeled tree is the unique one that can lead to \(\tau\) since within \(\Psi\), the constructions of \(\tau\) and \(T''\) have the same underlying tree structure, and according to Lemma \(3\) \(\tau\) determines the labels of \(T''\).

Then, using Lemma \(2\), the two series of labels (except the root’s) in \(T''\) are necessarily the missing elements in the domain (first labels) and the range (second labels) of \(\bar{\sigma}\) sorted in increasing order (within the reverse levels traversals). Hence, \(T''\) and \(\sigma\) uniquely determine \(t\) and \(\bar{\sigma}\). Obviously, the process of using the labels in \(T''\) as missing elements to reconstruct \(\bar{\sigma}\) can always be performed. Within this process we have \(\bar{\sigma}\) in \(\mathcal{PP}(n - 1, n + 1 - p - q)\) since two series of \(p + q - 1\) labels are used and the second label of the last black vertex traversed in the reverse black levels traversal of \(\tau\) is \(n\) (since there are no other black vertices and no thorns connected to further black vertices either) and \(n\) is always a missing element of the image.

(ii) The bijection \(\Theta_{n,p,q}\) in \(6\) is identical to the first steps (up to the construction of \(t\) and \(\bar{\sigma}\)) of \(\Psi_{n,\lambda,\mu}\).

There is therefore a unique triple \((\pi_1, \pi_2, \alpha)\) in \(\mathcal{C}(p, q, n) = \bigcup_{\ell(\lambda)=p,\ell(\mu)=q} \mathcal{C}(\lambda, \mu)\) mapped to \(t\) and \(\bar{\sigma}\) by \(\Theta\) and equivalently by the first steps of \(\Psi\). But, according to \(6\), the types of \(\pi_1\) and \(\pi_2\) can be recovered with the pair \((t, \bar{\sigma})\) via the missing elements in the domain and range of \(\bar{\sigma}\) corresponding to the relabeling by \(\theta_1\) and \(\theta_2\) of the maximum elements of the blocks (that we can
identify by assigning the missing elements in \( t \) using the reverse levels traversals). Furthermore, using Lemma 3, the vertex degree distribution of \( \tau \) is equal to the type of the partitions encoded by the missing elements in \( \tilde{\sigma} \) corresponding to the relabeling of the maximum elements of the blocks. Finally, as the vertex degree distribution in \( \tau \) is \( (\lambda, \mu) \), so is the type of \( (\pi_1, \pi_2) \); obtained as part of the preimage of \( (t, \tilde{\sigma}) \) under \( \Theta \). Therefore, \( (\pi_1, \pi_2, \alpha) \) belongs to \( C(\lambda, \mu) \) as desired.

\( \square \)
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