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Abstract We construct automorphic representations for quasi-split groupsG over the
function field F = k(t) one of whose local components is an epipelagic representation
in the sense of Reeder and Yu. We also construct the attached Galois representations
under the Langlands correspondence. These Galois representations give new classes
of conjecturally rigid, wildly ramified LG-local systems over P

1 − {0,∞} that gen-
eralize the Kloosterman sheaves constructed earlier by Heinloth, Ngô and the author.
We study the monodromy of these local systems and compute all examples when G
is a classical group.
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1 Introduction

1.1 The goal

Let G be a reductive quasi-split group over a local field K as in Sect. 1.4.4. Recently,
Reeder and Yu [25] constructed a family of supercuspidal representations of p-adic
groups called epipelagic representations, generalizing the simple supercuspidals con-
structed earlier by Gross and Reeder [10]. These are supercuspidal representations
constructed by compactly inducing certain characters of the pro-p part of a parahoric
subgroup P of G. The construction of epipelagic representations uses the θ -groups
(LP, VP) studied by Vinberg et al.

The main results of this paper are

• Realization of epipelagic representations (for the local function field) as a local
component of an automorphic representation π ofG(AF ), where F is the function
field k(t). This is done in Proposition 2.11. Here π = π(χ, φ) depends on two
parameters χ and φ, a character χ of ˜LP(k) and a stable linear functional φ :
VP → k.

• Construction of the Galois representation ρπ : Gal(Fs/F) → LG(Q�) attached
to π = π(χ, φ) under the Langlands correspondence. This is done in Theorem
3.8 and Corollary 3.10. The Galois representation ρπ can be equivalently thought
of as an �-adic LG-local systems KlLG,P(K, φ) over P

1−{0,∞}, where LG is the
Langlands dual group of G and K is the incarnation of χ as a rank one character
sheaf. We also offer a way to calculate these LG-local systems in terms of the
Fourier transform (see Proposition 3.12).

• Description of the local monodromy of the local systems KlLG,P(K, φ) at 0 (the
tame point). The main result is Theorem 4.5 that describes the unipotent mon-
odromy of KlLG,P(K, φ) at 0 whenG is split andK is trivial.We also conditionally
deduce the cohomological rigidity of KlLG,P(K, φ) (see Sect. 5) and make predic-
tions on the monodromy at 0 in general (see Sect. 4.10).

• Computation of the local systems KlLG,P(K, φ) when G is a classical group
(Sects. 6, 7, 8). In each of these cases, we express the local system KlLG,P(K, φ)

as the Fourier transform of the direct image complex of an explicit morphism to
VP. As a result, we obtain new families of exponential sums (indexed by G and
P) generalizing Kloosterman sums; see Corollaries 6.6, 7.6 and 8.7.

1.2 Comparison with [11]

In [11],Heinloth,Ngô and the author considered the case of “simple supercuspidals” of
Gross and Reeder. These correspond to the special case P = I is an Iwahori subgroup.
In [11], we constructed the Kloosterman sheaves Kl

̂G,I(K, φ) and proved properties
of their local and global monodromy expected by Frenkel and Gross in [7] for split G.

The general case to be considered in this article exhibits certain interesting phe-
nomena which are not seen in the special case treated in [11].

First, the ̂G-local systems Kl
̂G,P(K, φ) on P

1 −{0,∞} form an algebraic family as
the stable linear functional φ defining π∞ varies. In other words, these local systems
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are obtained from a single “master” ̂G-local system Kl
̂G,P(K) on the larger base V ∗,st

P

by restriction to various Gm-orbits. Here the base space V
∗,st
P is the stable locus of the

dual vector space of VP which is part of Vinberg’s θ -groups. The master local system
Kl

̂G,P(K) descends to the stack [V ∗,st
P /LP] (see Lemma 3.9). In the case P = I treated

in [11], the quotient [V ∗,st
P /LP] ∼= [(P1 − {0,∞})/ZG], and the existence of the

master local system does not give extra information in this case. However, for general
P, the quotient [V ∗,st

P /LP] has higher dimension, and the existence of the master local
system giving all Kl

̂G,P(K, φ) at once is stronger than the existence of each of them
separately.

Second, whenK = 1 is the trivial character sheaf, the local system Kl
̂G,P(1, φ) has

unipotent tame monodromy at 0 given by a unipotent class u in ̂Gσ,◦ (σ is the pinned
automorphism defining G), which only depends on the type of P. On the other hand,
the types of P are in bijection with regular elliptic W-conjugacy classes w in Wσ (at
least when char(k) is large, see Sect. 2.6). Therefore, our construction gives a map

{regular elliptic W-conjugacy classes in Wσ } → {unipotent classes in ̂Gσ,◦} (1.1)

sendingw to u via the intermediate step of an admissible parahoric subgroup P. When
G is split, Theorem 4.5 gives an alternative description of this map using Lusztig’s
theory of cells in affine Weyl groups, and using this we are able to compute the map
(1.1) for all types of G in Sect. 4.9 (verified for split G and conjectural in general). In
[21], Lusztig defined a map from all conjugacy classes in W to unipotent conjugacy
classes in ̂G. One can check case-by-case that this map coincides with the restriction
of Lusztig’s map to regular elliptic conjugacy classes.

1.3 Open questions

As in the work of Frenkel and Gross [7], we expect that there should be a parallel story
when �-adic local systems are replaced with connections on algebraic vector bundles
(on varieties over C). In particular, the “master” ̂G-local system Kl

̂G,P(K) should

correspond to a ̂G-connection over V ∗,st
P,C . When G is a classical group, the formulae in

Sects. 6–8 give descriptions of these connections as Fourier transformofGauss–Manin
connections. Are there simple formulae for these connections in general?

Another problem is to calculate the Euler characteristics (equivalently Swan con-
ductor at ∞) of the local systems KlV

̂G,P
(1, φ) for representations V of ̂G. Such

calculations would give evidence to (and sometimes proofs of) the prediction made
by Reeder and Yu about the Langlands parameters of epipelagic representations (see
Sect. 2.9). We do one such calculation in the caseG is a unitary group; see Proposition
6.8.

While we have a more or less complete picture for the local monodromy of the
local systems Kl

̂G,P(1, φ), we do not discuss their global monodromy here, i.e., the
Zariski closure of the image of the geometric π1(P

1 −{0,∞}) in ̂G. It can be as small
as a finite group as we see in Proposition 6.7(2) when G is an odd unitary group and
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P is a special parahoric subgroup. Does the global monodromy group of Kl
̂G,P(1, φ)

depend only on P, and if so, how do we read it off from P?

1.4 Notation and conventions

1.4.1 The function field

In this paper, we fix a finite field k and let F = k(t) be the rational function field over
k. Places of F are in natural bijection with closed points of X := P

1
k , the set of which

is denoted by |X |. In particular, we have two places 0 and∞ of F . For a place x ∈ |X |,
let Fx (resp. Ox ) be the completed local field (resp. completed local ring) of X at x ,
and let k(x) be the residue field at x . Let AF = ∏′

x∈|X | Fx be the ring of adèles of F .

1.4.2 Sheaves

Fix a prime number � different from char(k). We shall consider constructible Q�-
complexes over various algebraic stacks over k or k̄. All sheaf-theoretic operations are
understood as derived functors.

1.4.3 The absolute group data

Fix a split reductive group G over k whose derived group is almost simple. Fix a
pinning † = (B,T, . . .) of G, where B is a Borel subgroup of G and T ⊂ B a split
maximal torus. Let W = NG(T)/T be the Weyl group of G. Let 	 ⊂ X

∗(T) be the
set of roots. Fix a cyclic subgroup Z/eZ ↪→ Aut†(G) of the pinned automorphism
group of G, and denote the image of 1 by σ ∈ Aut†(G).

We assume char(k) is prime to e and that k× contains eth roots of unity.
Let ZG denote the center of G. We also assume that X

∗(ZG)σ = 0.

1.4.4 The quasi-split group

Fix a μe-cover ˜X → X which is totally ramified over 0 and ∞. Then ˜X is also
isomorphic to P

1
k with affine coordinate t

1/e. We denote

X◦ := X − {0,∞}; ˜X◦ := ˜X − {0,∞}.

The data G and σ define a quasi-split group scheme G over X◦ which splits over
theμe-cover ˜X◦ → X◦. More precisely, for any k[t, t−1]-algebra R, we haveG(R) =
G(R ⊗k[t,t−1] k[t1/e, t−1/e])μe where μe acts on t1/e by multiplication and on G via
the fixed map μe ↪→ Aut†(G). Since X

∗(ZG)σ = 0, the center of G does not contain
a split torus.

Let S be the neutral component of T
σ . Then S = S ⊗k F is a maximal split torus

of G over F .
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1.4.5 Langlands dual group

Let ̂G denote the reductive group over Q� whose root system is dual to that of G.
We also fix a pinning † of ̂G, through which we identify Aut†(̂G) with Aut†(G). We
define the Langlands dual group LG of G to be LG = ̂G � μe where μe acts through
μe ↪→ Aut†(G) ∼= Aut†(̂G).

1.4.6 Loop groups

For a local function field K with residue field k and a reductive group H over K , H(K )

can be viewed as the set of k-points of a group ind-scheme LH over k: for a k-algebra
R, LH(R) is defined to be H(R̂⊗k K ). To each parahoric subgroup P ⊂ H(K ), there
is a canonical way to attach a group scheme P ⊂ LH such that P(k) = P. In the
sequel, we shall omit the underline from the notation P. When we want to emphasize
the dependence on K , we write LKG.

We also need a notion of loop groups varying according to a point x ∈ X . For
details we refer to [29, §2.2]. For example, when x ∈ X , we use LxG (resp. L+

x G,
if x ∈ X◦) to denote the loop group (resp. positive loop group) of the group scheme
G at x . Then LxG (resp. L+

x G) is a group ind-scheme (resp. pro-algebraic group)
over k(x), the residue field of x . A parahoric subgroup of G(Fx ) is also viewed as a
pro-algebraic subgroup of LxG over k(x). Since G splits over ˜X◦, for x̃ ∈ ˜X◦, we use
Lx̃G to denote the loop group of the constant group scheme G ×X◦ ˜X◦ ∼= G × ˜X◦ at
x̃ .

2 Epipelagic representations and automorphic representations

In this section, we let K = F∞ denote the local field of F at ∞. We first recall the
construction of epipelagic representations of G(K ) following Reeder and Yu [25].
We then realize these epipelagic representations as the local components at ∞ of
automorphic representations of G(AF ).

2.1 The affine root system

Using the affine coordinate t on P
1, we write K = k((t−1)) and let Ke = k((t−1/e)).

By construction, G(K ) = G(Ke)
μe . Therefore, we have the inclusion of the loop

groups LG ⊂ LKeG.
Consider the apartment A in the building of G(K ) corresponding to the maximal

split torus S = S⊗k F . The set�aff of affine roots ofG(K ) are certain affine functions
on A.

Consider the one-dimensional torus G
rot
m over k acting on Ke by scaling the uni-

formizer of t−1/e. This action induces an action of G
rot
m on LG and its Lie algebra

g(K ).
We may identify affine roots �aff as the set of characters of the torus S × G

rot
m that

appear in its action on g(K ). Here S acts on g(K ) by the adjoint action and action of
G

rot
m is described in the previous paragraph.
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2.2 Affine root subgroup

Let	re ⊂ 	aff be the set of real affine root, i.e., those that are nontrivial on S. For each
α ∈ �re, there is a subgroup LG(α) ⊂ LG, isomorphic to the additive group Ga over
k, whose Lie algebra is the α-eigenspace under the action of S×G

rot
m . To define it, we

write α = α + nδ with α ∈ X
∗(S), n ∈ Z, and δ the generator of X

∗(Grot
m ). We have a

root subgroup Gα ⊂ G. When 2α is not a root of G, we have Gα
∼= Ga . In this case,

LG(α) is the subgroup of LKeGα
∼= LKeGa whose k-points are {ctn/e; c ∈ k} ⊂ Ke.

If 2α is also a root of G (this happens only if G is of type A2n and σ is the nontrivial
pinned automorphism), Gα can be identified with a Heisenberg group of dimension

three, consisting of matrices

(

1 ∗ ∗
1 ∗
1

)

. In this case, LG(α + nδ) is the subgroup of

LKeGα whose k-points consists of

(

1 ctn/2 0
1 ctn/2

1

)

if n is even and

(

1 ctn/2 0
1 −ctn/2

1

)

if n is odd.
For a subgroup H ⊂ LG, we use �re(H) to denote the set of α ∈ �re such that

LG(α) ⊂ H.

2.3 Parahoric subgroups

TheBorel subgroupB ⊂ G allows us to define a standard Iwahori subgroup I ⊂ G(K )

in the following way. We define I to be the preimage of B under the homomorphism
G(K ) ∩ G(OKe ) → G(OKe ) � G, the last map being given by OKe � k.

Let P ⊂ G(K ) be a standard parahoric subgroup (i.e., I ⊂ P). Then P determines a
facet FP inA, and let ξ ∈ A denote its barycenter. Definem = m(P) to be the smallest
positive integer such that α(ξ) ∈ 1

mZ for all affine roots α ∈ �aff (see [25, §3.3]).

2.4 Moy-Prasad filtration

Let P ⊃ P+ ⊃ P++ be the first three steps in the Moy-Prasad filtration of P. In
particular, P+ is the pro-unipotent radical of P and LP := P/P+ is the Levi factor of
P, a connected reductive group over k. We have

�re(P) = {α ∈ �re|α(ξ) ≥ 0} ; (2.1)

�re(P+) =
{

α ∈ �re|α(ξ) ≥ 1

m

}

; (2.2)

�re(P++) = {α ∈ �re|α(ξ) ≥ 2

m
}. (2.3)

There is a unique section LP ↪→ P whose image contains S = T
σ,◦. We shall

now understand LP as a subgroup of P under this section. The root system of LP
is then identified with the subset {α ∈ �re|α(ξ) = 0} of �aff . The quotient group
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VP = P+/P++ is a vector space over k (viewed as an additive group over k) on which
LP � G

rot
m acts.

As shown in [25, Theorem 4.1], the pair (LP, VP) comes from a Z/mZ-grading on
Lie(G). The geometric invariant theory of such pairs was studied in depth by Vinberg
[27].

Definition 2.5 A standard parahoric subgroup P of G(K ) is called admissible if there
exists a closed orbit of LP on the dual space V ∗

P with finite stabilizers. Such orbits are
called stable.

Stable LP-orbits on V ∗
P form an open subset V ∗,st

P ⊂ V ∗
P . Elements in V ∗,st

P are
called stable linear functionals on VP. For a complete list of admissible parahoric
subgroups for various types of G when char(k) is large, see the tables in [9, §7.1, 7.2].

2.6 Admissible parahorics and regular elliptic numbers

LetW′ = W�μe whereμe acts onW via its pinned action onG. Springer [26] defined
the notion of regular elements for (W, σ ). We shall use the slightly different notion
of Z-regularity defined by Gross et al. in [9, Definition 1]. An element w ∈ W

′ is Z-
regular if it permutes the roots	 freely. See [9, Proposition 1] for the relation between
Z-regularity and Springer’s notion of regularity. Combining [9, Proposition 1] and [26,
Proposition 6.4(iv)], one sees that a Z-regular element in Wσ ⊂ W

′ is determined,
up to W-conjugacy, by its order.

On the other hand, an element w ∈ W
′ is elliptic if X

∗(Tad)w = 0. The order of a
Z-regular elliptic element in Wσ ⊂ W

′ is called a regular elliptic number of the pair
(W, σ ). The above discussion says that the assignmentw �→ order of w is a bijection
between Z-regular elliptic elements in Wσ up to W-conjugacy and regular elliptic
number of the pair (W, σ ).

WhenP is admissible, char(k) is not torsion forG and char(k) � m(P), it was shown
in [25, Corollary 5.1] that m(P) is a regular elliptic number of (W, σ ). Conversely,
for every regular elliptic number m of (W, σ ), there is a unique admissible standard
parahoric P such that m = m(P). Combing these facts, one sees that when char(k)
is larger than the twisted Coxeter number hσ of (G, σ ), there are natural bijections
between the following three sets

(1) Admissible standard parahorics P of G(K );
(2) Z-regular elliptic elements w ∈ Wσ up to W-conjugacy;
(3) Regular elliptic numbers m of the pair (W, σ ).

For a list of regular elliptic numbers in all types of G, see Sect. 4.9.

Example 2.7 (1) The Iwahori I is always admissible. It corresponds to the twisted
Coxeter number hσ . In this case LI = S = T

σ,◦, and VI is the sum of affine simple
root spaces of G.

(2) Let σ ∈ Out(G) be the involution of the Dynkin diagram which acts as −w0 on
X∗(Tad), where w0 be the longest element in W. Then the element w0σ ∈ Wσ

acts on X∗(Tad) by−1. Hence,w0σ is a Z-regular elliptic element of order 2, and
m = 2 is a regular elliptic number. The corresponding admissible P is a maximal
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parahoric except in type A1 and Cn . The Levi quotient LP ∼= G
θ,◦ where θ is a

Chevalley involution on G, and VP can be identified with the (−1)-eigenspace of
θ on LieG.

From now on, till the end of Sect. 5, we shall fix an admissible standard parahoric
subgroup P of G(K ). Let m = m(P) be as defined in Sect. 2.6.

2.8 Epipelagic supercuspidal representations

Fix a nontrivial character ψ : k = Fq → Q�(μp)
×. For a stable functional φ ∈

V ∗,st
P (k), viewed as a linear map φ : VP → k, Reeder–Yu [25, Proposition 2.4] show

that the compact induction

c − IndG(K )

P+ (ψ ◦ φ)

is a finite direct sum of irreducible supercuspidal representations of G(K ) (recall the
center of G(K ) is finite). Its simple summands are called epipelagic representations
of G(K ) attached to the parahoric P and the stable functional φ.

2.9 Expected Langlands parameter

Let IK � W (Ks/K ) be the inertia group and the Weil group of K . Let π be
an epipelagic representation of G(K ) attached to P and a stable linear functional
φ : VP → k. According the the local Langlands conjecture, there should be a Galois
representation ρπ : W (Ks/K ) → LG(Q�) attached to π as the conjectural Lang-
lands parameter. In particular, IK acts on the Lie algebra ĝ of ̂G by composing ρπ

with the adjoint representation of ̂G. Guided by the conjecture in [10] relating the
adjoint gamma factors and formal degrees, Reeder and Yu predicted in [25, §7.1]
that

(1) ĝIK = 0;
(2) Swan(̂g) = #	/m.

If moreover char(k) does not divide the order of W, Reeder and Yu made even sharper
predictions: the restriction of ρπ to IK should look like

1 �� I+
K

��

��

IK ��

ρπ

��

I t
K

��

��

1

1 ��
̂T �� NLG(̂T ) ��

W
′ �� 1

such that a generator of the tame inertia I t
K maps to a regular elliptic elementw ∈ Wσ

of order m.
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2.10 Realization in automorphic representations

Recall that K = F∞ and now we denote P by P∞. Let I0 ⊂ G(F0) be the Iwahori
subgroup corresponding to the opposite Borel Bopp of G, in the same way that I = I∞
was constructed from B. Let P0 ⊂ G(F0) be the parahoric subgroup containing I0
of the same type as P∞. Let ˜P0 be the normalizer of P0 in G(F0) and �P = ˜P0/P0
a finite group, viewed as a constant group scheme over k. The Levi quotient of P0 is
also identified with LP. Let ˜LP = ˜P0/P

+
0 , which is an extension of �P by LP.

Let Lsc
P be the simply connected cover of the derived group of LP. Let LP(k)′ =

Im(Lsc
P (k) → LP(k)). Fix a character χ : ˜LP(k)/LP(k)′ → Q

×
� . Also fix a stable

linear functional φ : VP → k.
Now we try to classify automorphic representations π = ⊗′

x∈|X |πx of G(AF )

satisfying

• πx is unramified for x �= 0,∞;
• π0 has an eigenvector under˜P0 on which it acts through χ via the quotient ˜LP(k);
• π∞ has an eigenvector under P+∞ on which it acts through ψ ◦ φ (i.e., π∞ is an
epipelagic supercuspidal representation attached to P+∞ and the stable functional
φ).

Proposition 2.11 There is a unique automorphic representation π = π(χ, φ) of
G(AF ) satisfying all the above conditions. Moreover, we have

(1) π is cuspidal and appears with multiplicity one in the automorphic spectrum of
G.

(2) Both eigenspaces π(˜P0,χ)
0 and π

(P+∞,ψ◦φ)
∞ are one-dimensional.

The proof will occupy Sects. 2.12–2.15. The idea of the proof goes as follows.
Inside each π as above, there is a subspace consisting of vectors that are fixed by
G(Ox ) for x �= 0,∞ and eigen under ˜P0 and P+∞. Such vectors can be realized as
functions on a double coset space of G(AF ) satisfying certain eigen properties. We
analyze this double coset in details and show that such functions are unique up to a
scalar.

2.12 Functions on a double coset

Consider the vector space of Q�-valued functions

A := Fun

⎛

⎝G(F)\G(AF )/
∏

x �=0,∞
G(Ox )

⎞

⎠

(˜P0,χ)×(P+∞,ψ◦φ)
.

Here the superscript means taking the eigenspace under ˜P0 × P+∞ on which ˜P0 acts
through χ and P+∞ acts through ψ ◦ φ. We first show that dimA = 1.

Let ˜�0 = G(k[t, t−1]) ∩ ˜P0. Let �′
0 be the preimage of LP(k)′ = Im(Lsc

P (k) →
LP(k)) under ˜�0 → ˜P0 → ˜LP(k). We also view ˜LP as a subgroup of ˜�0 and view
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LP(k)′ as a subgroupof�′
0. LetWP be theWeyl groupof LPwith respect toS, identified

with a subgroup of the extended affineWeyl group ˜W ofG(F∞). Let ˜WP = N
˜W (WP),

which is an extension of �P by WP.
A parahoric variant of [11, Proposition 1.1] gives an equality between double cosets

G(F)\G(AF )/

⎛

⎝˜P0 ×
∏

x �=0,∞
G(Ox ) × P+∞

⎞

⎠ = ˜�0\G(F∞)/P+∞ (2.4)

and the Birkhoff decomposition

G(F∞) =
⊔

w̃∈ ˜WP\ ˜W/WP

˜�0w̃P∞.

More details about this decomposition will be explained in Sect. 3.2 using a geometric
interpretation of the left side of (2.4) in terms of moduli stack of G-bundles over X .

2.13 Uniqueness of automorphic function

Recall from Sect. 2.2 the notation �re(H) for a subgroup H of G(F∞). We have

�re(�
′
0) = �re(�0) = {α ∈ �re|α(ξ) ≤ 0}.

We consider the decomposition of VP into weight spaces under S × G
rot
m . By (2.2)

and (2.3), the composition

⊕

α∈�re,α(ξ)= 1
m

LG(α) ↪→ P+∞ → VP,

is an embedding as part of the weight decomposition under S×G
rot
m ; the other weights

that appear in VP are imaginary roots, i.e., those trivial on S.
Suppose f is nonzero on the double coset ˜�0w̃�P+∞ for some w̃ ∈ ˜W and � ∈

LP(k). Then f is left invariant by �′
0 and eigen under the translation of P+∞ via the

character P+∞ → VP
ψ◦φ−−→ Q�. In particular, for any α ∈ �re with α(ξ) = 1

m and any
uα ∈ LG(α), we have

f (w̃uα�) = f (w̃�Ad(�−1)uα) = ψ ◦ φ(Ad(�−1)uα) · f (w̃�). (2.5)

Here, Ad(�−1)uα ∈ VP; hence, it makes sense to evaluate φ on Ad(�−1)uα . Suppose
further that (w̃α)(ξ) ≤ 0, hence LG(w̃α) ⊂ �′

0 and in particular Ad(w̃)uα ∈ �′
0,

then we have

f (w̃uα�) = f (Ad(w̃)uαw̃�) = f (w̃�). (2.6)
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Combining (2.5) and (2.6),we see thatψ◦φ(Ad(�−1)uα) = 1 for all uα ∈ LG(α); i.e.,
the linear function φ′ = � · φ annihilates LG(α) for all α ∈ �re satisfying α(ξ) = 1

m
and w̃α(ξ) ≤ 0.

For an affine root β with β(ξ) = 1
m , the condition w̃β(ξ) ≤ 0 is equivalent to

w̃β(ξ) < β(ξ), or in other words, 〈β, w̃−1ξ − ξ〉 < 0, where β is the image of β in
X

∗(S). Such an affine root is automatically real.
Suppose w̃−1ξ �= ξ , let λ = m(w̃−1ξ − ξ) ∈ X∗(S). The action of λ(Gm) ⊂ S

on VP decomposes VP into the direct sum of negative weight space VP(< 0) and
nonnegative weight space VP(≥ 0) and likewise for the dual space V ∗

P . The above
discussion shows that 〈φ′, VP(< 0)〉 = 0. Therefore, φ′ ∈ V ∗

P (≤ 0). However, this
means that φ′′ := limt→∞ λ(t) · φ′ exists, and its stabilizer under LP contains the
nontrivial torus λ(Gm). Since LP · φ = LP · φ′ is a closed orbit, φ′′ ∈ LP · φ.
However, the stability condition forces φ′′ to have finite stabilizer under LP. This is a
contradiction. The conclusion is that w̃−1ξ = ξ .

Those w̃ with w̃−1ξ = ξ are precisely those in ˜WP. Therefore, f , as a function on
G(F∞), is supported on the unit coset˜�0P∞ = ˜�0 ×P+∞ . The (˜P0, χ)-eigen property

of f as a function on G(AF ) implies that it is left (˜�0, χ)-eigen as a function on
G(F∞). Together with the right (P+∞, ψ ◦ φ)-eigen property, the function f is unique
up to a scalar. We have shown that dimA = 1.

2.14 Cuspidality

Next we check that A consists of cuspidal functions. In fact, for any f ∈ A,
g ∈ G(AF ) and any proper F-parabolic P ⊂ G with unipotent radical UP ,
the constant term

∫

UP (F)\UP (AF )
f (ng)dn can be written as a finite sum of the

form h(g∞) := ∫

�\UP (F∞)
f (g∞, n∞g∞)dn∞, for some discrete subgroup � ⊂

UP (F∞) and g = (g∞, g∞) where g∞ ∈ G(F∞), g∞ ∈ G(A∞
F ). The function

h : G(F∞) → Q� defined above is left UP (F∞)-invariant and right (P+∞, ψ ◦ φ)-
eigen, hence induces aUP (F∞)-invariant map ch : c − IndG(F∞)

P+∞
(ψ−1 ◦φ) → Q� by

h′ �→ ∫

G(F∞)/P+∞ h(x)h′(x−1)dx . However, by Reeder and Yu [25, Proposition 2.4],

c − IndG(F∞)

P+∞
(ψ−1 ◦ φ) is a finite direct sum of supercuspidal representations, hence

has zero Jacquet module with respect to P . Therefore, ch = 0 and h must be the zero
function. This implies that the constant term

∫

UP (F)\UP (AF )
f (ng)dn must be zero.

2.15 Finish of the proof of Proposition 2.11

Since cuspidal functions belong to the discrete spectrum, we have

dimA =
∑

π

m(π) dim π
(˜P0,χ)
0 dim π

(P+∞,ψ◦φ)
∞ . (2.7)

where the sum is over isomorphism classes of π satisfying the conditions in Sect. 2.10,
and m(π) is the multiplicity that π appears in the automorphic spectrum of G(AF ).
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Since dimA = 1, the right side of (2.7) only has one nonzero term, in which all factors
are equal to one. This finishes the proof of Proposition 2.11.

Remark 2.16 Not all epipelagic representations are realized as a local component
of π as in Proposition 2.11. By [25, Proposition 2.4], epipelagic representations
of G(F∞) with (P+∞, ψ ◦ φ) eigenvectors are indexed by characters ρ of the finite
abelian group Stab

˜LP
(φ)(k). However, only those ρ that can be extended to a char-

acter of ˜LP(k) appear as a local component of π(χ, φ) for some χ as in Proposition
2.11.

By the proof of Proposition 2.11, we see that any nonzero function f ∈ A (which is
unique up to a scalar by the previous proposition) has to be a simultaneous eigenfunc-
tion for the spherical Hecke algebras at x �= 0 or ∞. One can use this fact to calculate
the Satake parameters of πx . In the next section, we shall do this in a more geomet-
ric way and construct the LG-local system attached to π under the global Langlands
correspondence.

3 Generalized Kloosterman sheaves

We keep the notations from Sect. 2.10. In this section, we will construct generalized
Kloosterman sheaves as Galois representations attached to the automorphic represen-
tations π(χ, φ) in Proposition 2.11. The construction uses ideas from the geometric
Langlands correspondence.

3.1 Moduli stacks of G-bundles

Let BunG(P+
0 ,P++∞ ) be the moduli stack of G-bundles over X = P

1 with P+
0 -level

structures at 0 and P++∞ -level structures at∞. This is an algebraic stack over k. For the
construction of moduli stacks with parahoric level structures, such as BunG(P0,P∞);
see [28, §4.2]; the moduli stack BunG(P+

0 ,P++∞ ) is an LP × (P∞/P++∞ )-torsor over
BunG(P0,P∞). In the sequel, we abbreviate Bun := BunG(P+

0 ,P++∞ ). The trivial
G-bundle with the tautological level structures at 0 and ∞ gives a base point � ∈
Bun(k).

There is an action of˜LP×VP onBun because˜P0 normalizesP+
0 andP+∞ normalizes

P++∞ .
Let BunG(˜P0,P+∞) be the quotient of Bun by the ˜LP × VP-action. If we only quo-

tient Bun by the action of LP × VP, the resulting stack is BunG(P0,P+∞), the moduli
stack of G-bundles over X with P0-level structures at 0 and P+∞-level structures at ∞.
By [11, Proposition 1.1(5)], the connected components of BunG(I0, I+∞) are canon-
ically indexed by � := ˜W/Waff , where Waff is the affine Weyl group generated by
the affine simple reflections. Since BunG(I0, I+∞) → BunG(P0,P+∞) has connected
fibers, the connected components of BunG(P0,P+∞) are also indexed by �. Since the
map˜P0/P0=�P→� is an injection, we haveBunG(˜P0,P+∞) ∼= BunG(P0,P+∞)/�P;
i.e., BunG(˜P0,P+∞) is obtained from BunG(P0,P+∞) by identifying certain connected
components.
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3.2 Birkhoff decomposition

The parahoric version of the Birkhoff decomposition [29, §3.2.2] gives a decomposi-
tion

BunG(P0,P+∞)(k) ∼= �0\G(F∞)/P+∞ =
⊔

w∈WP\ ˜W/WP

�0\(�0w̃P∞)/P+∞. (3.1)

We may also identify �P with ˜WP/WP, where ˜WP is the normalizer of WP in ˜W .
Then �P acts on the left side of (3.1) by permuting the connected components of
BunG(P0,P+∞), and this action transferred to the right side acts on the double cosets
WP\ ˜W/WP by left translation of�P = ˜WP/WP. Taking quotient by�P on both sides,
we obtain

BunG(˜P0,P+∞)(k) ∼= ˜�0\G(F∞)/P+∞ =
⊔

w∈ ˜WP\ ˜W/WP

˜�0\(˜�0w̃P∞)/P+∞. (3.2)

Moreover, the same is true when k is replaced by its algebraic closure (and with
G(F∞),P∞, etc., base changed to k̄). By [29, Lemma 3.1], the unit double coset
w̃ = 1 in (3.1) is an open substack of BunG(P0,P+∞). This open substack is in fact a
point with trivial stabilizer, and this point is also the image of �. The preimage U of
this open point in Bun is then a ˜LP × VP-torsor trivialized by the base point �, giving
an open immersion

j : U ∼= ˜LP × VP ↪→ Bun.

3.3 Sheaves on Bun

We fix a rank one character sheaf K on ˜LP. This is a rank one local system on ˜LP
together with an isomorphisms μ∗K ∼= K � K (where μ : ˜LP × ˜LP → ˜LP is the
multiplication) and ε∗K ∼= Q� (where ε : Speck ↪→ ˜LP is the identity element)
satisfying the usual cocycle relations. For details see [30, Appendix A]. The sheaf-
to-function correspondence attaches to K a character χ : ˜LP(k) → Q

×
� . By [30,

Theorem A.3.8], the characters χ arising from character sheaves are exactly those that
are trivial on the image of Lsc

P (k). However, when ˜LP is disconnected,K carries more
information than its associated character χ .

Let S be a scheme and s : S → V ∗
P be a morphism. We also consider VP × S

as a constant additive group over S, over which we have a rank one local system
ASS := (id× s)∗〈,〉∗ASψ where 〈,〉 : VP × V ∗

P → Ga is the natural pairing and ASψ

is the rank one Artin–Schreier local system on Ga given by the additive character ψ .
The local system ASS is a character sheaf over S by which we mean the following.
Let a : VP × VP × S → VP × S be the addition map in the first two variables, and let
p13, p23 : VP × VP × S → VP × S be the projections onto the factors indicated in the
subscripts. Let 0S : {0}× S ↪→ VP × S be the inclusion. Then there are isomorphisms
a∗ASS ∼= p∗

13ASS⊗S p∗
23ASS and 0

∗
SASS

∼= Q� satisfying the usual cocycle relations.
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For any scheme S over V ∗
P , we consider the product Bun×S, on which the algebraic

group˜LP and the constant group scheme VP× S act. The derived category of (˜LP,K)-
equivariant and (VP × S,ASS)-equivariant Q�-complexes on Bun× S is defined. We
denote this category by D(K, S).

For ? =! or ∗, let

A?(K, S) = ( j × idS)?(K � ASS) ∈ D(K, S).

Lemma 3.4 Let S be a scheme of finite type over V ∗,st
P .

(1) Any object A ∈ D(K, S) has vanishing stalks outside U × S. In particular, the
canonical map A!(K, S) → A∗(K, S) is an isomorphism. We shall denote them
by A(K, S).

(2) The functor

Db
c (S) → D(K, S)

C �→ ( j × idS)!((K � ASS) ⊗ pr∗SC)

is an equivalence of categories. Here prS : U × S → S is the projection.

Proof (2) is an immediate consequences of (1). To show (1), it suffices to check
the vanishing property over each closed point of S. Therefore, we may assume S =
Spec(k′) for some finite extension k′ of k, which corresponds to a point φ ∈ V ∗,st(k′).
We base change the situation to k′ without changing notation, and in particular we
assume k = k′. Any character sheaf on LP is trivial when pulled back to Lsc

P ; see
[30, Theorem A.3.8]. Let �sc

0 = �0 ×LP Lsc
P , then the character sheaf K is trivial

on �sc
0 . By the Birkhoff decomposition (3.2), we need to show that for any w̃ /∈ ˜WP

and any complex of sheaves F on Yw̃ = ˜�0w̃P∞/P++∞ that are left-�sc
0 -equivariant

and right (VP, φ∗ASψ)-equivariant must be zero. The argument is a straightforward
sheaf-theoretic analogof the argument given inProposition2.11.Alternatively,wemay
deduce thatF = 0 from the proof of Proposition 2.11. In fact, since each cohomology
sheaf HiF also has the same equivariance properties, we may reduce to the case that
F is a sheaf concentrated in degree zero. For any finite extension k′/k, the trace of
Frobenius acting on stalks ofF gives a function fk′ : Yw̃(k′) → Q� that is left�

sc
0 (k′)-

invariant and right (VP(k′), ψ ◦ Trk′/k ◦ φ)-eigen. In Sect. 2.13, we have shown that
such a function fk′ must be zero. This being true for all finite extensions k′/k, we
conclude that the sheaf F is identically zero. ��

3.5 The Hecke stack

For more details on the Satake equivalence and Hecke operators, we refer to [11,
§2.3, 2.4]. In particular, our Satake category consists of weight zero complexes as
normalized in [11, Remark 2.10] (note this involves the choice of a half Tate twist).
Here we only set up the notation in order to state our main result.

The Hecke correspondence Hk for Bun = Bun(P+
0 ,P++∞ ) classifies (x, E, E ′, τ )

where x ∈ ˜X◦, E, E ′ ∈ Bun and τ : E |
˜X−{x}

∼→ E ′|
˜X−{x} is an isomorphism of G-
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torsors preserving the level structures at 0 and ∞. Let π : Hk → ˜X◦ be the morphism
that remembers only x , and let Hkx be the fiber of π over x ∈ ˜X◦.

For a dominant coweight λ ∈ X∗(T), we have a substack Hk≤λ where the relative
position of τ at x is required to be bounded by λ. Let Gr

˜X◦ be the Beilinson-Drinfeld
Grassmannian for the constant group G over ˜X◦. For a geometric point x ∈ ˜X◦, the
fiber of Gr

˜X◦ over x is the affine Grassmannian Grx = LxG/L+
x G. For each positive

integer N , let K
˜X◦,N be the restriction of scalars ResJN

˜X◦G where JN → ˜X◦ is the

scheme of N -jets on ˜X◦. For a geometric point x ∈ ˜X◦, the fiber ofK
˜X◦,N over x is the

quotientKx,N of L+
x G by a congruence subgroup. For N sufficiently large (depending

on λ), the left action of LxG on Grx factors through to Kx,N , and we get an action of
K

˜X◦,N on Gr
˜X◦ by fiberwise left multiplication. By [13, Eq. (1.10) in Lemme 1.12],

there is a morphism

ev≤λ : Hk≤λ → [K
˜X◦,N\Gr

˜X◦,≤λ]. (3.3)

Over the a geometric point x ∈ ˜X◦, this map evx : Hkx,≤λ → [Kx,N\Grx,≤λ] records
the relative position of the isomorphism τ : E |

˜X−{x}
∼→ E ′|

˜X−{x} near x .
In our case, we have ˜X◦ ∼= Gm . Using the simple transitive Gm-action on ˜X◦,

the fibration [K
˜X◦,N\Gr

˜X◦,≤λ] → ˜X◦ can be trivialized and we may identify it with
˜X◦ × [KN\Gr≤λ], where KN and Gr≤λ are the fibers of K

˜X◦,N and Gr
˜X◦,≤λ over

1 ∈ ˜X◦. Therefore, we have a well-defined map

ev≤λ : Hk≤λ → [KN\Gr≤λ]. (3.4)

For every V ∈ Rep(̂G), the geometric Satake correspondence [24, Theorem 14.1]
gives an L+

G-equivariant perverse sheaf ICV (normalized to be pure ofweight zero) on
the affine Grassmannian Gr. Choose a dominant coweight λ such that ICV is supported
on Gr≤λ, then ICV descends to a shifted perverse sheaf on the quotient [KN\Gr≤λ]
for large N . We define

ICHk
V := ev∗≤λICV (3.5)

viewed as a complex on Hk supported on Hk≤λ. Different choices of λ and N give
the same ICHk

V .

3.6 Geometric Hecke operators

Let S be a scheme of finite type over k. Consider the diagram

S × Hk
idS×←−

h

������������
idS×−→

h

������������
π ��

˜X◦

S × Bun S × Bun

(3.6)

where
←−
h and

−→
h send (x, E, E ′, τ ) to E and E ′, respectively. For each V ∈ Rep(̂G),

we define the geometric Hecke operator (relative to the base S) to be the functor
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T V
S : Db

c (S × Bun) → Db
c (

˜X◦ × S × Bun)

A �→ (π × idS × −→
h )!

(

(idS × ←−
h )∗A ⊗ ICHk

V

)

. (3.7)

Definition 3.7 An S-family of Hecke eigensheaves is the data (A, ELG, {ιV }V∈Rep(̂G))

where

• A ∈ Db(S × Bun);
• ELG is a LG-local system on X◦ × S. We denote the pullback of ELG to ˜X◦ × S
by E

̂G , which is a ̂G-local system with a μe-equivariant structure (with μe acting
both on ̂G via pinned automorphisms and on ˜X◦).

• For each V ∈ Rep(̂G), ιV is an isomorphism over ˜X◦ × S × Bun

ιV : T V
S (A) ∼= EV

̂G
⊗S A,

where EV
̂G
is the local system associated with E

̂G and the representation V of ̂G.

Here EV
̂G

⊗S Ameans the pullback of EV
̂G

� A along the diagonal map id
˜X ×�S ×

idBun : ˜X◦ × S × Bun → ˜X◦ × S × S × Bun.

such that the following conditions are satisfied.

(1) The isomorphisms ιV is compatible with the tensor structure of Rep(̂G). For
details, see [5, p. 163, 164].

(2) The isomorphisms ιV is compatible with the actions of μe. In other words,
for V ∈ Rep(̂G), let V σ be the same vector space on which ̂G acts via
̂G

σ−→ ̂G → GL(V ). Let σ
˜X◦ : ˜X◦ → ˜X◦ be the action ofμe on ˜X◦. Then we have

a canonical isomorphism of functors T V σ

S (−) ∼= (σ
˜X◦ ×idS×Bun)

∗T V
S (−) induced

from the μe-equivariance of the Hecke correspondence, and an isomorphism of
local systems EV σ

̂G
∼= (σ

˜X◦ × idS)∗EV
̂G
since E

̂G comes from the LG-local system
ELG . Then the following diagram is required to be commutative

T V σ

S (A)
ιVσ ��

�
��

EV σ

̂G
⊗S A

�
��

(σ
˜X◦ × idS×Bun)

∗T V
S (A)

(σ
˜X◦×idS)∗ιV �� (σ

˜X◦ × idS)∗EV
̂G

⊗S A

For details, see [11, §2.4].

Theorem 3.8 Let S be a scheme of finite type over V ∗,st
P . The complex A(K, S) can be

given the structure of an S-family of Hecke eigensheaves.We denote the corresponding
eigen local system by KlLG,P(K, S), which is a LG-local system over X◦ × S.

Proof We abbreviate A(K, S) by A. We first prove that T V
S (A) ∼= EV

S ⊗S A for some
complex EV

S on X◦ × S. Note that the Hecke operators preserve the (˜LP,K) and
(VP × S,ASS)-equivariant structures; hence, they give functors

T V
S : D(K, S) → D(K, ˜X◦ × S).
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Applying Lemma 3.4(2) to S′ = ˜X◦ × S, objects on the right side above are of the
form (id

˜X◦ × S × j)!(K�ASS ⊗ pr∗S E
V
S ) ∼= EV

S ⊗S A for some EV
S ∈ Db

c (
˜X◦ × S).

By the construction of the Hecke operators and its compatibility with the geometric
Satake correspondence (see [5, Prop 2.8 and §2.9]), the assignment V �→ EV

S carries
associativity and commutativity constraints for tensor functors (with respect to the
sheaf-theoretic tensor product of EV

S and EV ′
S ).

It remains to show that EV
S is a local system. We first consider the case where S is

a geometric point. The argument in this case is the same as in the Iwahori level case
treated in [11, §4.1, 4.2]: one first argues that EV

S [1] is a perverse sheaf and then uses
the tensor structure of V �→ EV

S to show that it is indeed a local system. Let us only
mention one key point in proving that EV [1] is perverse, that is to show an analog
of [11, Remark 4.2]: The map π × −→

h : ←−
h −1(U ) ⊂ Hk → ˜X◦ × Bun is affine. For

this we only need to argue that for any x ∈ ˜X◦(R) where R is a finitely generated
k-algebra, the preimage of U in the affine Grassmannian Grx over R is affine. By
[29, Lemma 3.1], U is the nonvanishing locus of some line bundle L on Bun. The
pullback of L to Grx has to be ample relative to the base Spec(R) because the relative
Picard group of Grx is Z by [6, Corollary 12]. Therefore, the preimage ofU in Grx is
affine.

We then treat the general case. Since the Hecke operators T V
S commute with pull-

back along a base change map S′ → S, so does the formation of EV
S . Therefore, for

every geometric point s ∈ S, EV
S |

˜X◦×{s} is isomorphic to EV
s , which is a local systemon

˜X◦×{s} by the argument of the previous paragraph. Let t ∈ S be a geometric point that
specializes to another geometric point s, then we have the specialization map spVs→t :
EV
s → EV

t . Note that E
V
s and EV

t are plain vector spaces of dimension dim V . As
V ∈ Rep(̂G) varies, the functors V �→ EV

s and V �→ EV
t are fiber functors of the rigid

tensor category Rep(̂G) and the maps {spVs→t }V give a morphism of tensor functors.
Therefore, each spVs→t is an isomorphism by [3, Proposition 1.13]. This being true for
every pair of specialization (t, s), EV

S is a local system over S. The proof is complete.
��

Let G
rot
m be the one-dimensional torus acting simply transitively on ˜X◦. It also acts

on X◦ via the eth power. It also acts on every standard parahoric subgroup of the
loop groups L0G and L∞G, hence on LP and VP. We denote the actions of λ ∈ G

rot
m

mentioned above by λ ·rot (−).
Viewing LP as the Levi factor of P∞, there is an action of LP � G

rot
m on Bun where

LP changes the P++∞ -level structures. When S = V ∗,st
P , this action can be extended to

every space in the Hecke correspondence diagram (3.6) by making LP � G
rot
m act on

S = V ∗,st
P in the natural way, such that all maps in (3.6) are LP � G

rot
m -equivariant.

Consequently, we have

Lemma 3.9 The LG-local system ˜KlLG,m(K, V ∗,st
P ) over X◦ × V ∗,st

P is equivariant

under the action of LP �G
rot
m on X◦ ×V ∗,st

P . Here G
rot
m acts diagonally on X◦ ×V ∗,st

P .
Therefore,KlLG,P(K, V ∗,st

P ) descends to an LP-equivariant ̂G-local system over V ∗,st
P ,

equipped with a μe-equivariant structure (which acts on both ̂G and on V ∗,st
P via the

embedding μe ↪→ G
rot
m ). We denote this ̂G-local system on V ∗,st

P by Kl
̂G,P(K).
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For a stable linear functional φ : VP → k, viewed as a point φ ∈ V ∗,st
P (k), the

notation Kl
̂G,P(K, φ) and KlLG,P(K, φ) is defined as in Theorem 3.8 by taking S to

be the Spec k
φ−→ V ∗,st

P .
A direct consequence of Theorem 3.8 and Lemma 3.9 is

Corollary 3.10 For a stable linear functional φ : VP → k, the LG-local system
KlLG,P(K, φ) over X◦ is the global Langlands parameter attached to the automorphic
representation π(K, φ) in Proposition 2.11. Moreover, Kl

̂G,P(K, φ) is isomorphic to

the pullback ofKl
̂G,P(K) along themapaφ : ˜X◦ ∼= G

rot
m → V ∗,st

P given byλ �→ λ·rotφ.
The case considered in [11] is P = I. In this case, LI = S and VI = ⊕r

i=0VI(αi ) for
affine simple roots {αi } of G. If G is adjoint, we may identify the quotient [V ∗,st

I /S]
with Gm (via projection to the factor VP(α0)∗). So in this case the Kloosterman sheaf
Kl

̂G,I(K) descends to a ̂G-local system on Gm , without any dependence on the func-
tional φ.

3.11 Calculation of the local system

Themoduli stack BunG(˜P0,P+∞) has a unique point E which has trivial automorphism
group. Let G be the automorphism group of E |X−{1} preserving the level structures
at 0 and ∞. This is a group ind-scheme over k. Now consider 1 ∈ ˜X , a preimage of
1 ∈ X . To distinguish them, we denote the 1 ∈ ˜X by˜1. Note that the pullback of E
along ˜X◦ → X is a G-bundle over ˜X◦. Therefore, for g ∈ G, we may talk about the
relative position of the action of g on the pullback E |

˜X near˜1.
Letλ ∈ X∗(T)be a dominant coweight ofG.Wehave a closed subschemeG≤λ ⊂ G

consistingof those automorphismsofE |X−{1} whose relative positionnear˜1 is bounded
by ≤ λ. For sufficiently large N , evaluating an automorphism g ∈ G in the formal
neighborhood of˜1 gives a morphism

evG,≤λ : G≤λ → [KN\Gr≤λ]. (3.8)

similar to the one defined in (3.3) for the Hecke stack.
The intersection complex ICλ of Gr≤λ corresponds, under the geometric Satake

equivalence, to the irreducible representation Vλ of ̂G with highest weight λ. Since
ICλ is KN -equivariant, we view ICλ as a shifted perverse sheaf on [KN\Gr≤λ].

We have two more evaluation maps, at 0 and ∞

(ev0, ev∞) : G≤λ → ˜P0 × P+∞.

Composing with the projections˜P0 → ˜LP and P+∞ → VP, we get

( f ′, f ′′) : G≤λ → ˜LP × VP. (3.9)



Epipelagic representations and rigid local systems

Proposition 3.12 Let Fourψ : Db
c (VP) → Db

c (V
∗
P ) be the Fourier-Deligne transform

(without cohomological shift). We have

KlVλ

̂G,P
(K) ∼= Fourψ

(

f ′′
! ( f ′∗K ⊗ ev∗

G,≤λICλ)
)

|V ∗,st
P

.

Proof We shall work with the base S = V ∗,st
P . By construction, KlVλ

̂G,P
(K) is the

restriction of T Vλ

S (A(K, S)) to the point {˜1}× S×{�} ⊂ ˜X◦ × S×Bun. Let Hk
˜1 ⊂ Hk

be the preimage of (˜1, �) under (π,
−→
h ), and HkU

˜1
⊂ Hk

˜1 be the preimage ofU under
←−
h

˜1 (fiber of
←−
h over ˜1). By proper base change and the definition of the Hecke

operators (3.7), we have

KlVλ

̂G,P
(K) = prS,!((idS × ←−

h
˜1)

∗ASS ⊗ IC
Hk

˜1
λ ). (3.10)

where

S ×U
idS×←−

h
˜1←−−−−− S × HkU

˜1

prS−→ S

and IC
Hk

˜1
λ is the restriction of ICHk

Vλ
[see (3.5)] to Hk

˜1.

By definition, HkU
˜1

classifies isomorphisms pairs (E ′, τ ) where E ′ ∈ U and τ is

an isomorphism between �|
˜X◦−{˜1} and E ′|

˜X◦−{˜1} preserving the P+
0 and P++∞ -level

structures. Since both � and E ′ ∈ U map to the open point E in BunG(˜P0,P+∞), we
may define an isomorphism ι : G ∼= HkU

˜1
as follows. For an automorphism α of

E |
˜X◦−{˜1}, viewed as an automorphism of �|

˜X◦−{˜1} not necessarily preserving the P+
0

and P++∞ -level structures, ι(α) is the pair (E ′
α, α) ∈ HkU

˜1
, where E ′

α is the unique point

in U obtained by modifying the P+
0 and P++∞ -level structures of � so that α becomes

an isomorphism between �|
˜X◦−{˜1} and E ′

α|
˜X◦−{˜1} preserving the P+

0 and P++∞ -level
structures.

Under the isomorphism ι,
←−
h

˜1 : HkU
˜1

→ U is identified with ( f ′, f ′′) defined in

(3.9). TheG≤λ corresponds to HkU
˜1,≤λ

, and the map evG,≤λ in (3.8) corresponds to the

fiber of ev≤λ in (3.3) over˜1. Therefore, using the identification ι≤λ : G≤λ
∼= HkU

˜1,≤λ

and (3.10), we have

KlVλ

̂G,P
(K) ∼= prS,!( f ′∗K ⊗ (idS × f ′′)∗ASS ⊗ ev∗

G,≤λICλ)

= prV ∗
P ,!( f ′∗K ⊗ (idV ∗

P
× f ′′)∗〈·, ·〉∗ASψ ⊗ ev∗

G,≤λICλ)|V ∗,st
P

Using proper base change, the above is further isomorphic to

prV ∗
P ,!

(

(idV ∗
P

× f ′′)!( f ′∗K ⊗ ev∗
G,≤λICλ) ⊗ 〈·, ·〉∗ASψ

)

|V ∗,st
P

= Fourψ
(

f ′′
! ( f ′∗K ⊗ ev∗

G,≤λICλ)
)

|V ∗,st
P

.

��
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4 Unipotent monodromy

The goal of this section is to study the monodromy of the Kloosterman sheaves
Kl

̂G,P(K, φ) at 0, especially when K is trivial.

4.1 Lusztig’s theory of two-sided cells

Let Waff be the affine Weyl group attached to G(K ). There is a preorder ≤LR on Waff
defined in [16, 4.2]. The partial order generated by ≤LR gives a partition of Waff into
finitely many two-sided cells and a partial order among them. The largest cell is the
singleton {1}; the smallest one contains the longest elementw0 in the Weyl groupWQ
of a special parahoric subgroup Q. By [17, 1.1,1.2], each cell c is assigned an integer
a(c) satisfying 0 ≤ a(c) ≤ min{�(w)|w ∈ c}.

Let ̂Gσ,◦ be the neutral component of the fixed point of σ on ̂G.

Theorem 4.2 (Lusztig [19, Theorem 4.8]) There is an order preserving bijection

{two − sided cells in Waff} ←→ {unipotent conjugacy classes in ̂Gσ,◦}

such that if c ↔ u, then a(c) = dimBu where Bu is the Springer fiber of u ∈ u (inside
the flag variety of ̂Gσ,◦).

Remark 4.3 Lusztig’s papers [16–19] only dealt with the case of splitG. However, for
our quasi-split G, the affineWeyl groupWaff is isomorphic to the affineWeyl group of
a split group G ′ as Coxeter groups. Moreover, one can choose G ′ so that ̂G ′ = ̂Gσ,◦.
Therefore, the quasi-split case of the above theorem follows from the split case.

Definition 4.4 For a standard parahoric subgroup P ⊂ G(K ), let cP be the two-sided
cell in Waff containing the longest element wP ∈ WP (the Weyl group of LP). We
define uP to be the unipotent class of ̂Gσ,◦ corresponding to cP under Theorem 4.2.

The main result of this section is

Theorem 4.5 AssumeK = 1 is the trivial character sheaf on ˜LP and G is split. Then
for any stable functional φ : VP → k, the local monodromy of the ̂G-local system
Kl

̂G,P(1, φ) at 0 is tame, and the monodromy action of any topological generator of
the tame inertia at 0 is by an element in the conjugacy class uP.

The proof of the theorem relies on deep results of Lusztig and Bezrukavnikov on
cells in affine Weyl groups and occupies Sects. 4.11–4.18. If P = I, then cP is the
maximal cell; hence, uP is the regular unipotent class. This case of the theorem was
proved in [11, Theorem 1(2)]. We expect that the analogous result also holds when G
is quasi-split; see Sect. 4.10 for more general conjectures.

Before giving the proof of Theorem 4.5, we will give explicit calculation of the
unipotent classes uP. This will be completed in Sect. 4.9. To achieve that, we first
collect some properties of the unipotent classes uP. We still work in the generality
where G is quasi-split as in Sect. 1.4.4.
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Lemma 4.6 For any standard parahoric P and any u ∈ uP, we have

dimBu = �(wP).

Proof By definition, dimBu = a(cP), and therefore, it suffices to show that a(cP) =
�(wP). For this, we may assume that G is simply connected. Let a = �(wP). Let
H := Cc(I\G(K )/I) be the IwahoriHecke algebra, and let {Cw}w∈Waff be itsKazhdan-
Lusztig basis. By definition, a(cP) is equal to a(wP), which is the largest power
of q1/2 appearing in the coefficient of CwP in CxCy for some x, y ∈ Waff . Since
C2

wP
= f (q1/2)CwP for f (q1/2) = q−a/2 ∑

x∈WP
q�(x) whose highest degree term is

qa/2, we have a(wP) ≥ a. On the other hand, one always has a(wP) ≤ �(wP) = a by
[21, II, Proposition1.2], and therefore, a(cP) = a(wP) = a. ��

4.7 The class uP via truncated induction

We now give an alternative description of the unipotent class uP. To state it, we recall
the truncated induction defined by Lusztig [15] in a special case, which was first
constructed by Macdonald [23]. Let W = W

σ be the F-Weyl group of G (this is also
WQ for a special parahoric Q and is also the Weyl group of ̂Gσ,◦), then a = X∗(T)σ

C

is the reflection representation of W . The sign representation ε of WP appears in
ResWWP

Sym�(wP)(a)withmultiplicity one. The truncated induction jWWP
(ε) is the unique

irreducibleW -submodule of Sym�(wP)(a) that contains the sign representation ofWP.

Proposition 4.8 Let P be a standard parahoric subgroup of G(K ).

(1) Under the Springer correspondence, jWWP
(ε) corresponds to the unipotent class

uP of ̂Gσ,◦ together with the trivial local system on it.
(2) Suppose P ⊂ Q for some special parahoric Q, then P corresponds to a standard

parabolic subgroup P ⊂ LQ, hence also to a standard parabolic subgroup ̂P ⊂
̂Gσ,◦. Then uP is the Richardson class attached to ̂P (i.e., the unipotent class in
̂Gσ,◦ that contains a dense open subset of the unipotent radical of ̂P).

Proof Remark 4.3 allows us to reduce to the case G is split.
(1) The representation jWWP

(ε) is obtained from truncated induction from a special

representation of the parahoric subgroup WP; therefore, it belongs to the set SW

defined in [22, §1.3]. By [22, Theorem 1.5(a)], under the Springer correspondence,
SW is exactly the set of irreducible representations of W that correspond to trivial
local systems on unipotent orbits. Let u (together with the trivial local system on it)
be the unipotent class in ̂G that corresponds to jWWP

(ε). By [22, Theorem 1.5(b1)], the
dimension of the Springer fiber Bu for any u ∈ u is the lowest degree b for which ε

appears in Symb(a) as a WP-submodule. Therefore, dimBu = �(wP) for any u ∈ u.
Recall that H := Cc(I\G(K )/I) is the Iwahori Hecke algebra, and let HP :=

C(I\P/I) be its parahoric subalgebra. Let M be an irreducible H-module such that
MHP �= 0 and that Cw acts on M by zero for any w lying in cells c ≤ cP. Such an
H-module can be found in the cell subquotientHcP . The Langlands parameter of M is
a triple (u′, s, ρ) where u′ is a unipotent class in ̂G. By the construction of Lusztig’s
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bijection Theorem 4.2, u′ ∈ uP. Consider the H-module ∗M (changing the action of
Ts to −qT−1

s for simple reflections s ∈ Waff , see [19, §1.8]), then ∗M contains a copy
of the sign representation of HP. Applying [19, Lemma 7.2] to ∗M , we conclude that
u′ lies in the closure of u. Since we also have dimBu′ = a(cP) = �(wP) by Theorem
4.2 and Lemma 4.6, we must have u = uP.

(2) follows from [14, Theorem 3.5]. ��

4.9 Tables of unipotent monodromy

We shall assume char(k) is large so that P corresponds to a unique regular elliptic
number m = m(P) of (W, σ ). We denote uP by um . In this subsection, we list uP for
all admissible P and quasi-split G.

When G is of classical type, Proposition 4.8 allows us to determine uP. The clas-
sification of admissible parahorics will be reviewed in Sects. 6–8. We denote the

unipotent classes uP by the sizes of their Jordan blocks: The notation i
j
denotes j

Jordan blocks each of size i .

G m um ̂Gσ

An−1 n n An−1

2An−1 m = 2n
d ; d|n m

2

d

B n−1
2

n odd m = 2(n−1)
d > 2; n−1

d odd
m

2

d

1

2An−1 m = 2n
d ; n

d odd
m

2

d−2
m

2
+ 1

m

2
− 1 C n

2

n even m = 2(n−1)
d > 2; d|n − 1

m

2

d−1
m

2
+ 1

Bn m = 2n/d; d|n m
d

Cn

Cn m = 2n/d; d|n, d odd m
d−1

m + 1 Bn

m = 2n/d; d|n, d even m
d−2

m − 1 m + 1 1

Dn m = 2n/d; d|n, d even m
d−2

m + 1 m − 1 Dn

m = 2(n−1)
d ; d|n − 1, d odd m

d−1
m + 1 1

2Dn m = 2n/d; d|n, d odd m
d−1

m − 1 Bn−1

m = 2(n−1)
d ; d|n − 1, d even m

d 1

For exceptional groups, we use the tables in [9, §7.1] to list all regular elliptic
numbers and use Bala-Carter’s notation [2, §13.1] to denote unipotent classes. In
many cases, the fact that dimBu = �(wP) from Lemma 4.6 is already enough to
determine the class uP. In the remaining cases, G is always split, and uP is determined
by the following methods.
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• When P ⊂ G(OK ), we use Proposition 4.8 to conclude that uP is the S-
distinguished unipotent classes assigned to these admissible parahoric subgroups
in [9, §7.3]. The weighted Dynkin diagram of the distinguished unipotent class uP
is obtained by putting 0 on simple roots in LP and putting 2 elsewhere.

• For those P not contained inG(OK ), we first use the tables in [22, §7.1] to find the
dimension of the truncated induction jWWP

(ε) and then use the tables in [2, §13.3]
to find the corresponding unipotent classes.

G m um ̂Gσ G m um ̂Gσ

E6 3 2A2 + A1 E6 E8 2 4A1 E8
6 E6(a3) 3 2A2 + 2A1
9 E6(a1) 4 2A3

12 E6 5 A4 + A3
E7 2 4A1 E7 6 E8(a7)

6 E7(a5) 8 A7
14 E7(a1) 10 E8(a6)
18 E7 12 E8(a5)

F4 2 A1 + ˜A1 F4 15 E8(a4)
3 ˜A2 + A1 20 E8(a2)
4 F4(a3) 24 E8(a1)
6 F4(a2) 30 E8
8 F4(a1) G2 2 ˜A1 G2

12 F4 3 G2(a1)
2E6 2 A1 6 G2

4 A2 + ˜A1
3D4 3 A1

6 F4(a3) 6 G2(a1)
12 F4(a1) 12 G2
18 F4

4.10 Conjectural description of the tame monodromy for general K

Finally, we give a conjectural description of the local monodromy of KlLG,P(K, φ) at
0 for quasi-split G and general character sheaves K on ˜LP. By the sheaf-to-function
correspondence, K gives a character χ : ˜LP(k) → Q

×
� . First of all KlLG,P(K, φ)

is tame at 0. Recall that the tame inertia I t
0

∼= lim←−(n,p)=1
μn(k̄) and in particular

I t
0 � μe(k). Let ξ ∈ I t

0 be a generator that maps to σ ∈ μe. We predict that under the
monodromy representation I t

0 → LG associated with KlLG,P(K, φ), ξ should go to

(κu, σ ) ∈ ̂Gσ × σ ⊂ LG where κu is the Jordan decomposition into the semisimple
part and unipotent part of an element in ̂Gσ .

We first give a conjectural description of the semisimple part κ . Up to ̂G-conjugacy,
we may arrange that κ ∈ ̂T . By further ̂T -conjugation, only the image of κ in the σ -

coinvariants ̂Tσ is well defined. The character k× ⊗ X∗(T)σ = S(k) → LP
χ−→ Q

×
�

gives a homomorphism χ ′ : k× → ̂Tσ = Hom(X∗(T)σ ,Q
×
� ). Local class field theory

identifies k× with the tame inertia of Gal(Fab
0 /F0) (where Fab

0 is a maximal abelian
extension of F0); hence, there is a canonical surjection I t

0 � k×. Composing with χ ′
we get a homomorphism χ ′′ : I t

0 → ̂Tσ . The image of κ in ̂Tσ should be χ ′′(ξ).
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Next we give a conjectural description of the unipotent part u. Let Wκ,aff ⊂ Waff
be the subgroup generated by affine reflections whose vector part α ∈ 	 is such that

the composition Gm(k)
α∨−→ S(k) → LP(k)

χ−→ Q
×
� is trivial. It can be shown that

Wκ,aff is an affine Coxeter group. In fact Wκ,aff can be identified with the affine Weyl
group of the group dual to ̂Gσ,◦

κ , the centralizer in ̂Gσ,◦ of an element κ̃ ∈ ̂T σ,◦ lifting
κ ∈ ̂Tσ . The longest element wP ∈ WP belongs to Wκ,aff , hence lies in a two-sided
cell cκ,P of Wκ,aff . By Lusztig’s Theorem 4.2, cκ,P corresponds to a unipotent class
uκ,P of ̂Gσ,◦

κ . The unipotent element u should lie in uκ,P.

4.11 Hecke operators at 0

The rest of this section is devoted to the proof of Theorem 4.5. We first set up some
notation. Fix a stable functionalφ : VP → k. SinceK = 1 is the trivial local system,we
simply denote the Kloosterman sheaf Kl

̂G,P(K, φ) by Kl
̂G,P(φ). Comparing a general

split G with its simply connected cover Gsc, we have a canonical homomorphism
ν : ̂G → ̂Gsc = ̂Gad. Our construction of the Kloosterman local system is compatible
with the homomorphism ν in the sense that the local system Kl

̂G,P(φ) induces the
local system Kl

̂Gsc,m(φ) via ν. Therefore, it suffices to prove Theorem 4.5 for simply
connected G.

In the sequel, we shall base change all spaces to k̄ without changing notation.When
S is a point φ : Spec k̄ → V ∗,st

P , we denote the category of automorphic sheaves
D(1, S) by D(φ). Since K is trivial, objects in D(φ) descends to BunG(P0,P++∞ ).
Therefore, we may identify D(φ) with a full subcategory of Db

c (Bun(P0,P++∞ )). Let
A(φ) ∈ D(φ) be the automorphic sheaf A(1, S) in Lemma 3.4(1), which is a Hecke
eigensheaf with eigen local system Kl

̂G,P(φ) by Theorem 3.8 .
The Hecke correspondence at 0 is defined as the moduli stack of (E, E ′, τ ) where

E, E ′ ∈ BunG(P0,P++∞ ) and τ : E |X−{0}
∼→ E ′|X−{0}. We have a diagram similar to

(3.6)

Hk0←−
h 0

������������� −→
h 0

�������������

BunG(P0,P++∞ ) BunG(P0,P++∞ )

(4.1)

Let FlP0 = L0G/P0 be the affine partial flag variety. Consider the category
Db
P0

(FlP0) of P0-equivariant constructible complexes on FlP0 with finite type support.
This category has a monoidal structure given by convolution of sheaves (C1,C2) �→
C1

P0∗ C2 with unit object δP0 given by the constant sheaf supported on the iden-
tity double coset. The set of P0-orbits on FlP0 is isomorphic to the double quotient
WP0\ ˜W/WP0 as a poset. For any [w] ∈ WP0\ ˜W/WP0 , we denote the corresponding
orbit closure by FlP0,≤[w]. We also have a substack Hk0,≤[w] ⊂ Hk0 by requiring that
the relative position of τ at 0 be bounded by the double coset [w]. Similar to the map
ev≤λ defined for Hk≤λ in (3.3), there is a morphism
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ev0,≤[w] : Hk0,≤[w] → [K[w]\FlP0,≤[w]]

recording the relative position of the modification τ at 0. Here K[w] is any finite-
dimensional quotient of P0 through which the left action of P0 on FlP0,≤[w] factors.
For any object C ∈ Db

P0
(FlP0) supported on FlP0,≤[w], we define

CHk0 := ev∗
0,≤[w]C

viewed as a complex on Hk0. Again CHk0 is independent of the choices of [w] and
K[w].

We define the geometric Hecke functor at 0 to be

T0(−,−) : Db
P0(FlP0) × D(φ) → D(φ)

(C, A) �→ −→
h 0,!(

←−
h ∗

0A ⊗ CHk0).

The monoidal structure on Db
P0

(FlP0) is compatible with the composition of geo-
metric Hecke operators: There is natural isomorphism of endo-functors on D(φ)

T0(C1, T0(C2,−)) ∼= T0(C1
P0∗ C2,−)

which satisfies associativity. By Lemma 3.4(1), D(φ) ∼= Db
c (Vect) with the inverse

functor given by (−) ⊗ A(φ); therefore, we have T0(C, A(φ)) ∼= e(C) ⊗ A(φ) for a
well-defined monoidal functor

e : Db
P0(FlP0) → Db

c (Vect).

We equip Db
P0

(FlP0)with the perverse t-structure by viewing it as a full subcategory
of complexes on FlP0 . One key idea leading to the proof of Theorem4.5 is the following
simple observation.

Lemma 4.12 The functor e is exact with respect to the perverse t-structure on the
source and the usual t-structure on the target.

Proof Recall from Lemma 3.4 that any object inD(φ) is supported on the open subset
VP ⊂ Bun(P0,P++∞ ). Fix a base point � ∈ VP ⊂ BunG(P0,P++∞ ). We identify FlP0
with

−→
h −1

0 (�) ⊂ Hk0 and thus identify the uniformizationmapω : FlP0 = L0G/P0 →
BunG(P0,P++∞ ) with the restriction of the map

←−
h 0 in diagram 4.1. By construction,

e(C) is the stalk at � of T (C, A(φ)) = −→
h 0,!(

←−
h ∗

0A(φ) ⊗ CHk0). By proper base
change, we have

e(C) ∼= H∗
c (ω

−1(U ), ω∗A(φ) ⊗ C) ∼= H∗(ω−1(U ), ω∗A(φ) ⊗ C) (4.2)

where the second isomorphism is proved by replacing C by its Verdier dual D(C) in
the first isomorphism and using Lemma 3.4(1).
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If C ∈ Db
P0

(FlP0) is perverse, then ω∗A(φ) ⊗ C is a perverse sheaf on ω−1(U ).
By (4.2) and the t-exactness properties of direct image functors under an affine mor-
phism, it suffices to show that ω−1(U ) ⊂ FlP0 is affine. However, using the Birkhoff
decomposition (3.1) (with the role of 0 and ∞ swapped), we have ω−1(U ) ∼= �+∞ =
(Resk[t,t

−1]
k G) ∩ P+∞, which is an affine algebraic group. ��

4.13 Gaitsgory’s nearby cycles functor

Let P := PervP0(FlP0) ⊂ Db
P0

(FlP0) be the category of perverse sheaves. As in [29,
§5.1.2], we consider the parahoric analog of Gaitsgory’s nearby cycles functor in [8]

ZP0 : Rep(̂G) → P.

This is an exact central functor (see [1, §2, Definition1]) that admits an action of the
inertia group I0 because it comes from nearby cycles. By [8, Proposition 7], this action
factors through the tame quotient I t

0 and is unipotent. Therefore, the composition
functor e ◦ ZP0 : Rep(̂G) → P → Vect lifts to a tensor functor

e ◦ ZP0 : Rep(̂G) → Rep(I t
0). (4.3)

By [29, Lemma 5.1], there is a canonical I0-equivariant isomorphism

T0(ZP0(V ), A(φ)) ∼= (KlV
̂G,P

(φ))|SpecFs
0

⊗ A(φ)

that is compatible with the monoidal structures. Here I0 acts on ZP0(V ) by the above
remark and on the geometric stalk (KlV

̂G,P
(φ))|SpecFs

0
(Fs

0 is a separable closure of the
local field F0). In other words, we have an isomorphism of tensor functors

e ◦ ZP0(−) ∼= Kl
̂G,P(φ)|SpecFs

0
: Rep(̂G) → Rep(I t

0) (4.4)

4.14 Serre quotients of P

The category P = PervP0(FlP0) is not closed under the convolution
P0∗ for general P0.

There is a universal way to fix this problem. LetN ⊂ P be the Serre subcategory ofP
generated (under extensions) by irreducible objects that appear as simple constituents

of pHi (C1
P0∗ C2) for some C1,C2 ∈ P and i �= 0. Consider the Serre quotient

P := P/N .

Lemma 4.15 The functor pH0(− P0∗ −) : P × P → P � P factors through P × P
and defines a monoidal structure � : P × P → P on P .

Proof We show that if an irreducible object C ∈ N , then pH0(C
P0∗ C ′) ∈ N for any

C ′ ∈ P . By definition,C is a subquotient of pHi (C1
P0∗ C2) for some i �= 0 andC1,C2
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simple objects in P . By the decomposition theorem, C is in fact a direct summand of
pHi (C1

P0∗ C2). Therefore, it suffices to show that pH0(pHi (C1
P0∗ C2)

P0∗ C ′) ∈ N .

Again by the decomposition theorem, the spectral sequence pH j (pHi (C1
P0∗ C2)

P0∗
C ′) ⇒ pHi+ j (C1

P0∗ C2
P0∗ C ′) degenerates at E2, and therefore, pH0(pHi (C1

P0∗
C2)

P0∗ C ′) is a subquotient of pHi (C1
P0∗ C2

P0∗ C ′), hence in N since i �= 0. This

shows that the functor pH0(− P0∗ −) factors through P × P . The associativity of �
follows from the associativity of the original convolution product

P0∗ . ��

4.16 The cell subquotient category

Let a be the length of the longest element of WP, so we have a = a(c) by Lemma
4.6. Let π : Fl = L0G/I0 → FlP0 = L0G/P0 be the projection. LetQ = PervI0(Fl).
Since π is smooth of relative dimension a, the functor π� := π∗[a](a/2) gives an
exact functor P → Q that is also fully faithful (we fix a square root of q = #k, hence
the half Tate twist makes sense). We may therefore identify P with a full subcategory
of Q via the functor π�.

The categoryQ carries a filtration by full subcategories indexed by two-sided cells
in Waff . Let c = cP be the cell containing the longest element in WP. Then P ⊂ Q≤c.
The category P<c := P ∩Q<c is a Serre subcategory (generated by those irreducible
objects in P indexed by longest representatives of (WP,WP)-double cosets in Waff
that belong to a cell smaller than c). Let Pc := P/P<c be the Serre quotient. This is a
full subcategory of a similar Serre quotient Qc := Q≤c/Q<c. By [20, §2.4–2.5], Qc

carries a monoidal structure � given by truncated convolution: ˜C1 � ˜C2 is the image

of pHa(˜C1
I0∗ ˜C2)(a/2) in Qc.

Lemma 4.17 The categoryPc ⊂ Qc is closed under the truncated convolution�. The
quotient functor P � Pc factors through P and induces a monoidal Serre quotient
functor

η : (P,�) � (Pc,�)

Proof For C1,C2 ∈ P with image ˜C1 and ˜C2 in Q, we have

π�C1
I0∗ π�C2 ∼= π�(C1

P0∗ C2) ⊗ H∗(P0/I0)[a](a/2). (4.5)

Wefirst show thatN ⊂ P<c so the quotient functor factors asP � Pc. For a simple

perverse sheaf Cw ∈ N indexed by w ∈ WP\Waff/WP, it appears in pHi (C1
P0∗ C2)

for some simple perverse sheaves C1,C2 ∈ P and some i �= 0. Since C1
P0∗ C2 is

isomorphic to its own Verdier dual, we may assume i > 0. Using (4.5) and taking the

top cohomology ofH∗(P0/I0), we conclude thatπ� pHi (C1
P0∗ C2) is a direct summand

of pHa+i (π�C1
I0∗ π�C2)(a/2). Therefore, π�Cw also appears in pHa+i (π�C1

I0∗
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π�C2)(a/2). Now π�Cw is ICw̃ (up to a Tate twist) for w̃ the longest representative
of the coset w. By the definition of the a-function, this means a(w̃) ≥ a + i > a;
hence, w̃ belongs to a smaller cell than c (we have a priori w̃ ≤ c). This shows that
π�Cw ∈ Q<c, hence Cw ∈ P<c. The conclusion is that N ⊂ P<c, and we have a
Serre quotient functor P � Pc.

Taking a-th perverse cohomologies of both sides of (4.5), we get

pHa(π�C1
I0∗ π�C2) ∼=

⊕

i≥0

π� pHi (C1
P0∗ C2) ⊗ H2a−i (P0/I0)(a/2).

For i > 0 the corresponding term on the right side lies in N , hence have zero image
in Pc by the previous discussion. Therefore, π�C1 � π�C2, defined as the image

of pHa(π�C1
I0∗ π�C2)(a/2) in Qc, is equal to the image of π� pH0(C1

P0∗ C2) ⊗
H2a(P0/I0)(a) ∼= π� pH0(C1

P0∗ C2) inPc, which is the same as the image ofC1�C2 ∈
P in Pc. This shows that Pc is closed under � and that the quotient functor P → Pc

is monoidal. ��

4.18 Finish of the proof of Theorem 4.5

By Lemma 4.12, e is a t-exact functor, and therefore, e|P factors through the Serre
quotient P by the universal property of P . We get a monoidal functor e : (P,�) →
(Vect,⊗).

Let P ′ ⊂ P be the full subcategory consisting of subquotients of the images of the

composition Rep(̂G)
ZP0−−→ P � P . Denote the functor Rep(̂G) → P ′

by Z̄ , which is
an exact monoidal functor. Similarly, let P ′

c ⊂ Pc be the full subcategory consisting

of subquotient of images of η ◦ Z̄ .
Summarizing, we have the following commutative diagram

Rep(̂G)
Z̄ �� P ′ � � ��

η′
����

P
η

����

e �� Vect

P ′
c
� � �� Pc

Both functors Z̄ and η′ ◦ Z̄ are exact central functors. Applying a criterion of
Bezrukavnikov in [1, Proposition 1] to both functors, we see that both P ′

and P ′
c

are neutral Tannakian categories over Q� and hence the tensor functor η′ between
them must be faithful ([3, Proposition 1.4]). However, η′ is also a Serre quotient func-
tor. This forces η′ to be an equivalence of tensor categories. Let ̂H be the Tannakian
group of the neutral Tannakian category P ′

. The exact tensor functor Z̄ gives a homo-
morphism ̂H → ̂G which is an embedding of algebraic groups because every object
in P ′

is a direct summand of the image of some object in Rep(̂G). Therefore, we
may identify the two rows in the above diagram and obtain a factorization of the fiber
functor e ◦ ZP0 as
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e ◦ ZP0 : Rep(̂G)
ReŝG

̂H−−−→ Rep( ̂H) ∼= P ′
c

∼= P ′ e−→ Vect.

Note that the category P ′
c (viewed as a subcategory ofQc) is the category AwP intro-

duced by Bezrukavnikov in [1, §4.3], where wP ∈ WP is the longest element, and is
a Duflo (or distinguished) involution ([17, II, Remark following Proposition 1.4]) by
Lemma 4.6. Fix a topological generator ξ ∈ I t

0, then ξ acts on the restriction functor

ReŝG
̂H
. By Tannakian formalism, the action of ξ on the fiber functor e◦ReŝG

̂H
= e◦ ZP0

gives an element u ∈ ̂G that commutes with ̂H (see [1, Theorem 1]). By (4.4), u is
conjugate to the image of ξ under the monodromy representation of the local sys-
tem Kl

̂G,P(φ). Therefore, we need to prove that u ∈ uP; i.e., u corresponds to cP
under Lusztig’s bijection in Theorem 4.2. But this is exactly what was shown by
Bezrukavnikov in [1, Theorem 2]. This completes the proof of Theorem 4.5.

Remark 4.19 In [29], we constructed certain ̂G-local systems over P
1 − {0, 1,∞}

over number fields. We formulated several conjectures in [29, §5] concerning the
local monodromy and rigidity of the local system constructed there. Our method in
proving Theorem 4.5 can be used to prove [29, Conjecture 5.10]. A proof of [29,
Conjecture 5.11] will follow from results in the forthcoming work [31]. Finally, by
[29, Lemma 5.14], [29, Conjecture 5.13] follows from the other two conjectures men-
tioned above. Therefore, the local systems constructed in the main theorem of [29] are
cohomologically rigid. In particular, theG2-local systemwe constructed in [29] is geo-
metrically isomorphic to the one constructed by Dettweiler and Reiter in [4], because
both of themhave the samemonodromy at the three punctures, andDettweiler–Reiter’s
local system was shown to be rigid as a GL7-local system. Details of these arguments
will appear elsewhere.

5 Rigidity

In this section, we shall deduce that Kl
̂G,P(1, φ) is cohomologically rigid assuming the

knowledge of its monodromy at ∞. We work over the base field k̄ without changing
notation.

5.1 Cohomological rigidity

Recall that a ̂G-local system E
̂G over an open subset X◦ of a complete smooth con-

nected algebraic curve X is called cohomologically rigid if

H∗(X, j!∗EAd
̂G

) = 0

where j : X◦ ↪→ X is the inclusion, EAd
̂G

is the local system on X◦ associated

with the adjoint representation of ̂G on its Lie algebra ĝ, and j!∗ simply means the
sheaf-theoretic direct image H0 j∗.
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Back to the situation of Sect. 2.10 where K = 1 is trivial. We denote Kl
̂G,P(1, φ)

by Kl
̂G,P(φ). Let j : X◦ ↪→ X be the open inclusion, and i0, i∞ : Spec k̄ ↪→ X be

the closed embedding of the two points 0 and ∞.

Proposition 5.2 Assume K is trivial and G is split. Assume char(k) is sufficiently
large so that m = m(P) is a regular elliptic number for W (see Sect. 2.6). Assume
that the properties (1) and (2) in Sect. 2.9 about the monodromy of Kl

̂G,P(φ) at ∞
hold. Then we have

H∗(X, j!∗KlAd
̂G,P(φ)) = 0.

i.e., Kl
̂G,P(φ) is cohomologically rigid.

Proof Since ĝI∞ = 0 by property (2) of Sect. 2.9, KlAd
̂G,P

(φ) admits no global sections,

i.e., H0(X◦,KlAd
̂G,P

(φ)) = H0(X, j!∗KlAd
̂G,P

(φ)) = 0. Dually H2
c(X

◦,KlAd
̂G,P

(φ)) =
H2(X, j!∗KlAd

̂G,P
(φ)) = 0.

The distinguished triangle j! → j!∗ → i0,∗H0i∗0 ⊕ i∞,∗H0i∗∞ → j![1] gives an
exact sequence

0 → ĝI0 ⊕ ĝI∞ → H1
c(X

◦,KlAd
̂G,P(φ)) → H1(X, j!∗KlAd

̂G,P(φ)) → 0. (5.1)

The Grothendieck–Ogg–Shafarevich formula implies

χc(X
◦,KlAd

̂G,P(φ)) = −Swan∞(̂g).

Using the vanishing of H2
c and property (2) of Sect. 2.9, we get

dim H1
c(X

◦,KlAd
̂G,P(φ)) = #	/m.

On the other hand, by Theorem 4.5, ĝI0 is the dimension of the centralizer of a
unipotent element u in the unipotent conjugacy class uP in ̂G. By Steinberg’s theorem,
dim ĝI0 = dim ĝu = 2 dimBu + r (where r is the rank of G). By Theorem 4.2(1),
dimBu = a(cP) = �(wP). Hence, dimBu = #�(LP)/2 (�(LP) is the root system of
LP), and

dim ĝI0 = 2 dimBu + r = #�(LP) + r = dim LP.

By the dictionary between stable gradings on Lie algebras and regular elements in
Weyl groups given in [9, §4], LP is isomorphic to the neutral component of the fixed
point subgroup of an automorphism ofG given by a lifting of a regular elliptic element
w ∈ W of order m. By analyzing the action of w on the Lie algebra of G, we see
that dim LP = #	/m. Therefore, the first two terms in the exact sequence (5.1) both
have dimension #	/m, hence the third term vanishes. This proves the vanishing of
H∗
c (X, j!∗KlAd

̂G,P
(φ)) in all degrees. ��



Epipelagic representations and rigid local systems

Remark 5.3 When P = I, we computed the Euler characteristic of KlAd
̂G,I

(φ) in [11,
Theorem 4] and used this to confirm the predictions about the wild monodromy at ∞
in Sect. 2.9 in the Iwahori case (in this case, these predictions were made in [10]).
We expect that similar but more complicated computation could be done for general
admissible parahoric subgroups P to either support or disprove the predictions in
Sect. 2.9.

6 Examples: quasi-split unitary groups

When ̂G is a group of classical type, we consider the local system KlSt
̂G,P

(K, φ) over

V ∗,st
P attached to the ̂G-local system Kl

̂G,P(K, φ) and the standard representation of
̂G. In this section and the two sections following this one, we give explicit descriptions
of KlSt

̂G,P
(K, φ). In each case, we first describe the pair (LP, VP) in terms of a certain

cyclic quiver. Then we express the local system KlSt
̂G,P

(K, φ) as the Fourier transform
of an explicit complex on VP.

When G is split of type A, the only admissible standard parahoric subgroup is the
Iwahori I. In this case, Kl

̂G,I(K, φ) has been calculated in [11, §3] and is identified
with the classical Kloosterman sheaves defined byDeligne. In this section, we consider
the case when G is a quasi-split unitary group.

6.1 Linear algebra

Assume char(k) �= 2. Let (M, q) be a quadratic space over k of dimension n. Let
(·, ·) : M × M → k be the associated symmetric bilinear form (x, y) = q(x + y) −
q(x)− q(y). Let K ′ be the ramified quadratic extension of K with uniformizer� 1/2.
Then there is a Hermitian form h on M ⊗k K ′ defined as

h(x + � 1/2y, z + � 1/2w) = (x, y) − �(y, w) + � 1/2(y, z) − � 1/2(x, w)

(6.1)

for x, y, z, w ∈ M ⊗k K .
Let G = U(M ⊗ K ′, h) be the unitary group of the Hermitian space (M ⊗ K ′, h).

This corresponds to the absolute group G = GL(M) and a nontrivial outer automor-
phism σ . The regular elliptic numbers m of (W, σ ) are in bijection with divisors d|n
or d|n−1 (in which case we require d < n−1) such that the quotient n/d or (n−1)/d
is odd. We have m = 2n/d or m = 2(n − 1)/d in the two cases. Since m/2 is always
odd, we write m/2 = 2� + 1. For d and m as above, we fix a decomposition

M = M−� ⊕ M−1 ⊕ M0 ⊕ M1 ⊕ · · · ⊕ M� (6.2)

such that d = dim Mi ≤ dim M0 ≤ d+1 (for all i = ±1, . . . ,±�), and (Mi , Mj ) = 0
unless i + j = 0. Denote the restriction of q to M0 by q0. The pairing (·, ·) identifies
M− j with M∗

j .
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Let ˜Pm ⊂ G(K ) be the stabilizer of the lattice chain �� ⊃ ��−1 ⊃ · · · ⊃ �−�

defined as

�i =
⊕

−�≤ j≤i

M j ⊗ OK ′ ⊕
⊕

i< j≤�

Mj ⊗ � 1/2OK ′ .

Its reductive quotient is ˜Lm = ∏�
i=1 GL(Mi ) × O(M0, q0), where GL(Mi ) acts on

Mi by the standard representation and on M−i = M∗
i by the dual of the standard

representation. A rank one character sheafK on˜Lm is a collection of character sheaves
(K0, · · · ,K�), where K0 is a rank one character sheaf on O(M0, q0), and for i =
1, · · · , �, Ki is a Kummer sheaf on Gm , viewed as a rank one character sheaf on
GL(Mi ) via the determinant map. In other words, K is pullback from

˜L 
m

∼= O(M0, q0) ×
�

∏

i=1

Gm (6.3)

The subgroup Pm ⊂ ˜Pm , defined as the kernel of ˜Pm → ˜Lm → O(M0, q0)
det−→

{±1}, is an admissible parahoric subgroup of G(K ) with m(Pm) = m. The vector
space Vm := VPm is

Vm = Hom(M1, M0) ⊕ · · · ⊕ Hom(M�, M�−1) ⊕ Sym2(M�). (6.4)

A better way to think of Vm is the following. We consider the cyclic quiver

M1

ψ0����
��

��
��

M2
ψ1

		 · · ·		 M�
ψ�−1

		

M0
ψ−1



��
��

��
��

M−1
ψ−2 �� M−2 �� · · · ψ−� �� M−�

ψ�

��

(6.5)

There is an involution τ acting on such quivers: τ sends {ψi : Mi+1 → Mi } to
{ψ∗−i−1 : Mi+1 = M∗−i−1 → M∗−i = Mi } (indices understood modulo 2� + 1). Then
Vm is the space of τ -invariant cyclic quivers.

Whenm = 2, the cyclic quiver degenerates to a quiver with a single vertexM = M0
and a self-adjoint operator ψ on itself.

6.2 Stable locus

The dual space V ∗
m is the space of τ -invariant cyclic quivers of the shape (6.5), except

that all arrows are reversed. Let φi : Mi → Mi+1 be the arrows. We think of φ� :
M� → M−� as a quadratic form on M�. An element φ = (φ−�, · · · , φ�) ∈ V ∗

m is
stable under the Lm-action if and only if
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• All maps φi have the maximal possible rank;
• We have two quadratic forms on M0: q0 and the pullback of φ� to M0 via the map

φ�−1 · · ·φ0 : M0 → M�. We denote the second quadratic form by q ′
0. Then these

quadratic forms are in general position: The pencil of quadrics spanned by q0 and
q ′
0 is degenerate at n distinct points on P

1.

In particular, when dim M0 = d and φ is stable, then all φi are isomorphisms, and φ�

has at most a one-dimensional kernel. When dim M0 = d + 1 and φ is stable, then φ0
is surjective, φ1, · · · , φ�−1 are isomorphisms, and φ� must be nondegenerate.

When m = 2, V ∗
2 is simply the space of quadratic forms on M . An element

φ ∈ V ∗
2 (k) is stable under the L2 = SO(M, q)-action exactly when the quadratic

form φ is in general position with q (note φ itself can be degenerate).

6.3 The scheme Gλ

According to Sect. 3.11, we need to describe the varietyGλ = G≤λ for the minuscule
λ = (1, 0, · · · , 0) (corresponding to the standard representation of ̂G = GLn) and the
morphism ( f ′, f ′′) : Gλ → ˜L 

m × Vm .
Let E = M⊗O

˜X withHermitian form (intoO
˜X ) given by a formula similar to (6.1).

There is an increasing filtration F∗ on the fiber of E at ∞ defined by F≤i = ∑

j≤i Mi .

We have the tautological trivializations GrFi E = Mi . There is a decreasing filtration
F∗ on the fiber of E at 0 defined by F≥i = ∑

j≥i Mi . The triple (E, F∗, F∗) defines
the open point of BunG(˜P0,P+∞).

The group ind-scheme G is the group of unitary automorphisms of E |
˜X−{±1} that

preserve the filtrations F∗ and F∗ and induce the identity on the associated graded of
F∗. The locusGλ consists of those g ∈ G ⊂ G(F ′) (F ′ = k(t1/2)) that have a simple
pole at t1/2 = 1 with residue of rank one. Such g can be written uniquely as

g = t1/2

t1/2 − 1
A − 1

t1/2 − 1
B

for A, B ∈ GL(M).

Lemma 6.4 (1) The scheme Gλ classifies pairs (A, B) ∈ O(M, q) × O(M, q) such
that
• (Ax, By) = (Bx, Ay) for all x, y ∈ M.
• A lies in the unipotent radical U (F∗) of the parabolic P(F∗) ⊂ O(M, q)

preserving the filtration F∗ on M; B lies in the parabolic P(F∗) ⊂ O(M, q)
preserving the filtration F∗ on M.

• A − B has rank one.
(2) The map ( f ′, f ′′) : Gλ → ˜L 

m × Vm is given by

f ′(A, B) = (B0,0, det(B1,1), . . . , det(B�,�));
f ′′(A, B) = (A0,1, A1,2, . . . , A�−1,�,−B�,−�)

in the block presentation of A, B under the decomposition (6.2).
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(3) Consider the morphism j : Gλ → P(M) sending (A, B) ∈ Gλ to the line in M
that is the image of the rank one endomorphism C := I − A−1B ∈ End(M).
Then j is an open embedding.

Proof (1) The matrix g = t1/2

t1/2−1
A− 1

t1/2−1
B is unitary if and only if A, B ∈ O(M, q)

and (Ax, By) = (Bx, Ay). The residue of g at t1/2 = 1 is A − B, which hence has
rank one.

(2) The value of g at t1/2 = 0 is B, hence we have the formula for f ′(A, B).
Expanding g at t1/2 = ∞ using the local uniformizer t−1/2, we get g = A+t−1/2(A−
B) + O(t−1), which gives the formula for f ′′(A, B).

(3) The map j is an open embedding since U (F∗) × P(F∗) is open in O(M, q).
��

For i = 0, · · · , �, let q[−i,i] be the restriction of the quadratic form q to M−i ⊕
· · · ⊕ Mi , and then extended to M by zero on the rest of the direct summands (so that
q[−�,�] = q).

Proposition 6.5 (1) Under the embedding j : Gλ ↪→ P(M), Gλ is the complement
of the divisors q0 = 0, q[−1,1] = 0, · · · , q[−�+1,�−1] = 0 and q = 0. The map

( f ′, f ′′) : P(M) ⊃ Gλ → ˜L 
m × Vm is given by

f ′([v]) =
(

Rv0 ,
q0(v)

q[−1,1](v)
,
q[−1,1](v)
q[−2,2](v)

, · · · ,
q[−�+2,�−2](v)
q[−�+1,�−1](v)

,
q[−�+1,�−1](v)

q(v)

)

;

f ′′([v]) =
(

(−, v−1)

q0(v)
v0,

(−, v−2)

q[−1,1](v)
v1, . . . ,

(−, v−�)

q[−�+1,�−1](v)
v�−1,

(−, v�)

q(v)
v�

)

.

where Rv0 denotes the orthogonal reflection on the quadratic space (M0, q0) in
the vector v0.

(2) The local system KlSt
̂G,Pm

(K) on V ∗,rs
m attached to the unitary group G, the admis-

sible parahoric Pm, the character sheaf K = K0 �K1 � · · · �K� on ˜L 
m (where

K0 is on O(M0, q0) and Ki is on Gm for i = 1, · · · , �) and the standard rep-
resentation of the dual group ̂G = GLn is the Fourier transform of the complex
f ′′
! f ′∗K[n − 1]( n−1

2 ).

Proof (1) For (A, B) ∈ Gλ, let C = I − A−1B which has rank one. The condition
(Ax, By) = (Bx, Ay) implies (Cx, y) = (x,Cy) (for all x, y ∈ M). This together
with the fact that I − C ∈ O(M, q) implies that C(x) = (x,v)

q(v) v for some v ∈ M with
q(v) = (v, v)/2 �= 0. In other words, I − C = Rv , the orthogonal reflection in the
direction of v. Note that j (A, B) = [v] ∈ P(M).

We inductively find A = A1 · · · A�−1A� such that ARv ∈ P . Here Ai is the identity
on Mj for all j �= i and sends xi ∈ Mi to xi mod F<i . The formulae for the action
of Ai on Mi are
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A�(x�) = x� + (x�, v−�)

q[−�+1,�−1](v)
v≤�−1;

A�−1(x�−1) = x�−1 + (x�−1, v−�+1)

q[−�+2,�−2](v)
v≤�−2;

· · · ;
A1(x1) = x1 + (x1, v−1)

q0(v)
v≤0.

Here we write v≤i for the projection of v to the factor ⊕ j≤i M j of M . Taking the
blocks Ai,i+1, we get the formula for f ′′([v]) except for the last entry. The last entry
of f ′′([v]) is the negative of the lower-left corner block B�,−�, which is the same as
the corner block of Rv . This proves the formula for f ′′([v]).

The action of B = ARv on the associated graded Mi = GriF∗M is given by

Bi,i (xi ) = xi − (xi , v−i )

q[−i,i](v)
vi .

In particular, B0,0 is the reflection Rv0 onM0. Taking determinants, we get the formula
for f ′([v]).

(2) For the coweight λ, we have ICλ = Q�[n − 1]( n−1
2 ). Therefore, (2) follows

from Proposition 3.12. ��
A direct consequence of Proposition 6.5 is the following.

Corollary 6.6 Let φ = (φ−�, · · · , φ�) ∈ V ∗,st
m (k) be a stable functional. Recall that

Gλ
∼= P(M) − ∪�

i=0Q(q[−i,i]), the complement of the quadrics defined by the q[−i,i].
Let fφ : ˜X◦ × Gλ → A

1 be given by

fφ(x, [v]) =
�−1
∑

i=0

(φivi , v−i−1)

q[−i,i](v)
+ φ�(v�)

q(v)
x .

Note that φ�(−) is a quadratic form. Let π : ˜X◦ ×Gλ → ˜X◦ be the projection. Then
we have an isomorphism over ˜X◦

KlSt
̂G,Pm

(1, φ) ∼= π! f ∗
φASψ [n − 1]

(

n − 1

2

)

. (6.6)

Here we recall that 1 means the trivial character sheaf.

Proof We identify ˜X◦ with the torus G
rot
m . The action of G

rot
m on V ∗

m is by scaling the
last component Sym2(M∗

� ). Let aφ : G
rot
m → V ∗,st

m be given by the G
rot
m -orbit of φ. It

takes the form x �→ (φ0, · · · , φ�−1, xφ�). By Corollary 3.10 and Proposition 6.5(2),

KlSt
̂G,Pm

(1, φ) = a∗
φKl

St
̂G,Pm

(1) ∼= a∗
φFourψ( f ′′

! Q�)[n − 1]
(

n − 1

2

)

.
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By proper base change, the last term is isomorphic to π!b∗
φASψ [n − 1] where bφ :

G
rot
m ×Gλ → A

1 is given by (x, [v]) �→ x ·rot f ′′([v]). The explicit formula of f ′′ in
Proposition 6.5(1) shows that bφ = fφ . Therefore, (6.6) holds. ��

When m = 2, we may describe the local system KlSt
̂G,P

(1, φ) more explicitly.

Proposition 6.7 Let φ ∈ V ∗,st
2 (k) such that the pencil of quadrics spanned by q and

φ is degenerate exactly at φ − λi q for distinct elements λ1, · · · , λn ∈ k̄.

(1) Consider the morphism

fφ : P(M) − Q(q) → A
1

[v] �→ φ(v)

q(v)
.

The local system KlSt
̂G,2

(1, φ) over ˜X◦ ∼= G
rot
m is the restriction of the Fourier

transform of fφ,!Q�[n − 1]( n−1
2 ) from A

1 to G
rot
m .

(2) When n is odd, KlSt
̂G,2

(1, φ) over Gm ⊗k k̄ is isomorphic to ⊕n
i=1ASψi |Grot

m
, where

ψi (t) = ψ(λi t).
(3) When n is even, KlSt

̂G,2
(1, φ) over Gm ⊗k k̄ is isomorphic to Fourψ(Lφ[1])|Grot

m
,

whereLφ is themiddle extension of the rank one local systemonA
1−{λ1, · · · , λn}

with monodromy equal to −1 around each puncture λi .

Proof We work over the base field k̄ without changing notation. (1) One checks that

the map fφ is the composition P(M)− Q(q)
f ′′

−→ V2
φ−→ A

1. Therefore, (1) is a direct
consequence of Proposition 6.5(2).

(2)(3) The morphism fφ can be compactified into a pencil of quadrics spanned by
φ and q:

˜fφ : BlZP(M) → P
1

where Z = Q(φ)∩Q(q) is the base locus of this pencil andBlZP(M) is the blow-up of
P(M) along Z . The fiber of ˜fφ over [x, y] ∈ P

1 is the quadric defined by yφ−xq = 0.
Let j : P(M)− Z ↪→ BlZP(M) be the open immersion and i : P

1 × Z ↪→ BlZP(M)

be the closed immersion of the exceptional divisor. Then fφ,!Q� is the restriction of
(˜fφ j)!Q� to A

1. We have an distinguished triangle in Db
c (P

1):

(˜fφ j)!Q� → ˜fφ,∗Q� → H∗(Z) ⊗ Q�,P1 → (˜fφ j)!Q�[1].

Therefore, ˜fφ,∗Q�|A1 and fφ,!Q� differ by a constant sheaf, hence their Fourier trans-
forms are the same over G

rot
m = ˜X◦.

Since φ is a stable point, the degenerate quadrics φ−λi q in the pencil are projective
cones over (n − 3)-dimensional quadrics. All quadrics (degenerate or not) have van-
ishing odd degree cohomology. Let c1 be the Chern class of the line bundleOP(M)(1),
viewed as a morphism Q�(−1) → R2

˜fφ,∗Q�. The i-th power of c1 gives a morphism
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ci1 : Q�(−i) → R2i
˜fφ,∗Q�.

When n is odd, ci1 is an isomorphism for i �= n−1
2 . When i = n−1

2 , ci1 is an injection
of sheaves with cokernel a sum of skyscraper sheaves supported at the critical values
of ˜fφ , i.e., {λ1, · · · , λn}. Therefore, fφ,!Q�[n − 1] differs from the sum of these
skyscraper sheaves by constant sheaves. This implies (2).

When n is even, ci1 is an isomorphism for i �= n−2
2 . When i = n−2

2 , ci1 is an
injection with cokernel Lφ being the extension by zero of a rank one local system
on A

1 − {λ1, · · · , λn}. By Picard-Lefschetz theory, Lφ has monodromy −1 around
{λ1, · · · , λn}, hence Lφ[1] is an irreducible perverse sheaf on A

1. Now fφ,!Q�[n− 1]
differs from Lφ[1] by constant sheaves, which implies (3). ��

Finally, we calculate the Euler characteristic of KlSt
̂G,Pm

(1, φ), which then gives
evidence for the conjectural description of its Swan conductor at ∞ in Sect. 2.9.

Proposition 6.8 We have

− χc(˜X
◦,KlSt

̂G,Pm
(1, φ)) =

{

d φ� nondegenerate;
d − 1 φ� degenerate.

(6.7)

Proof We shall work over k̄ and ignore all Tate twists. ��
By the same argument as in [12, Proposition 10.1], the Swan conductor of

KlSt
̂G,Pm

(K, φ) at ∞, hence the Euler characteristic of KlSt
̂G,Pm

(K, φ) does not depend
on K. Therefore, we assume K is the trivial character sheaf.

Let Qi ⊂ P(M) be the quadric defined by q[−i,i] = 0. Let Ui = P(⊕i
j=−i M j ) −

∪i
j=0Qi . In particularU� = Gλ. We also defineWi ⊂ Ui to be the quadric defined by

φ�(φ�−1 · · ·φivi ) = 0.
Let fi : U� → A

1 be the function [v] �→ (φivi ,v−i−1)
q[−i,i]([v]) . This function only depends on

the coordinates v−i−1, · · · , v0, . . . , vi . Let f≤i = f0 + f1 +· · ·+ fi , and f≤−1 := 0.
Consider the projection π2 : G

rot
m × Gλ → Gλ = P(M) − ∪Qi . The stalk of

π2,! f ∗
φASψ over [v] is f ∗≤�−1ASψ ⊗H∗(Grot

m , T ∗
f�([v])ASψ), where T f�([v]) is the mul-

tiplication by f�([v]) map Gm → A
1. We have H∗(Grot

m , T ∗
f�([v])ASψ) = H∗

c (Gm) if

f�([v]) = 0 and Q�[−1] if f�([v]) �= 0. Therefore,

(−1)n−1χc(˜X
◦,KlSt

̂G,Pm
(1, φ)) = χc(π2,! f ∗

φASψ)

= −χc(U�, f
∗≤�−1ASψ) + χc(W�, f

∗≤�−1ASψ).

(6.8)

We then show that for 0 ≤ i ≤ � − 1, we have

χc(Ui+1, f
∗≤iASψ) = χc(Ui , f

∗≤i−1ASψ); (6.9)

χc(Wi+1, f
∗≤iASψ) = χc(Wi , f

∗≤i−1ASψ). (6.10)
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For (6.9), let U ′
i = P(M−i−1 ⊕ Mi ) − ∪i

j=0Qi . Consider the projection p :
Ui+1 → U ′

i by forgetting the Mi+1 component. Then we have χc(Ui+1, f ∗≤iASψ) =
χc(U ′

i , f
∗≤iASψ ⊗ p!Q�). Fix [v′] = [v−i−1, · · · , vi ] ∈ Ui , and let qi := qi ([v′])

(which is independent of v−i−1). The fiber of p over [v′] is Mi+1 with the affine hyper-
plane (vi+1, v−i−1) + qi = 0 removed. When v−i−1 �= 0, we have H∗

c (p
−1([v′])) ∼=

H∗
c (Gm)[−2d + 2]; when v−i−1 = 0, we have H∗

c (p
−1([v′])) ∼= Q�[−2d]. Since

Ui can be identified with the subscheme of U ′
i where v−i−1 = 0, we have

χc(Ui+1, f ∗≤iASψ) = χc(U ′
i , f

∗≤iASψ ⊗ p!Q�) = χc(Ui , f ∗≤i−1ASψ) (the function
f≤i changes to f≤i−1 because v−i−1 = 0).
For (6.10), let p : Wi+1 → Wi is the projection. We have p! f ∗≤iASψ =

f ∗≤i−1ASψ ⊗ p! f ∗
i ASψ , and we need to compare p! f ∗

i ASψ with the constant sheaf

on Wi . We decompose p into two steps Wi+1
p1−→ W ′′

i
p2−→ Ui , where W ′′

i ⊂
P(M−i ⊕Mi+1)−∪i

j=0Qi is cut out the same the quadric φ�(φ�−1 · · ·φi+1vi+1) = 0.

Fix v′′ = [v−i , . . . , vi+1] ∈ W ′′
i , and let qi := qi ([v′′]). The fiber p−1

1 ([v′′]) =
{v−i−1 ∈ M−i−1|(v−i−1, vi+1) + qi �= 0}. The function fi along the fiber p−1

1 ([v′′])
is a linear function in v−i−1 given by fi (v−i−1) = (φivi ,v−i−1)

qi
. Therefore, the stalk

of p1,! f ∗
i ASψ at [v′′], which is H∗

c (p
−1
1 ([v′′]), f ∗

i ASψ), vanishes whenever vi+1
is not parallel to φivi (or one of them is zero while the other one is not). When
φivi �= 0, the stalk of p2,! p1,! f ∗

i ASψ can be calculated only along those nonzero
vi+1 parallel to φivi . Choose an isomorphism M−i−1 ∼= A

d such that the first coor-
dinate is given by the functional (φivi ,−)/qi . Then the stalk of p2,! p1,! f ∗

i ASψ is
H∗
c (Gm × A

1 − �(Gm), pr∗2ASψ)[−2d+2] ∼= Q�[−2d+2] (here�(Gm) ⊂ Gm×A
1

is the diagonal). For φivi = 0, the stalk of p2,! p1,! f ∗
i ASψ can be calculated only along

vi+1 = 0, hence equal to H∗
c (M−i−1) ∼= Q�[−2d]. Putting together, we conclude

that p! f ∗
i ASψ and the constant sheaf Q� are the same in the Grothendieck group

of Db
c (Wi ). Therefore, χc(Wi+1, f ∗≤iASψ) = χc(Wi , f ∗≤i−1ASψ ⊗ p! f ∗

i ASψ) =
χc(Wi , f ∗≤i−1ASψ).

Combining (6.9), (6.10) and (6.8), we see that

(−1)n−1χc(˜X
◦,KlSt

̂G,Pm
(1, φ)) = −χc(U0) + χc(W0).

Now U0 = P(M0) − Q0 and W0 = Q′
0 − Q0, where Q′

0 is the quadric in P(M0)

defined by φ�(φ�−1 · · ·φ0(v0)) = 0. Hence

(−1)n−1χc(˜X
◦,KlSt

̂G,Pm
(1, φ))=−χc(P(M0))+χc(Q0)+χc(Q

′
0)−χc(Q0∩Q′

0).

(6.11)

Since φ is stable, all φi are surjective for 0 ≤ i ≤ �−1, Q′
0 is either minimally degen-

erate or nondegenerate, and Q0 ∩ Q′
0 is always smooth (and equal to the intersection

of two smooth quadrics).
In the following table,we list the dimensions of the primitive cohomologyofQ0, Q′

0
(always in even degree) and Q0 ∩ Q′

0 (in the middle degree, which is dim M0 − 3) in
each case according to whether dim M0 = d or d + 1, and the parity of d. Using this
table and (6.11), one easily deduces (6.7).
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dim M0 Parity of dim M0 Q0 Q′
0 Q0 ∩ Q′

0

d Even 1 1 (nondeg) or 0 (degen) d − 2
d Odd 0 0 (nondeg) or 1 (degen) d
d + 1 Even 1 0 d − 1
d + 1 Odd 0 1 d + 1

7 Examples: symplectic groups

In this section, we describe explicitly the generalized Kloosterman sheaves for sym-
plectic groups G.

7.1 Linear algebra

Let (M, ω) be a symplectic vector space of dimension 2n over k, and let G =
Sp(M, ω). Extend ω linearly to a symplectic form on M ⊗ K , and let G =
Sp(M ⊗ K , ω). Regular elliptic numbers m of W in this case are in bijection with
divisors d|n. We have m = 2n/d and set � = n/d. Fix a decomposition

M = M1 ⊕ M2 ⊕ · · · ⊕ M� ⊕ M�+1 ⊕ · · · ⊕ Mm (7.1)

such that dimk Mi = d and ω(Mi , Mj ) = 0 unless i + j = m + 1. Then Mj can be
identified with M∗

m+1− j using the symplectic form ω.
Let Pm ⊂ G(K ) be the stabilizer of the chain of lattices�m ⊃ �m−1 ⊃ · · · ⊃ �1,

where

�i =
∑

1≤ j≤i

M j ⊗ OK +
∑

i< j≤m

Mj ⊗ �OK

and� ∈ OK is a uniformizer. This is an admissible parahoric subgroup ofG(K )with
m(Pm) = m. Its Levi quotient is Lm ∼= ∏�

i=1 GL(Mi ) where the i-th factor acts on
Mi by the standard representation and on Mm+1−i = M∗

i by the dual of the standard
representation. We have˜Lm = Lm and any character sheaf on Lm must factor through
the quotient

˜L 
m =

�
∏

i=1

Gm (7.2)

given by the determinants of the GL-factors. We then write the character sheaf K on
Lm as the pullback of ��

i=1Ki on ˜L 
m , where each Ki is a Kummer sheaf on Gm . The

vector space Vm := VPm is

Vm = Sym2(M∗
1 ) ⊕ Hom(M2, M1) ⊕ · · · ⊕ Hom(M�, M�−1) ⊕ Sym2(M�). (7.3)
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We may arrange M1, · · · , Mm into a cyclic quiver

M1

ψm

��

M2
ψ1

		 · · ·		 M�
ψ�−1

		

Mm
ψm−1 �� Mm−1 �� · · · ψ�+1 �� M�+1

ψ�

��

(7.4)

There is an involution τ on the space of such quivers sending {ψi : Mi+1 → Mi } to
{−ψ∗

m−i : Mi+1 = M∗
m−i → M∗

m+1−i = Mi }. Then Vm is the set of τ -invariant cyclic
quivers of the above shape.

When m = 2, the cyclic quiver degenerates to a pair of self-adjoint maps

M1

ψ2 ��
M2

ψ1

		

7.2 Stable locus

The dual space V ∗
m is the space of τ -invariant cyclic quivers similar to (7.4), except

that all the arrows are reversed. Let φi : Mi → Mi+1 be the arrows. We think of φm
and φ� as quadratic forms on Mm and M�, respectively. Then φ = (φ1, . . . , φm) ∈ V ∗

m
is stable if and only if

• All the maps φi are isomorphisms;
• We have two quadratic forms on Mm : φm and the transport of φ� to Mm using
the isomorphism φ�−1 · · ·φ1φm : Mm

∼→ M�. They are in general position in the
same sense as explained in Sect. 6.2.

7.3 The scheme G≤λ

Let λ ∈ X∗(T ) be the dominant short coroot. The corresponding representation of
̂G = SO2n+1 is the standard representation. We shall describe G≤λ and the map
( f ′, f ′′) : G≤λ → ˜L 

m × Vm .
Let E = M ⊗OX be the trivial vector bundle of rank 2n over X with a symplectic

form (into OX ) given by ω. Define an increasing filtration of the fiber of E at ∞ by
F≤iE∞ = ⊕i

j=1Mj . Define a decreasing filtration of the fiber of E at 0 by F≥iE0 =
⊕m

j=i M j . The group ind-scheme G is the group of symplectic automorphisms of
E |X−{1} preserving the filtrations F∗, F∗ and acting by identity on the associated
graded of F∗. The subscheme G≤λ consists of those g ∈ G ⊂ G(F) whose entries
have at most simple poles at t = 1, and Rest=1g has rank at most one. Therefore, any
element in G can be written uniquely as

g = t

t − 1
A − 1

t − 1
B

for A, B ∈ GL(M).
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Lemma 7.4 (1) The scheme G≤λ classifies pairs (A, B) ∈ Sp(M, ω) × Sp(M, ω)

satisfying
• A lies in the unipotent radical U (F∗) of the parabolic P(F∗) ⊂ Sp(M, ω)

preserving the filtration F∗ of M; B lies in the opposite parabolic P(F∗) ⊂
Sp(M, ω) preserving the filtration F∗ of M.

• A − B has rank at most one. Moreover, C = I − A−1B ∈ End(M) satisfies
ω(Cx, y) + ω(x,Cy) = 0 for all x, y ∈ M.

(2) The map ( f ′, f ′′) : G≤λ → ˜L 
m × Vm is given by

f ′(A, B) = (det(B1,1), . . . , det(B�,�));
f ′′(A, B) = (−Bm,1, A1,2, . . . , A�,�+1)

in the block presentation of A, B under the decomposition (7.1).
(3) Let Sym2(M)≤1 ⊂ Sym2(M) be the subscheme of symmetric pure 2-tensors.

Then Sym2(M)≤1 can be identified with the scheme of endomorphisms D of M
satisfyingω(Dx, y)+ω(x, Dy) = 0 and of rank at most one). Then themorphism
j : G≤λ → Sym2(M)≤1 sending (A, B) ∈ G≤λ to C = I − A−1B is an open
embedding.

Proof (1) The matrix g = t
t−1 A− 1

t−1 B preserves the symplectic form ω if and only
if A, B ∈ Sp(M, ω) and ω(Ax, By) + ω(Bx, Ay) = 2ω(x, y) for all x, y ∈ M . The
last condition is further equivalent toω(Cx, y)+ω(x,Cy) = 0 for all x, y ∈ M . Note
that g(0) = B, g(∞) = A and Rest=1g = A − B, hence the rest of the conditions
follows.

(2) is proved in the same way as Lemma 6.4(2).
(3) Since D has rank at most one, we may write it as D(x) = ω(x, u)v for some

u, v ∈ M . The conditionω(Dx, y)+ω(x, Dy) = 0 for all x, y ∈ M implies that u and
v are parallel vectors. Hence, u ·v ∈ Sym2(M)≤1. The fact that j is an open embedding
follows from the fact that U (F∗) × P(F∗) ↪→ Sp(M, ω) is an open embedding. ��

For u · v ∈ Sym2(M)≤1, write u = (u1, · · · , um) and v = (v1, · · · , vm) with
ui , vi ∈ Mi . Then define

γi (u · v) := ω(vm+1−i , ui ). (7.5)

This is independent of the choice of u, v expressing u ·v and therefore defines a regular
function on Sym2(M)≤1. Note that γi + γm+1−i = 0 since u and v are parallel.

Proposition 7.5 (1) Under the open embedding j : G≤λ ↪→ Sym2(M)≤1, G≤λ is
the complement of the union of the divisors γ1 + · · · + γi = 1 for i = 1, · · · , �.
The morphism ( f ′, f ′′) : Sym2(M)≤1 ⊃ G≤λ → ˜L 

m × Vm is given by

f ′(u · v) =
(

1

1 − γ1
,

1 − γ1

1 − γ1 − γ2
, · · · ,

1 − γ1 − · · · − γ�−1

1 − γ1 − · · · − γ�

)
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f ′′(u · v) =
(

ω(−, um)vm,
ω(−, um−1)

1 − γ1
v1,

ω(−, um−2)

1 − γ1 − γ2
v2, . . . ,

ω(−, u�)

1 − γ1 − · · · − γ�
v�

)

.

Here we abbreviate γi (u · v) by γi .
(2) The local system KlSt

̂G,Pm
(K) attached to the standard representation of ̂G =

SO2n+1, the admissible parahoric subgroup Pm and the rank one character sheaf
K = ��

i=1Ki is given by (the restriction to V ∗,st
m of) the Fourier transform of the

complex f ′′
! f ′∗K[2n − 1]( 2n−1

2 ).

Proof (1) Write C = I − A−1B as ω(−, u)v for parellel vectors u, v ∈ M . We
inductively construct A = A2 · · · Am ∈ U (F∗) such that B = A(I − C) ∈ P(F∗),
and that Ai is the identity on Mj , j �= i and Ai (xi ) ∈ xi + F≤i−1 for any xi ∈ Mi .
We may inductively determine

Amxm = xm + ω(xm, u1)

1 − γ1
v≤m−1;

Am−1xm−1 = xm−1 + ω(xm−1, u2)

1 − γ1 − γ2
v≤m−2;

· · ·
A2x2 = x2 + ω(x2, um−1)

1 − γ1 − · · · − γm−1
v1.

Here we write v≤i for the projection of v to the direct factor⊕ j≤i M j of M . Therefore,
the entries of A corresponding to Hom(Mi+1, Mi ) (1 ≤ i ≤ �) takes the form

Ai,i+1 = ω(−, um−i )

1 − γ1 − · · · − γm−i
vi ∈ Hom(Mi+1, Mi ).

Using γi = −γm+1−i to simplify the denominators, we get the desired formula for
f ′(u · v) except for the first entry. The corner block of B = A(I − C) corresponding
to Hom(M1, Mm) is the same as the corner block of I − C , which takes the form
−ω(−, um)vm , whose negative gives the first entry of the formula for f ′(u · v).

The matrix B = A(I − C) has block diagonal entries

Bi,i = id − ω(−, um+1−i )

1 − γ1 − · · · − γm−i
vi ∈ GL(Mi ).

Taking determinants, we get

det(Bi,i ) = 1 − γ1 − · · · − γm+1−i

1 − γ1 − · · · − γm−i
.

Using that γi = −γm+1−i , we get the desired formula for f ′′(u · v).
(2) We only need to apply Proposition 3.12 to the standard representation Vλ of

SO2n+1; note that ICλ = Q�[2n − 1]( 2n−1
2 ) in this case. ��
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Similar to Corollary 6.6, we have

Corollary 7.6 Let φ = (φ1, . . . , φm) ∈ V ∗,st
m (k) be a stable functional. Recall that

G≤λ in this case is Sym2(M)≤1 − ∪�
i=1�i where the divisor �i is defined by the

equation γ1 + · · · + γi = 1 for functions γi in (7.5). Let fφ : X◦ × G≤λ → A
1 be

given by

fφ(x, u · v) = ω(φmvm, um)x +
�

∑

i=1

ω(φivi , um−i )

1 − γ1(u · v) − · · · − γi (u · v) .

Let π : X◦ × G≤λ → X◦ be the projection. Then we have an isomorphism over X◦

KlSt
̂G,Pm

(1, φ) ∼= π! f ∗
φASψ [2n − 1]

(

2n − 1

2

)

.

8 Examples: split and quasi-split orthogonal groups

In this section, we describe explicitly the generalized Kloosterman sheaves for split
and quasi-split orthogonal groups G.

8.1 Linear algebra

Assume char(k) �= 2. Let (M, q) be a quadratic space of dimension 2n or 2n + 1
over k. Let (·, ·) : M × M → k be the associated symmetric bilinear form (x, y) =
q(x + y)−q(x)−q(y). The regular elliptic numbers ofm of the root systems of type
Bn, Dn and 2Dn are in bijection with

• Type Bn (dim M = 2n + 1): divisors d|n (corresponding m = 2n/d);
• Type Dn (dim M = 2n): even divisors d|n (corresponding m = 2n/d) or odd
divisors d|n − 1 (corresponding m = 2(n − 1)/d);

• Type 2Dn (dim M = 2n): odd divisors d|n (corresponding m = 2n/d) or even
divisors d|n − 1 (corresponding m = 2(n − 1)/d).

We write m = 2�. Fix a decomposition

M = M0 ⊕ M1 ⊕ · · · M�−1 ⊕ M� ⊕ M�+1 ⊕ · · · ⊕ Mm−1 (8.1)

where dim Mi = d for i = 1, · · · , � − 1, � + 1, · · · ,m − 1, dim M0 and dim M� are
either d or d + 1, and we make sure that when dim M = 2n + 1, dim M0 is even. We
see that

• Type Bn : dim M0 is even and dim M� is odd;
• Type Dn : dim M0 = dim M� is even;
• Type 2Dn : dim M0 = dim M� is odd.
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The decomposition (8.1) should satisfy (Mi , Mj ) = 0 unless i + j ≡ 0 mod m. The
restriction of q to M0 and M� are denoted by q0 and q�. The pairing (·, ·) induce an
isomorphism M∗

i
∼= Mm−i .

Let M+ = ⊕i>0Mi , then M = M0 ⊕ M+ and correspondingly q = q0 ⊕ q+.
We use q0,K and q+,K to denote their K -linear extension to M0 ⊗ K and M+ ⊗ K ,
respectively. Define a new quadratic form q ′

K on M ⊗ K by

q ′
K = �q0,K ⊕ q+,K . (8.2)

Let G = SO(M ⊗ K , q ′
K ). We have

• When dim M0 is even, choosing a maximal isotropic decomposition M0 = M+
0 ⊕

M−
0 gives a self-dual lattice M+

0 ⊗OK ⊕M−
0 ⊗�−1OK ⊕M+ ⊗OK ⊂ M ⊗ K .

Therefore, G is a split orthogonal group.
• When dim M0 is odd, G is a quasi-split orthogonal group of type 2Dn .

Let ˜Pm ⊂ G(K ) be the stabilizer of the lattice chain �m−1 ⊃ �m−1 ⊃ · · · ⊃ �0
under G(K ), where

�i =
∑

0≤ j≤i

M j ⊗ OK +
∑

i< j≤m−1

Mj ⊗ �OK .

Its reductive quotient ˜Lm is the subgroup of O(M0, q0)×∏�−1
i=1 GL(Mi )×O(M�, q�)

of index two consisting of (g0, · · · , g�) where det(g0) = det(g�). Here the factor
GL(Mi ) acts on Mi by the standard representation and on Mm−i = M∗

i by the dual
of the standard representation. Any rank one character sheaf K on ˜Lm is the pullback
of a rank one character sheaf from

˜L 
m

∼= O(M0, q0) ×
�−1
∏

i=1

Gm × O(M�, q�) (8.3)

where the i-th Gm corresponds to the determinant of GL(Mi ). Note ˜Lm → ˜L 
m is not

surjective (cokernel has order two). We may find a character sheaf K0 on O(M0, q0),
a character sheaf K� on O(M�, q�), and Kummer sheaves Ki for i = 1, · · · , � − 1,
such that K is the pullback of ��

i=0Ki .
The subgroup Pm ⊂ ˜Pm , defined as the kernel of ˜Pm → ˜Lm → {±1} by taking

the determinant of the first factor, is an admissible parahoric subgroup of G(K ) with
m(Pm) = m. The vector space Vm := VPm is

Vm = Hom(M1, M0) ⊕ Hom(M2, M1) ⊕ · · · ⊕ Hom(M�, M�−1). (8.4)

Again, it is more natural to view Vm as τ -invariant cyclic quivers
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M1

ψ0����������
M2

ψ1

		 · · ·		 M�−1
ψ�−2

		

M0
ψm−1



								 M�

ψ�−1

��









Mm−1
ψm−2 �� Mm−2 �� · · · ψ�+1 �� M�+1

ψ�



��������

(8.5)

where τ sends {ψi : Mi+1 → Mi } to {−ψ∗
m−1−i : Mi+1 = M∗

m−1−i → M∗
m−i = Mi }

(indices are understood modulo m).
When m = 2, the quiver degenerates to a pair of maps

M0

ψ1 ��
M1

ψ0

		

such that ψ1 = −ψ∗
0 .

8.2 Stable locus

The dual space V ∗
m is the space of τ -invariant cyclic quivers similar to (8.5), except

that all the arrows are reversed. Let φi : Mi → Mi+1 be the arrows. Then φ =
(φ0, . . . , φm−1) ∈ V ∗

m is stable if and only if

• All the maps φi have the maximal possible rank;
• We have two quadratic forms on M0: q0 and the pullback of q� to M0 via the map

φ�−1 · · ·φ0 : M0 → M�. They are in general position in the sense explained in
Sect. 6.2.

8.3 The moduli stack

We make a remark about the moduli stack BunG(˜P0,P+∞). It classifies the following
data

(1) A vector bundle E over X = P
1 of rank equal to dim M with a perfect symmetric

bilinear pairing on E |X◦ (into OX◦ ), such that the corresponding rational map
ι : E ��� E∨ has simple pole at 0 whose residue has rank dim M0 and simple zero
at ∞.

(2) A filtration E(−{∞}) = F−1E ⊂ F0E ⊂ F1E ⊂ · · · Fm−1E = E together with
isomorphisms GrFi E ∼= Mi . Extend this filtration by letting Fi+mE := FiE({∞}).
Then we require that FiE and F2m−1−iE are in perfect pairing around ∞ under
the quadratic form on E , such that the induced pairing between Mi and Mm−i is
the same as the one fixed in Sect. 8.1.

(3) A filtration E(−{0}) = FmE ⊂ Fm−1E ⊂ · · · ⊂ F1E ⊂ F0E = E such
that GriFE has dimension dim Mi . Extend this filtration by letting Fi+mE :=
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FiE(−{0}). Then we require that FiE and F1−iE are in perfect pairing into
around 0 under the quadratic form on E .

(4) A trivialization of δ : OX ∼= det E such that δ∨ ◦ det(ι) ◦ δ = t− dim M0 ∈
k[t, t−1] = AutX◦(OX◦) (which is unique up to a sign).

8.4 The scheme Gλ

Let λ ∈ X∗(T ) be the dominant minuscule coweight such that Vλ is the standard
representation of the dual group ̂G = Sp2n or SO2n . We shall describe the scheme
Gλ = G≤λ and the map ( f ′, f ′′) : Gλ → ˜L 

m × Vm .
Let E+ = M+ ⊕OX and E0 = M0 ⊗OX . Let q0,E and q+,E denote theOX -linear

extension of q0 and q+ to E0 and E+. Define a new rational quadratic form on the
trivial vector bundle E = M ⊗ OX = E0 ⊕ E+ by

qE = t−1q0,E ⊕ q+,E . (8.6)

Then (E, qE ) satisfies the condition in Sect. 8.3(1). The decomposition (8.1) gives the
filtrations required in Sect. 8.3(2)(3). Fixing a trivialization of the line det M0⊗det M�

(which is the same as det M), then we get the data required in Sect. 8.3(4). We thus
get a point (E, qE , F∗, F∗, . . .) ∈ BunG(˜P0,P+∞)(k). This is the unique point of this
moduli stack with trivial automorphism group.

The group ind-scheme G is the group of orthogonal automorphisms of E |X−{1}
preserving all the auxiliary data specified in Sect. 8.3. The subscheme Gλ consists of
g ∈ G ⊂ G(F) whose entries have at most simple poles at t = 1, and Rest=1g has
rank one. Therefore, any element in Gλ can be uniquely written as

g = t

t − 1
A − 1

t − 1
B

for A, B ∈ GL(M).

Lemma 8.5 (1) The schemeGλ classifies pairs (A, B) ∈ GL(M)×GL(M) of block
form

A =
(

I A0+
0 A++

)

; B =
(

B00 0
B+0 B++

)

(8.7)

under the decomposition M = M0 ⊕ M+ and satisfying
• A++, B++ ∈ O(M+, q+), B00 ∈ O(M0, q0) and

(x, B00x) = 2q0(x) + q+(B+0x); (8.8)

(A++y, B++y) = q0(A0+y) + 2q+(y); (8.9)

(x, A0+y) = (B+0x, A++y); (8.10)
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(B00x, A0+y) = (B+0x, B++y) (8.11)

for all x ∈ M0 and y ∈ M+.
• A++ lies in the unipotent radical U (F∗) of the parabolic P(F∗) ⊂
SO(M+, q+) preserving the filtration F∗ of M+; B++ lies in the opposite
parabolic P(F∗) ⊂ O(M+, q+) preserving the filtration F∗ of M+;

• A − B has rank one.
(2) The morphism ( f ′, f ′′) : Gλ → ˜L 

m × Vm is given by

f ′(A, B) = (B0,0, det(B1,1) · · · , det(B�−1,�−1), B�,�);
f ′′(A, B) = (A0,1, . . . , A�−1,�)

in the block presentation of A, B under the decomposition (8.1).
(3) Consider the morphism j : Gλ → P(M) sending (A, B) ∈ Gλ to the line in M

that is the image of the rank one endomorphism C = I − A−1B. Then the image
of j is contained in the quadric Q(q) defined by q = 0, and the resulting map
j : Gλ → Q(q) is an open embedding.

Proof (1) The matrix g preserves the quadratic form qE in (8.6) if and only if the
conditions in the first bulleted point hold. The rest of (1) and (2) are similar to their
unitary or symplectic counterparts.

(3) Write C = I − A−1B in the block form

C =
(

I − B00 + A0+A−1++B+0 A0+A−1++B++
−A−1++B+0 I − A−1++B++

)

.

Since I − A−1++B++ has rank one and A−1++B++ ∈ O(M+, q+), we must have
A−1++B++ = Rv+ (the orthogonal reflection in the direction of v+) for some nonzero

vector v+ ∈ M+. In other words, I − A−1++B++ = (−,v+)
q+(v+)

v+. Since C has rank

one, we must have A0+A−1++B++ = (−,v+)
q+(v+)

v0 for some vector v0 ∈ M0. Hence

A0+(x) = − (x,v+)
q+(v+)

v0. The relation (8.9) implies q0(v0) + q+(v+) = 0; i.e.,
v = (v0, v+) satisfies q(v) = 0, or [v] ∈ Q(q). Note that [v] is exactly the image of
C ; i.e., j (A, B) = [v].

Using (8.10) and (8.11), we get B00 = Rv0 and A−1
00 B+0(x) = (x,v0)

q0(v0)
v+. Therefore,

[v] determines B00, B+0, A0+ and A−1++B++. SinceU (F∗)×P(F∗) ↪→ O(M+, q+) is
an open embedding, [v] also uniquely determines A++ ∈ U (F∗) and B++ ∈ P(F∗),
and j is also an open embedding. ��

As in Proposition 6.5, for 1 ≤ i ≤ �, we define q[i,m−i] to be the restriction of q to
Mi ⊕ · · · ⊕ Mm−i and extended by zero to M (so that q+ = q[1,m−1]).

Proposition 8.6 Recall that the group G = SO(M ⊗ K , q ′
K ) is of type Bn, Dn or

2Dn.
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(1) Under the open embedding j : Gλ ↪→ Q(q),Gλ is the complement of the union of
the divisors defined by q� = 0, q[�−1,�+1] = 0, · · · , q[1,m−1] = 0. The morphism
( f ′, f ′′) : Q(q) ⊃ Gλ → ˜L 

m × Vm is given by

f ′([v]) =
(

Rv0 ,
q[1,m−1](v)
q[2,m−2](v)

,
q[2,m−2](v)
q[3,m−3](v)

, . . . ,
q[�−1,�+1](v)

q�(v)
, Rv�

)

(8.12)

f ′′([v]) =
(

− (−, vm−1)

q[1,m−1](v)
v0,− (−, vm−2)

q[2,m−2](v)
v1, . . . ,− (−, v�)

q�(v)
v�−1

)

. (8.13)

Here we write v = (v0, · · · , vm−1) under the decomposition (8.1).
(2) The local systemKlSt

̂G,Pm
(K) attached to the standard representation of ̂G = Sp2n

or SO2n, the admissible parahoric subgroup Pm and the rank one character sheaf
K = ��

i=0Ki is given by (the restriction to V ∗,st
m of) the Fourier transform of the

complex f ′′
! f ′∗K[dim M − 2]( dim M−2

2 ).

Proof (1) In the proof of Lemma 8.5, we have shown that if j (A, B) = [v] and
v = (v0, v+), then A−1++B++ = Rv+ , A0+(x) = − (x,v+)

q+(v+)
v0 and B00 = Rv0 . The last

formula gives the first entry of f ′(A, B) given in (8.12). The first entry of (8.13) is
A0,1, which is the first block of A0+ = − (−,v+)

q+(v+)
v0.

It remains to express Rv+ as A−1++B++ for A ∈ U (F∗) and B ∈ P(F∗). The
procedure is the same as in the proof of Proposition 6.5. The expressions of A−1++ and
B++ give the remaining entries in (8.12) and (8.13).

(2) We only need to apply Proposition 3.12 to the standard representation Vλ of ̂G;
note that ICλ = Q�[dim M − 2]( dim M−2

2 ) in this case. ��
Similar to Corollary 6.6, we have

Corollary 8.7 Let φ = (φ0, φ1, . . . , φm−1) ∈ V ∗,st
m (k) be a stable functional. Recall

thatGλ in this case is Q(q)−∪�
i=1Q(q[i,m−i]). Let fφ : ˜X◦ ×Gλ → A

1 be given by

fφ(x, [v]) = − (φ0v0, vm−1)

q[1,m−1](v)
x −

�−1
∑

i=1

(φivi , vm−i−1)

q[i+1,m−i−1](v)
.

Let π : ˜X◦ × Gλ → ˜X◦ be the projection. Then we have an isomorphism over ˜X◦

KlSt
̂G,m

(1, φ) ∼= π! f ∗
φASψ [dim M − 2]

(

dim M − 2

2

)

.
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