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#### Abstract

We prove both the group version and the Lie algebra version of the fundamental lemma appearing in a relative trace formula of Jacquet and Rallis in the function field case when the characteristic is greater than the rank of the relevant groups. In the appendix by Gordon, our results are transferred to the p-adic field case, for sufficiently large $p$.


## Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
2. Local formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
3. Global formulation: The moduli spaces . . . . . . . . . . . . . . . . . . 187
4. Global formulation: Matching of perverse sheaves . . . . . . . . . . . . 201
5. Proof of the local main theorem . . . . . . . . . . . . . . . . . . . . . 210

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
Appendix. Transfer to characteristic zero . . . . . . . . . . . . . . . . . . . 220
A.1. Denef-Pas language . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
A.2. Constructible motivic functions . . . . . . . . . . . . . . . . . . . . . 221
A.3. Integration and transfer principle . . . . . . . . . . . . . . . . . . . . 222
A.4. Definability of all the ingredients . . . . . . . . . . . . . . . . . . . . 223

Appendix references . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

## 1. Introduction

### 1.1. The conjecture of Jacquet and Rallis and its variant

In [9], Jacquet and Rallis proposed an approach to the Gross-Prosad conjecture for unitary groups using the relative trace formula. In establishing the relative trace formula, they needed a form of the fundamental lemma comparing the orbital integrals of the standard test functions on the symmetric space $\mathrm{GL}_{n}(E) / \mathrm{GL}_{n}(F)$ and on the
unitary group $\mathrm{U}_{n}(F)$ (here $E / F$ is an unramified extension of a local field $F$ with odd residue characteristic). They explicitly stated (up to sign) a Lie algebra version of this fundamental lemma as a conjecture and verified it for $n \leq 3$ by explicit computation. Following this idea, Zhang [13] stated the group version of this fundamental lemma as a conjecture and verified it for $n \leq 3$.

Let $\sigma$ be the Galois involution of $E$ fixing $F$. Let $\eta_{E / F}: F^{\times} \rightarrow\{ \pm 1\}$ be the quadratic character associated to the extension $E / F$. Let $n \geq 2$ be an integer. Let $\mathrm{S}_{n}(F)$ be the subset of $\mathrm{GL}_{n}(E)$ consisting of $A$ such that $A \sigma(A)=1$. Let $\mathrm{U}_{n}(F)$ be the unitary group associated with the Hermitian space $E^{n}$ with trivial discriminant. We also need the Lie algebra counterparts of the above spaces. Let $\mathfrak{s}_{n}(F)$ be the set of $n$-by- $n$ matrices with entries in $E^{-}$(purely imaginary elements in the quadratic extension $E / F)$, and let $\mathfrak{u}_{n}(F)$ be the set of $n$-by- $n$ skew-Hermitian matrices with entries in $E$ (the Hermitian form on $E^{n}$ has trivial discriminant). For a subset of $K$ $\subset \mathfrak{g l}_{n}(E)$ or $\mathrm{GL}_{n}(E)$, let $\mathbf{1}_{K}$ denote the characteristic function of $K$. The two versions of the Jacquet and Rallis conjecture are the following identities of orbital integrals.

CONJECTURE 1.1.1 (Jacquet and Rallis; see [9], [13])
(1) For strongly regular semisimple elements (see Definition 2.2.1) $A \in \mathfrak{s}_{n}(F)$ and $A^{\prime} \in \mathfrak{u}_{n}(F)$ that match each other (see Definition 2.5.1), we have

$$
\begin{equation*}
\mathbf{O}_{A}^{\mathrm{GL}_{n-1}, \eta}\left(\mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right)}\right)=(-1)^{v(A)} \mathbf{O}_{A^{\prime}}^{\mathrm{U}_{n-1}}\left(\mathbf{1}_{\mathfrak{u}_{n}\left(\mathcal{O}_{F}\right)}\right) . \tag{1.1.1}
\end{equation*}
$$

(2) For strongly regular semisimple elements $A \in \mathrm{~S}_{n}(F)$ and $A^{\prime} \in \mathrm{U}_{n}(F)$ that match each other (same notion as above), we have

$$
\begin{equation*}
\mathbf{O}_{A}^{\mathrm{GL}_{n-1}, \eta}\left(\mathbf{1}_{\mathrm{S}_{n}\left(\mathcal{O}_{F}\right)}\right)=(-1)^{v(A)} \mathbf{O}_{A^{\prime}}^{\mathrm{U}_{n-1}}\left(\mathbf{1}_{\mathrm{U}_{n}\left(\mathcal{O}_{F}\right)}\right) . \tag{1.1.2}
\end{equation*}
$$

Here, for elements $A, A^{\prime} \in \mathfrak{g l}_{n}(E)$ or $\mathrm{GL}_{n}(E)$ and for smooth compactly supported functions $f, f^{\prime}$ on $\mathfrak{g l}_{n}(E)$ or $\mathrm{GL}_{n}(E)$, we have

$$
\begin{aligned}
\mathbf{O}_{A}^{\mathrm{GL}_{n-1}, \eta}(f) & =\int_{\mathrm{GL}_{n-1}(F)} f\left(g^{-1} A g\right) \eta_{E / F}(\operatorname{det}(g)) d g, \\
\mathbf{O}_{A^{\prime}}^{\mathrm{U}_{n-1}}\left(f^{\prime}\right) & =\int_{\mathrm{U}_{n-1}(F)} f^{\prime}\left(g^{-1} A^{\prime} g\right) d g .
\end{aligned}
$$

For the definition of $v(A)$, see Definition 2.2.2. The Haar measures $d g$ on $\mathrm{GL}_{n-1}(F)$ and $\mathrm{U}_{n-1}(F)$ are normalized so that $\mathrm{GL}_{n-1}\left(\mathcal{O}_{F}\right)$ and $\mathrm{U}_{n-1}\left(\mathcal{O}_{F}\right)$ have volume 1 .
(3) In the above two situations, if $A$ does not match any $A^{\prime}$, then the left-hand side of (1.1.1) and (1.1.2) are zero.

Let $\mathrm{H}_{n}(F)$ be the set of Hermitian matrices in $\mathrm{GL}_{n}(E)$, and let $\mathfrak{h}_{n}(F)$ be the set of $n$-by- $n$ Hermitian matrices in $\mathfrak{g l}_{n}(E)$ with respect to the chosen Hermitian form with trivial discriminant. We have the following variant of Conjecture 1.1.1.

## CONJECTURE 1.1.2

(1) For strongly regular semisimple elements $A \in \mathfrak{g l}_{n}(F)$ and $A^{\prime} \in \mathfrak{h}_{n}(F)$ that match each other (in the similar sense as Definition 2.5.1), we have

$$
\begin{equation*}
\mathbf{O}_{A}^{\mathrm{GL}_{n-1}, \eta}\left(\mathbf{1}_{\mathfrak{g}_{n}\left(\mathcal{O}_{F}\right)}\right)=(-1)^{v(A)} \mathbf{O}_{A^{\prime}}^{\mathrm{U}_{n-1}}\left(\mathbf{1}_{\mathfrak{l}_{n}\left(\mathcal{O}_{F}\right)}\right) . \tag{1.1.3}
\end{equation*}
$$

For strongly regular semisimple elements $A \in \mathrm{GL}_{n}(F)$ and $A^{\prime} \in \mathrm{H}_{n}(F)$ that match each other, we have

$$
\begin{equation*}
\mathbf{O}_{A}^{\mathrm{GL}_{n-1}, \eta}\left(\mathbf{1}_{\mathrm{GL}_{n}\left(\mathcal{O}_{F}\right)}\right)=(-1)^{v(A)} \mathbf{O}_{A^{\prime}}^{\mathrm{U}_{n-1}}\left(\mathbf{1}_{\mathrm{H}_{n}\left(\mathcal{O}_{F}\right)}\right) . \tag{1.1.4}
\end{equation*}
$$

(3) In the above two situations, if $A$ does not match any $A^{\prime}$, then the left-hand side of (1.1.3) or (1.1.4) is zero.

### 1.2. Main results

The purpose of the article is to prove the above conjectures in the case $F$ is a local function field (i.e., of the form $k((\varpi)$ ) for some finite field $k$ ) and in the case char $(F)>$ $n$ (see Corollary 2.7.2). In the appendix by Gordon, it is shown that the transfer principle of Cluckers and Loeser, which relies on model-theoretic methods, applies to our situation, and therefore our results on local function fields imply the validity of the above conjectures for any local field of sufficiently large residue characteristic.

We first do some reductions. In fact, as observed by Xinyi Yuan, (1.1.3) is simply equivalent to (1.1.1) because multiplication by a purely imaginary element in $E^{-} \backslash 0$ interchanges the situation. In Proposition 2.6.1, we show that the group version (1.1.2) follows from the Lie algebra version (1.1.1) for any $F$ (of any characteristic); the same argument shows that (1.1.4) follows from (1.1.3). Therefore, the orbital integral identity (1.1.1) for Lie algebras implies all the other identities for any $F$. Moreover, the vanishing result in Conjectures 1.1.1(3) and 1.1.2(3) follows from a cancellation argument (see Lemma 2.5.3).

To prove (1.1.1) in the case $\operatorname{char}(F)>n$, we follow the strategy of the proof of the Langlands-Shelstad fundamental lemma in the Lie algebra and function field case (recently finished by Ngô [12]), building on the work of many mathematicians over the past thirty years. The geometry involved in the Langlands-Shelstad fundamental lemma consists of a local part-the affine Springer fibers (see [5], [6])—and a global part-the Hitchin fibration (see Ngô [11], [12]). Roughly speaking, the motives of the affine Springer fibers, after taking Frobenius traces, give the orbital integrals. The motives of the Hitchin fibers can be written as a product of the motives of affine

Springer fibers. The advantage of passing from local to global is that we can control the "bad" (noncomputable) orbital integrals by "nice" (computable) orbital integrals using global topological machinery such as perverse sheaves.

In the following two sections, we reformulate Conjecture 1.1.1(1) using local and global moduli spaces, and we indicate the main ideas of the proof.

### 1.3. The local reformulation

As the first step toward a local reformulation, we translate the problem of computing orbital integrals into that of counting lattices. In [9], the authors introduced $(2 n-1)$ invariants associated to an element $A \in \mathfrak{g l}_{n}(E)$ with respect to the conjugation action of $\mathrm{GL}_{n-1}(E)$. Here the embedding $\mathrm{GL}_{n-1}(E) \hookrightarrow \mathrm{GL}_{n}(E)$ is given by a splitting of the vector space $E^{n}=E^{n-1} \oplus E$. The splitting gives a distinguished vector $e_{0}$ (which spans the one-dimensional direct summand) and a distinguished covector $e_{0}^{*}$ (the projection to $E e_{0}$ ). In this article, we use a different (but equivalent) set of invariants $a=\left(a_{1}, \ldots, a_{n}\right)$ and $b=\left(b_{0}, \ldots, b_{n-1}\right)$ for $A$, where the $a_{i}$ 's are the coefficients of the characteristic polynomial of $A$, and $b_{i}=e_{0}^{*} A^{i} e_{0}$ (so that $b_{0}=1$ ). We say that $A \in \mathfrak{s}_{n}(F)$ and $A^{\prime} \in \mathfrak{u}_{n}(F)$ match each other if they have the same collection of invariants viewed as elements in $\mathfrak{g l}_{n}(E)$.

We fix a collection of invariants $(a, b)$ which is integral and strongly regular semisimple (see Definition 2.2.1 and Lemma 2.2.4). Then we can associate a finite flat $\mathcal{O}_{F}$-algebra $R_{a}$ (see Section 2.2). The invariants $b$ give an $R_{a}$-linear embedding $\gamma_{a, b}: R_{a} \hookrightarrow R_{a}^{\vee}=\operatorname{Hom}_{\mathcal{O}_{F}}\left(R_{a}, \mathcal{O}_{F}\right)$. We can rewrite the left-hand side of (1.1.1) as

$$
\mathbf{O}_{A}^{\mathrm{GL}_{n-1}, \eta}\left(\mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F)}\right)}= \pm \sum_{i}(-1)^{i} \# M_{i, a, b}^{\mathrm{loc}},\right.
$$

where each $M_{i, a, b}^{\text {loc }}$ is the set of $R_{a}$-lattices $\Lambda$ such that $R_{a} \subset \Lambda \subset R_{a}^{\vee}$ and such that $\operatorname{leng}_{\mathcal{O}_{F}}\left(R_{a}^{\vee}: \Lambda\right)=i$ (see Notation 1.6.1).

The $E$-vector space $R_{a}(E)=R_{a} \otimes_{\mathcal{O}_{F}} E$ carries a natural Hermitian form given also by $b$. Similarly, we can rewrite the right-hand side of (1.1.1) as

$$
\mathbf{O}_{A^{\prime}}^{\mathrm{U}_{n-1}}\left(\mathbf{1}_{\mathfrak{u}_{n}\left(\mathcal{O}_{F}\right)}\right)=\# N_{a, b}^{\mathrm{loc}},
$$

where $N_{a, b}^{\text {loc }}$ is the set of $R_{a}\left(\mathcal{O}_{E}\right)$-lattices $\Lambda^{\prime}$ which satisfy $R_{a}\left(\mathcal{O}_{E}\right) \subset \Lambda^{\prime} \subset R_{a}^{\vee}\left(\mathcal{O}_{E}\right)$ and are self-dual under the Hermitian form.

When $F$ is a function field with residue field $k$, there are obvious moduli spaces of lattices $\mathcal{M}_{i, a, b}^{\text {loc }}$ and $\mathcal{N}_{a, b}^{\text {loc }}$ defined over $k$ such that $M_{i, a, b}^{\text {loc }}$ and $N_{a, b}^{\text {loc }}$ are the set of $k$-points of $\mathcal{M}_{i, a, b}^{\text {loc }}$ and $\mathcal{N}_{a, b}^{\text {loc }}$. By the Lefschetz trace formula for schemes over $k$, Conjecture 1.1.1 is a consequence of the following theorem, which is the main local result of the article.

MAIN THEOREM (Local part)
Suppose that $\operatorname{char}(F)=\operatorname{char}(k)>n$ and $\eta_{E / F}\left(\Delta_{a, b}\right)=1$. Then there is an isomorphism of graded $\mathrm{Frob}_{k}$-modules:

$$
\bigoplus_{i=0}^{\operatorname{val}_{F}\left(\Delta_{a, b}\right)} H^{*}\left(\mathcal{M}_{i, a, b}^{\mathrm{loc}} \otimes_{k} \bar{k}, \overline{\mathbb{Q}}_{\ell}\left(\eta_{k^{\prime} / k}\right)^{\otimes i}\right) \cong H^{*}\left(\mathcal{N}_{a, b}^{\mathrm{loc}} \otimes_{k} \bar{k}, \overline{\mathbb{Q}}_{\ell}\right)
$$

See Section 2.7 for more details on the notation. This theorem is deduced from the global main theorem, of which we shall give an overview in the next section.

We point out that several easy cases of Conjecture 1.1.1 can be verified without any restriction on $F$ (see Section 2.5).

### 1.4. The global approach

The global geometry related to the Jacquet and Rallis fundamental lemma is derived from modified versions of Hitchin fibrations for the groups $\mathrm{GL}_{n}$ and $\mathrm{U}_{n}$. The geometry of Hitchin fibrations is studied in great detail by $\mathrm{Ng} \hat{0}$ [12] and Laumon-Ngô [10]; the latter treats the unitary group case, which is especially important for the purpose of this article.

We fix a smooth projective and geometrically connected curve $X$ over $k$; to study the unitary group, we also fix an étale double cover $X^{\prime} \rightarrow X$. We fix two effect divisors $D$ and $D_{0}$ on $X$ of large enough degree.

We introduce the stack $\mathcal{M}$, classifying quadruples $(\mathcal{E}, \phi, \lambda, \mu)$ where $\mathcal{E}$ is a vector bundle of rank $n, \phi$ is a Higgs field on $\mathcal{E}, \lambda: \mathcal{O}_{X}\left(-D_{0}\right) \rightarrow \mathcal{E}$ is the global counterpart of the distinguished vector $e_{0}$, and $\mu: \mathcal{E} \rightarrow \mathcal{O}_{X}\left(D_{0}\right)$ is the global counterpart of the distinguished covector $e_{0}^{*}$. The stack $\mathcal{M}$ is the disjoint union of $\mathcal{M}_{i}(i \in \mathbb{Z})$, according to the degree of $\mathcal{E}$.

We also introduce the stack $\mathcal{N}$, classifying quadruples ( $\mathcal{E}^{\prime}, h, \phi^{\prime}, \mu^{\prime}$ ), where $\mathcal{E}^{\prime}$ is a vector bundle of rank $n$ on $X^{\prime}, h$ is a Hermitian structure on $\mathcal{E}^{\prime}, \phi^{\prime}$ is a skewHermitian Higgs field on $\mathcal{E}^{\prime}$, and $\mu^{\prime}: \mathcal{E} \rightarrow \mathcal{O}_{X^{\prime}}\left(D_{0}\right)$ is the distinguished covector (the distinguished vector is determined by $\mu^{\prime}$ using the Hermitian structure).

Both $\mathcal{M}_{i}$ and $\mathcal{N}$ fiber over the Hitchin base $\mathcal{A} \times \mathscr{B}$, classifying global invariants $(a, b)$. In Section 3, we prove the following geometric properties of these moduli spaces.

- $\quad$ Propositions 3.2.6 and 3.3.2: Over the locus $\mathcal{A}^{\text {int }} \times \mathscr{B}^{\times}, \mathcal{M}_{i}^{\text {int }}$ and $\mathcal{N}^{\text {int }}$ are smooth schemes over $k$ and the "Hitchin maps" $f_{i}^{\text {int }}: \mathcal{M}_{i}^{\text {int }} \rightarrow \mathcal{A}^{\text {int }} \times \mathcal{B}^{\times}$and $g^{\text {int }}: \mathcal{N}^{\text {int }} \rightarrow \mathcal{A}^{\text {int }} \times \mathcal{B}^{\times}$are proper.
- Proposition 3.5.2: Fix a Serre invariant $\delta \geq 1$ (see Section 3.5). For $\operatorname{deg}(D)$ and $\operatorname{deg}\left(D_{0}\right)$ large enough, the restrictions of $f_{i}^{\text {int }}$ and $g^{\text {int }}$ to $\mathcal{A}^{\leq \delta} \times \mathcal{B}^{\times}$are small (see Notation 1.6.6).
- Propositions 3.4.1 and 3.4.2: The fibers $\mathcal{M}_{i, a, b}$ and $\mathcal{N}_{a, b}$ can be written as products of local moduli spaces $\mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}$ and $\mathcal{N}_{a_{x}, b_{x}}^{x}$, defined in a similar way as $\mathcal{M}_{i, a, b}^{\text {loc }}$ and $\mathcal{N}_{a, b}^{\text {loc }}$.
The global part of the main theorem is as follows.

MAIN THEOREM (Global part)
Fix $\delta \geq 1$. For $\operatorname{deg}(D), \operatorname{deg}\left(D_{0}\right)$ large enough there is a natural isomorphism in $D_{c}^{b}\left(\mathcal{A}^{\leq \delta} \times \mathfrak{B}^{\times}\right)$:

$$
\begin{equation*}
\left.\left.\bigoplus_{i=-d}^{d} f_{i, *}^{\text {int }} L_{d-i}\right|_{\mathcal{A}^{\leq \delta \delta} \times \mathcal{B}^{\times}} \cong g_{*}^{\mathrm{int}} \overline{\mathbb{Q}}_{\ell}\right|_{\mathcal{A} \leq \delta \times \mathcal{B}^{\times}} . \tag{1.4.1}
\end{equation*}
$$

Here $d=n(n-1) \operatorname{deg}(D) / 2+n \operatorname{deg}\left(D_{0}\right)$, and $L_{d-i}$ is a local system of rank one and order two on $\mathcal{M}_{i}^{\text {int }}$ (see Section 4.1), which is a geometric analogue of the factor $\eta_{E / F}(\operatorname{det}(g))$ appearing in the orbital integral $\mathbf{O}_{A}^{\mathrm{GL}}{ }^{n-1, \eta}\left(\mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right)}\right)$.

The smallness of $f_{i}^{\text {int }}$ and $g^{\text {int }}$ over $\mathcal{A}^{\leq \delta} \times \mathscr{B}^{\times}$and the smoothness of $\mathcal{M}_{i}^{\text {int }}$ and $\mathcal{N}^{\text {int }}$ are the key geometric properties that enable one to prove the above theorem. In fact, these two properties imply that both sides are middle extensions of some local system on some dense open subset of $\mathcal{A}^{\leq \delta} \times \mathcal{B}^{\times}$, and to verify (1.4.1), we only need to restrict to any open dense subset where both sides are explicitly computable.

Finally, we use the global part of the main theorem to prove the local part. We identify $F$ with the local field associated to a $k$-point $x_{0}$ on the curve $X$. For local invariants $\left(a^{0}, b^{0}\right)$ around $x_{0}$, we may approximate them by global invariants $(a, b)$ such that the global moduli spaces $\mathcal{M}_{i, a, b}$ and $\mathcal{N}_{a, b}$, when expressed as a product of local moduli spaces, are very simple away from $x_{0}$. Taking the Frobenius traces of the two sides of (1.4.1) and using the product formulas, we get a formula of the form

$$
\operatorname{Tr}\left(\operatorname{Frob}_{k}, M_{x_{0}}\right) \cdot \prod_{x \neq x_{0}} \operatorname{Tr}\left(\operatorname{Frob}_{k}, M_{x}\right)=\operatorname{Tr}\left(\operatorname{Frob}_{k}, N_{x_{0}}\right) \cdot \prod_{x \neq x_{0}} \operatorname{Tr}\left(\operatorname{Frob}_{k}, N_{x}\right),
$$

where $M_{x}$ and $N_{x}$ are the cohomology groups of the relevant local moduli spaces. It is easy to show that $\operatorname{Tr}\left(\operatorname{Frob}_{k}, M_{x}\right)=\operatorname{Tr}\left(\mathrm{Frob}_{k}, N_{x}\right)$ for all $x \neq x_{0}$, but in order to conclude that $\operatorname{Tr}\left(\operatorname{Frob}_{k}, M_{x_{0}}\right)=\operatorname{Tr}\left(\operatorname{Frob}_{k}, N_{x_{0}}\right)$, which is what we need, we have to make sure that the terms $\operatorname{Tr}\left(\operatorname{Frob}_{k}, N_{x}\right)$ are nonzero for all $x \neq x_{0}$. This is a technical difficulty of the article, and is responsible for the length of Section 5.2.

### 1.5. Plan of the article

In Section 2, we first fix notations and introduce the invariants $(a, b)$. We then reformulate the problem into one of lattice counting in Sections 2.3 and 2.4. We verify a few simple cases of Conjecture 1.1.1 in Section 2.5, including Conjecture 1.1.1(3). We
deduce the group version Conjecture 1.1.1(2) from the Lie algebra version Conjecture 1.1.1(1) in Section 2.6. Except for Section 2.7, we work with no restrictions on $F$.

In Section 3, we introduce the global moduli spaces $\mathcal{M}_{i}$ and $\mathcal{N}$, and we study their geometric properties.

In Section 4, we formulate and prove the global part of the main theorem. To this end, we need to study perverse sheaves on the symmetric powers of curves, especially the "binomial expansion" formula (Lemma 4.2.3), which demystifies the decomposition (1.4.1).

In Section 5, we deduce the local part of the main theorem from the global part.

### 1.6. Notations

### 1.6.1

Let $\mathcal{O}$ be a commutative ring. For a scheme $X$ over $\mathcal{O}$ or an $\mathcal{O}$-module $M$, and for an $\mathcal{O}$-algebra $R$, we let $X(R)$ be the $R$-points of $X$ and $M(R):=M \otimes_{\mathcal{O}} R$.

For a discrete valuation ring $(\mathrm{DVR}) \mathcal{O}$ and two full-rank $\mathcal{O}$-lattices $\Lambda_{1}, \Lambda_{2}$ in some $\operatorname{Frac}(\mathcal{O})$-vector space $V$, we define the relative length leng $\left.\mathcal{O}^{( } \Lambda_{1}: \Lambda_{2}\right)$ to be

$$
\operatorname{leng}_{\mathcal{O}}\left(\Lambda_{1}: \Lambda_{2}\right):=\operatorname{leng}_{\mathcal{O}}\left(\Lambda_{1} / \Lambda_{1} \cap \Lambda_{2}\right)-\operatorname{leng}_{\mathcal{O}}\left(\Lambda_{2} / \Lambda_{1} \cap \Lambda_{2}\right)
$$



### 1.6.2

Coherent sheaves are denoted by the calligraphic letters $\mathcal{E}, \mathcal{F}, \mathscr{L}, \ldots$; constructible $\overline{\mathbb{Q}}_{\ell}$-complexes are denoted by the capital letters $L, K, \ldots$.

### 1.6.3

From Section 3, we will work with a fixed smooth base curve $X$ over a field $k$. For a morphism $p: Y \rightarrow X$ and for a closed point $x \in X$, we denote by $\mathcal{O}_{Y, x}$ the completed semilocal ring of $\mathcal{O}_{Y}$ along $p^{-1}(x)$.

If $Y$ is a Gorenstein curve, let $\omega_{Y / X}$ be the relative dualizing sheaf

$$
\omega_{Y / X}=\omega_{Y / k} \otimes p^{*} \omega_{X / k}^{-1}
$$

For a coherent sheaf $\mathcal{F}$ on $Y$, let $\mathcal{F}^{\vee}=\underline{\operatorname{Hom}}_{Y}\left(\mathcal{F}, \omega_{Y / X}\right)$ be the (underived) Grothendieck-Serre dual. When we work over an extra parameter scheme $S$ so that $p: Y \rightarrow X \times S$, then ${ }^{\vee}$ means $\underline{\operatorname{Hom}}_{Y}\left(-, \omega_{Y / X \times S}\right)$.

### 1.6.4

For an étale double cover (a finite étale map of degree 2) $\pi: X^{\prime} \rightarrow X$ of a scheme $X$, we decompose the sheaf $\pi_{*} \overline{\mathbb{Q}}_{\ell}$ into $\pm 1$-eigenspaces under the natural action of
$\mathbb{Z} / 2 \cong \operatorname{Aut}\left(X^{\prime} / X\right)$ to get

$$
\pi_{*} \overline{\mathbb{Q}}_{\ell}=\overline{\mathbb{Q}}_{\ell} \oplus L .
$$

The rank one local system $L$ satisfies $L^{\otimes 2} \cong \overline{\mathbb{Q}}$. We call $L$ the local system associated to the étale double cover $\pi$.

### 1.6.5

We use the terminology middle extension in a nonstrict way. If $K$ is a $\overline{\mathbb{Q}}_{\ell}$-complex on a scheme $X$, we say that $K$ is a middle extension on $X$ if, for some (and hence any) open dense subset $j: U \hookrightarrow X$ over which $K$ is a local system placed at degree $n$, we have

$$
K \cong j_{!*}\left(j^{*} K[n+\operatorname{dim} X]\right)[-n-\operatorname{dim} X] .
$$

### 1.6.6

Recall from [7, Section 6.2] that a proper surjective morphism $f: Y \rightarrow X$ between irreducible schemes over an algebraically closed field $\Omega$ is called small if, for any $r \geq 1$, we have

$$
\begin{equation*}
\operatorname{codim}_{X}\left\{x \in X \mid \operatorname{dim} f^{-1}(x) \geq r\right\} \geq 2 r+1 \tag{1.6.1}
\end{equation*}
$$

We will use this terminology in a loose way: we will not require $Y$ to be irreducible (but we will require all other conditions). This is just for notational convenience. The main property that we will use about small morphisms is the following.

If $Y / \Omega$ is smooth and equidimensional, then $f_{*} \overline{\mathbb{Q}}_{\ell}$ is a middle extension on $X$.

### 1.6.7

For a finite field $k$, we denote by $\mathrm{Frob}_{k}$ the geometric Frobenius element in $\operatorname{Gal}(\bar{k} / k)$.

## 2. Local formulation

### 2.1. The setting

Let $F$ be a non-Archimedean local field with valuation ring $\mathcal{O}_{F}$, uniformizing parameter $\varpi$, and residue field $k=\mathbb{F}_{q}$ such that $q$ is odd. Let $E$ be either the unramified quadratic extension of $F$ (in which case we call $E / F$ nonsplit) or $E=F \times F$ (in which case we call $E / F$ split). Let $\mathcal{O}_{E}$ be the valuation ring of $E$, and let $k^{\prime}$ be its residue algebra. Let $\sigma$ be the generator of $\operatorname{Gal}(E / F)$. Let $\eta_{E / F}: F^{\times} / \mathrm{Nm} E^{\times} \rightarrow\{ \pm 1\}$ be the quadratic character associated to the extension $E / F$ : this is trivial if and only if $E / F$ is split. We decompose $E$ and $\mathcal{O}_{E}$ according to eigenspaces of $\sigma$ to get

$$
E=F \oplus E^{-} \quad \text { and } \quad \mathcal{O}_{E}=\mathcal{O}_{F} \oplus \mathcal{O}_{E}^{-}
$$

where $\sigma$ acts on $E^{-}$and $\mathcal{O}_{E}^{-}$by -1 .

Let $n \geq 2$ be an integer. We fix a free $\mathcal{O}_{F}$-module $W$ of rank $(n-1)$. Let $V=W \oplus \mathcal{O}_{F} \cdot e_{0}$ be a free $\mathcal{O}_{F}$-module of rank $n$ with a distinguished element $e_{0}$, and let $e_{0}^{*}: V \rightarrow \mathcal{O}_{F}$ be the projection along $W$ such that $e_{0}^{*}\left(e_{0}\right)=1$. Let $W^{\vee}=\operatorname{Hom}_{\mathcal{O}_{F}}\left(W, \mathcal{O}_{F}\right)$, and let $V^{\vee}=\operatorname{Hom}_{\mathcal{O}_{F}}\left(V, \mathcal{O}_{F}\right)$.

Let $\mathrm{GL}_{n-1}=\mathrm{GL}(W)$, and let $\mathrm{GL}_{n}=\mathrm{GL}(V)$ be the general linear groups over $\mathcal{O}_{F}$. We have the natural embedding $\mathrm{GL}_{n-1} \hookrightarrow \mathrm{GL}_{n}$ as block diagonal matrices:

$$
A \mapsto\left(\begin{array}{ll}
A & \\
& 1
\end{array}\right)
$$

Let $\mathfrak{g l}_{n}$ be the Lie algebra (over $\mathcal{O}_{F}$ ) of $\mathrm{GL}_{n}$ consisting of $\mathcal{O}_{F}$-linear operators on $V$. Let

$$
\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right):=\left\{A \in \mathfrak{g l}_{n}\left(\mathcal{O}_{E}\right) \mid A+\sigma(A)=0\right\}
$$

Then $\mathfrak{s}_{n}(F)$ is the subset of $\mathfrak{g l}_{n}(E)$ consisting of matrices with entries in $E^{-}$. The group $\mathrm{GL}_{n}$ acts on $\mathfrak{s}_{n}$ by conjugation.

Let $(\cdot, \cdot)$ be a Hermitian form on $W$ with trivial discriminant, and extend this to a Hermitian form on $V$ by requiring that $\left(W, e_{0}\right)=0$ and that $\left(e_{0}, e_{0}\right)=1$. These Hermitian forms define unitary groups $\mathrm{U}_{n-1}=\mathrm{U}(W,(\cdot, \cdot))$ and $\mathrm{U}_{n}=\mathrm{U}(V,(\cdot, \cdot))$ over $\mathcal{O}_{F}$. We also have the natural embedding $\mathrm{U}_{n-1} \hookrightarrow \mathrm{U}_{n}$ as block diagonal matrices:

$$
A \mapsto\left(\begin{array}{ll}
A & \\
& 1
\end{array}\right)
$$

Let $\mathfrak{u}_{n}$ be the Lie algebra (over $\mathcal{O}_{F}$ ) of $\mathrm{U}_{n}$, that is,

$$
\mathfrak{u}_{n}\left(\mathcal{O}_{F}\right)=\left\{A \in \mathfrak{g l}_{n}\left(\mathcal{O}_{E}\right) \mid A+A^{\#}=0\right\}
$$

where $A^{\#}$ is the adjoint of $A$ under the Hermitian form $(\cdot, \cdot)$. Then $\mathrm{U}_{n}$ acts on $\mathfrak{u}_{n}$ by conjugation.

### 2.2. The invariants

For any $A \in \mathfrak{g l}_{n}(E)$ and for $i=1, \ldots, n$, let

$$
a_{i}(A):=\operatorname{Tr}\left(\bigwedge^{i} A\right)
$$

be the coefficients of the characteristic polynomial of $A$, that is,

$$
\operatorname{det}\left(t \operatorname{id}_{V}-A\right)=t^{n}+\sum_{i=1}^{n}(-1)^{i} a_{i}(A) t^{n-i}
$$

For $i=0, \ldots, n-1$, let

$$
b_{i}(A)=e_{0}^{*}\left(A^{i} e_{0}\right)
$$

so that $b_{0}=1$. The $2 n$-tuple ( $a(A), b(A)$ ) of elements in $E$ are called the invariants of $A \in \mathfrak{g l}_{n}(E)$. It is easy to check that these are invariants of $\mathfrak{g l}_{n}(E)$ under the conjugation action by $\mathrm{GL}_{n-1}(E)$.

## Definition 2.2.1

An element $A \in \mathfrak{g l}_{n}(E)$ is said to be strongly regular semisimple with respect to the $\mathrm{GL}_{n-1}(E)$-action if
(1) $A$ is regular semisimple as an element of $\mathfrak{g l}_{n}(E)$;
(2) the vectors $\left\{e_{0}, A e_{0}, \ldots, A^{n-1} e_{0}\right\}$ form an $E$-basis of $V(E)$;
(3) the vectors $\left\{e_{0}^{*}, e_{0}^{*} A, \ldots, e_{0}^{*} A^{n-1}\right\}$ form an $E$-basis of $V^{\vee}(E)$.

## Definition 2.2.2

For $A \in \mathfrak{g l}_{n}(E)$, define $v(A) \in \mathbb{Z}$ to be the $F$-valuation of the $n$-by- $n$ matrix formed by the row vectors $\left\{e_{0}^{*}, e_{0}^{*} A, \ldots, e_{0}^{*} A^{n-1}\right\}$ under an $\mathcal{O}_{F}$-basis of $V^{\vee}$.

For a collection of invariants $(a, b) \in E^{2 n}$ (we allow general $b_{0} \in E$, not just 1), we introduce a finite $E$-algebra:

$$
R_{a}(E):=E[t] /\left(t^{n}-a_{1} t^{n-1}+\cdots+(-1)^{n} a_{n}\right)
$$

Let $R_{a}^{\vee}(E):=\operatorname{Hom}_{E}\left(R_{a}(E), E\right)$ be its linear dual, which is naturally an $R_{a}(E)$ module. The data of $b$ gives the following element $b^{\prime} \in R_{a}^{\vee}(E)$ :

$$
\begin{align*}
b^{\prime}: R_{a}(E) & \rightarrow E  \tag{2.2.1}\\
t^{i} & \mapsto b_{i}, \quad i=0,1, \ldots, n-1,
\end{align*}
$$

which induces an $R_{a}(E)$-linear homomorphism

$$
\gamma_{a, b}^{\prime}: R_{a}(E) \rightarrow R_{a}^{\vee}(E)
$$

In other words, $\gamma_{a, b}^{\prime}$ is given by the pairing

$$
\begin{align*}
& R_{a}(E) \otimes_{E} R_{a}(E) \rightarrow E,  \tag{2.2.2}\\
& (x, y) \mapsto b^{\prime}(x y) .
\end{align*}
$$

## Definition 2.2.3

The $\Delta$-invariant $\Delta_{a, b}$ of the collection $(a, b) \in E^{2 n}$ is the determinant of the map $\gamma_{a, b}^{\prime}$ under the $E$-basis $\left\{1, t, \ldots, t^{n-1}\right\}$ of $R_{a}(E)$ and the corresponding dual basis of $R_{a}^{\vee}(E)$.

It is easy to see that, for $A \in \mathfrak{g l}_{n}(E)$ with invariants $(a, b), \Delta_{a, b}$ is the determinant of the matrix $\left(e_{0}^{*} A^{i+j} e_{0}\right)_{0 \leq i, j \leq n-1}$.

LEMMA 2.2.4
Let $A \in \mathfrak{g l}_{n}(E)$ with invariants $(a, b) \in E^{2 n}$. Then $A$ is strongly regular semisimple if and only if
(1) $\quad R_{a}(E)$ is an étale algebra over $E$;
(2) $\Delta_{a, b} \neq 0$; that is, $\gamma_{a, b}^{\prime}: R_{a}(E) \rightarrow R_{a}^{\vee}(E)$ is an isomorphism.

## Proof

Condition (1) is equivalent to the first condition in Definition 2.2.1. Condition (2) is equivalent to the condition that the matrix $\left(e_{0}^{*} A^{i+j} e_{0}\right)_{0 \leq i, j \leq n-1}$ is nondegenerate. Since this matrix is the product of the two matrices $\left(e_{0}^{*}, e_{0}^{*} A, \ldots, e_{0}^{*} A^{n-1}\right)$ and $\left(e_{0}, A e_{0}, \ldots, A^{n-1} e_{0}\right)$, the nondegeneracy of $\left(e_{0}^{*} A^{i+j} e_{0}\right)_{0 \leq i, j \leq n-1}$ is equivalent to the nondegeneracy of $\left(e_{0}^{*}, e_{0}^{*} A, \ldots, e_{0}^{*} A^{n-1}\right)$ and $\left(e_{0}, A e_{0}, \ldots, A^{n-1} e_{0}\right)$, which are the last two conditions of Definition 2.2.1.

## Remark 2.2.5

From the above lemma, we see that the strong regular semisimplicity of $A \in \mathfrak{g l}_{n}(E)$ is in fact a property of its invariants $(a, b)$. Therefore, we call a collection of invariants $(a, b)$ strongly regular semisimple if it satisfies the conditions in Lemma 2.2.4.

If the invariants $(a, b)$ are elements in $\mathcal{O}_{E}$, we get a canonical $\mathcal{O}_{E}$-form $R_{a}\left(\mathcal{O}_{E}\right)$ of $R_{a}(E)$ by setting

$$
\begin{equation*}
R_{a}\left(\mathcal{O}_{E}\right):=\mathcal{O}_{E}[t] /\left(t^{n}-a_{1} t^{n-1}+\cdots+(-1)^{n} a_{n}\right) \tag{2.2.3}
\end{equation*}
$$

Let $R_{a}^{\vee}\left(\mathcal{O}_{E}\right)=\operatorname{Hom}_{\mathcal{O}_{E}}\left(R_{a}\left(\mathcal{O}_{E}\right), \mathcal{O}_{E}\right)$ be its dual. Then $\gamma_{a, b}^{\prime}$ restricts to an $R_{a}\left(\mathcal{O}_{E}\right)-$ linear map:

$$
\gamma_{a, b}^{\prime}: R_{a}\left(\mathcal{O}_{E}\right) \rightarrow R_{a}^{\vee}\left(\mathcal{O}_{E}\right)
$$

For $A \in \mathfrak{s}_{n}(F)$ or $\mathfrak{u}_{n}(F)$ with invariants $(a, b)$, it is obvious that $a_{i}, b_{i} \in E^{\sigma=(-1)^{i}}$. Suppose furthermore that $a_{i}, b_{i} \in \mathcal{O}_{E}^{\sigma=(-1)^{i}}$. We extend the involution $\sigma$ on $\mathcal{O}_{E}$ to an involution $\sigma_{R}$ on $R_{a}\left(\mathcal{O}_{E}\right)$ by requiring that $\sigma_{R}(t)=-t$. The involution $\sigma_{R}$ defines an $\mathcal{O}_{F}$-form of $R_{a}\left(\mathcal{O}_{E}\right)$ :

$$
R_{a}:=R_{a}\left(\mathcal{O}_{E}\right)^{\sigma_{R}} .
$$

Let $R_{a}^{\vee}:=\operatorname{Hom}_{\mathcal{O}_{F}}\left(R_{a}, \mathcal{O}_{F}\right)$. The map $\gamma_{a, b}^{\prime}$ restricts to an $R_{a}$-linear homomorphism

$$
\begin{equation*}
\gamma_{a, b}: R_{a} \rightarrow R_{a}^{\vee}, \tag{2.2.4}
\end{equation*}
$$

and $\gamma_{a, b}^{\prime}=\gamma_{a, b} \otimes_{\mathcal{O}_{F}} \mathcal{O}_{E}$. Since $R_{a}$ is an $\mathcal{O}_{F}$-form of $R_{a}\left(\mathcal{O}_{E}\right)$ defined before, there is no confusion in using the notations $R_{a}\left(\mathcal{O}_{E}\right)$ or $R_{a}(E)$ (see Notation 1.6.1).
2.3. Orbital integrals for $\mathfrak{s}_{n}(F)$

Let $A \in \mathfrak{s}_{n}(F)$ be strongly regular semisimple with invariants ( $a, b$ ). Let

$$
\mathbf{O}_{A}^{\mathrm{GL}}{ }^{\mathrm{L}-1, \eta}\left(\mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right)}\right):=\int_{\mathrm{GL}_{n-1}(F)} \mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right)}\left(g^{-1} A g\right) \eta_{E / F}(\operatorname{det}(g)) d g
$$

where $d g$ is the Haar measure on $\mathrm{GL}_{n-1}(F)$ such that $\operatorname{vol}\left(\mathrm{GL}_{n-1}\left(\mathcal{O}_{F}\right), d g\right)=1$, and where $\mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right)}$ is the characteristic function of $\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right) \subset \mathfrak{s}_{n}(F)$.

Remark 2.3.1
It is easy to see that if the orbital integral $\mathbf{O}_{A}^{\mathrm{GL} L_{n-1}, \eta}\left(\mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right)}\right) \neq 0$, then $a_{i}, b_{i} \in \mathcal{O}_{E}^{\sigma=(-1)^{i}}$.
Now we suppose that $(a, b)$ is strongly regular semisimple and that $a_{i}, b_{i} \in \mathcal{O}_{E}^{\sigma=(-1)^{i}}$. We view $R_{a}$ as a sublattice of $R_{a}^{\vee}$ via the map $\gamma_{a, b}: R_{a} \hookrightarrow R_{a}^{\vee}$. Then

$$
\operatorname{leng}_{\mathcal{O}_{F}}\left(R_{a}^{\vee}: R_{a}\right)=\operatorname{val}_{F}\left(\Delta_{a, b}\right)
$$

For each integer $0 \leq i \leq \operatorname{val}_{F}\left(\Delta_{a, b}\right)$, let

$$
M_{i, a, b}^{\mathrm{loc}}:=\left\{R_{a} \text {-lattices } \Lambda \mid R_{a} \subset \Lambda \subset R_{a}^{\vee} \text { and leng }{\mathcal{\mathcal { O } _ { F }}}\left(R_{a}^{\vee}: \Lambda\right)=i\right\}
$$

PROPOSITION 2.3.2
Let $A \in \mathfrak{s}_{n}(F)$ be strongly regular semisimple with invariants $a_{i}, b_{i} \in \mathcal{O}_{E}^{\sigma=(-1)^{i}}$ (recall that $b_{0}=1$ ). Then

$$
\mathbf{O}_{A}^{\mathrm{GL}_{n-1}, \eta}\left(\mathbf{1}_{\mathfrak{S}_{n}\left(\mathcal{O}_{F}\right)}\right)=\eta_{E / F}(\varpi)^{v(A)} \sum_{i=0}^{\operatorname{val}_{F}\left(\Delta_{a, b}\right)} \eta_{E / F}(\varpi)^{i} \# M_{i, a, b}^{\mathrm{loc}} .
$$

## Proof

By Definition 2.2.1(2), we have a $\left(\sigma_{R}, \sigma\right)$-equivariant $E$-linear isomorphism:

$$
\begin{align*}
\iota^{\prime}: R_{a}(E) & \xrightarrow{\sim} V(E),  \tag{2.3.1}\\
t^{i} & \mapsto A^{i} e_{0} . \tag{2.3.2}
\end{align*}
$$

Therefore, $\iota^{\prime}$ restricts to an $F$-linear isomorphism:

$$
\iota: R_{a}(F) \xrightarrow{\sim} V(F) .
$$

We also identify $R_{a}^{\vee}(F)$ with $V(F)$ using $\iota$ and $\gamma_{a, b}$. We denote this identification also by $\iota$. Define $R_{a, W}:=R_{a} \cap \iota^{-1}(W(F))$ and $R_{a, W}^{\vee}:=R_{a}^{\vee} \cap \iota^{-1}(W(F))$. We define some
auxiliary sets

$$
\begin{aligned}
& X_{i, A}:=\left\{g \in \mathrm{GL}_{n-1}(F) / \mathrm{GL}_{n-1}\left(\mathcal{O}_{F}\right) \mid g^{-1} A g \in \mathfrak{s}_{n}\left(\mathcal{O}_{F}\right), \operatorname{val}_{F}(\operatorname{det}(g))=i\right\}, \\
& X_{i, A}^{\prime}:=\left\{\mathcal{O}_{F} \text {-lattices } L \subset W(F) \mid A(L) \subset \mathcal{O}_{E}^{-} L, \operatorname{leng}_{\mathcal{O}_{F}}(L: W)=i\right\}, \\
& M_{i, a, b}^{W}:=\left\{\mathcal{O}_{F} \text {-lattices } \Lambda_{W} \subset R_{a, W}(F) \mid \Lambda_{W} \oplus \mathcal{O}_{F} 1_{R} \subset R_{a}(F) \text { is stable under } R_{a},\right. \\
&\left.\quad \operatorname{leng}_{\mathcal{O}_{F}}\left(R_{a, W}^{\vee}: \Lambda_{W}\right)=i\right\},
\end{aligned}
$$

where $1_{R} \in R_{a}$ is the identity element.
Note that the group $\mathrm{GL}_{n-1}(F)$ acts transitively on the set of $\mathcal{O}_{F}$-lattices in $W(F)$ by left translation, and the stabilizer of $W$ is equal to $\mathrm{GL}_{n-1}\left(\mathcal{O}_{F}\right)$. Therefore we get a bijection:

$$
\begin{aligned}
X_{i, A} & \stackrel{\sim}{\rightarrow} X_{i, A}^{\prime}, \\
g & \mapsto g W .
\end{aligned}
$$

We identify $R_{a} \xrightarrow{\gamma_{a, b}} R_{a}^{\vee}$ both as $\mathcal{O}_{F}$-lattices in $V(E)$ via $\iota$. Observe that

$$
\operatorname{leng}_{\mathcal{O}_{F}}\left(R_{a, W}^{\vee}: W\right)=\operatorname{leng}_{\mathcal{O}_{F}}\left(R_{a}^{\vee}: V\right)=v(A)
$$

Therefore, we have a bijection:

$$
\begin{aligned}
M_{v(A)-i, a, b}^{W} & \xrightarrow[\rightarrow]{ } X_{i, A}^{\prime} \\
\Lambda_{W} & \mapsto \iota\left(\Lambda_{W}\right) .
\end{aligned}
$$

Finally, we have a bijection:

$$
\begin{aligned}
M_{i, a, b}^{W} & \xrightarrow{\sim} M_{i, a, b}^{\mathrm{loc}}, \\
\Lambda_{W} & \mapsto \Lambda_{W} \oplus \mathcal{O}_{F} 1_{R} .
\end{aligned}
$$

We check that this is a bijection. On one hand, for $\Lambda_{W} \in M_{i, a, b}^{W}$, we have

$$
R_{a} \subset R_{a}\left(\Lambda_{W} \oplus \mathcal{O}_{F} 1_{R}\right) \subset \Lambda_{W} \oplus \mathcal{O}_{F} 1_{R}
$$

We also have

$$
b^{\prime}\left(R_{a}\left(\Lambda_{W} \oplus \mathcal{O}_{F} 1_{R}\right)\right) \subset b^{\prime}\left(\Lambda_{W} \oplus \mathcal{O}_{F} 1_{R}\right) \subset \mathcal{O}_{F}
$$

Therefore, $\Lambda_{W} \oplus \mathcal{O}_{F} 1_{R} \subset R_{a}^{\vee}$. This verifies $\Lambda_{W} \oplus \mathcal{O}_{F} 1_{R} \in M_{i, a, b}^{\text {loc }}$.
On the other hand, we have to make sure that every $\Lambda \in M_{i, a, b}^{\text {loc }}$ has the form $\Lambda=\Lambda_{W} \oplus \mathcal{O}_{F} 1_{R}$ for some lattice $\Lambda_{W} \subset R_{a, W}(F)$. But we can factorize the identity
map on $\mathcal{O}_{F}$ as

$$
\mathcal{O}_{F} \xrightarrow{1 \mapsto 1_{R}} R_{a} \xrightarrow{\gamma_{a, b}} R_{a}^{\vee} \xrightarrow{\operatorname{ev}\left(1_{R}\right)} \mathcal{O}_{F} .
$$

Therefore, for $R_{a} \subset \Lambda \subset R_{a}^{\vee}, \mathcal{O}_{F} 1_{R}$ is always a direct summand of $\Lambda$.
Now that we have set up a bijection between $X_{i, A}$ and $M_{v(A)-i, a, b}^{\mathrm{loc}}$, we have

$$
\begin{aligned}
\mathbf{O}_{A}^{\mathrm{GL} L_{n-1}, \eta}\left(\mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right)}\right) & =\sum_{i} \eta_{E / F}(\varpi)^{i} \# X_{i, A} \\
& =\eta_{E / F}(\varpi)^{v(A)} \sum_{i} \eta_{E / F}(\varpi)^{i} \# M_{i, a, b}^{\mathrm{loc}} .
\end{aligned}
$$

### 2.4. Orbital integrals for $\mathfrak{u}_{n}(F)$

Let $A^{\prime} \in \mathfrak{u}_{n}(F)$ be strongly regular semisimple with invariants $(a, b)$. Let

$$
\mathbf{O}_{A^{\prime}}^{\mathrm{U}_{n-1}}\left(\mathbf{1}_{\mathfrak{u}_{n}\left(\mathcal{O}_{F}\right)}\right):=\int_{\mathrm{U}_{n-1}(F)} \mathbf{1}_{\mathfrak{u}_{n}\left(\mathcal{O}_{F}\right)}\left(g^{-1} A g\right) d g
$$

where $d g$ is the Haar measure on $\mathrm{U}_{n-1}(F)$ such that $\operatorname{vol}\left(\mathrm{U}_{n-1}\left(\mathcal{O}_{F}\right), d g\right)=1$, and where $\mathbf{1}_{\mathfrak{u}_{n}\left(\mathcal{O}_{F}\right)}$ is the characteristic function of $\mathfrak{u}_{n}\left(\mathcal{O}_{F}\right) \subset \mathfrak{u}_{n}(F)$.

Remark 2.4.1
It is easy to see that if the orbital integral $\mathbf{O}_{A^{\prime}}^{\mathrm{U}_{n-1}}\left(\mathbf{1}_{\mathfrak{u}_{n}}\left(\mathcal{O}_{F}\right)\right) \neq 0$, then $a_{i}, b_{i} \in \mathcal{O}_{E}^{\sigma=(-1)^{i}}$.
Now we suppose that $(a, b)$ is strongly regular semisimple and that $a_{i}, b_{i} \in \mathcal{O}_{E}^{\sigma=(-1)^{i}}$. We identify $R_{a}\left(\mathcal{O}_{E}\right)$ as a sublattice of $R_{a}^{\vee}\left(\mathcal{O}_{E}\right)$ via $\gamma_{a, b}^{\prime}$. Recall from (2.3.1) that we have an isomorphism $\iota^{\prime}: R_{a}(E) \xrightarrow{\sim} V(E)$. The transport of the Hermitian form $(\cdot, \cdot)$ to $R_{a}(E)$ via $\iota^{\prime}$ is given by

$$
\begin{equation*}
(x, y)_{R}=b^{\prime}\left(x \sigma_{R}(y)\right) \tag{2.4.1}
\end{equation*}
$$

where $b^{\prime}: R_{a}(E) \rightarrow E$ is defined in (2.2.1).

## Remark 2.4.2

Since the Hermitian form $(\cdot, \cdot)$ has trivial discriminant, so does $(\cdot, \cdot)_{R}$. Therefore, if $A^{\prime} \in \mathfrak{u}_{n}(F)$ has invariants $(a, b)$, then $\eta_{E / F}\left(\Delta_{a, b}\right)=1$.

Recall that for an $\mathcal{O}_{E}$-lattice $\Lambda^{\prime} \subset R_{a}(E)$, the dual lattice under the Hermitian form $(\cdot, \cdot)_{R}$ is the $\mathcal{O}_{E}$-lattice

$$
\Lambda^{\prime \perp}:=\left\{x \in R_{a}(E) \mid\left(x, \Lambda^{\prime}\right)_{R} \subset \mathcal{O}_{E}\right\}
$$

Such a lattice is called self-dual (under the given Hermitian form) if $\Lambda^{\prime \perp}=\Lambda^{\prime}$. By the pairing (2.2.2), it is easy to see that $R_{a}^{\vee}\left(\mathcal{O}_{E}\right)$ is the dual of $R_{a}\left(\mathcal{O}_{E}\right)$ under the Hermitian form $(\cdot, \cdot)_{R}$. We define

$$
N_{a, b}^{\text {loc }}:=\left\{\text { self-dual } R_{a}\left(\mathcal{O}_{E}\right) \text {-lattices } \Lambda^{\prime} \mid R_{a}\left(\mathcal{O}_{E}\right) \subset \Lambda^{\prime} \subset R_{a}^{\vee}\left(\mathcal{O}_{E}\right)\right\} .
$$

PROPOSITION 2.4.3
Let $A^{\prime} \in \mathfrak{u}_{n}(F)$ be strongly regular semisimple with invariants $a_{i}, b_{i} \in \mathcal{O}_{E}^{\sigma=(-1)^{i}}$ (recall that $b_{0}=1$ ). Then

$$
\mathbf{O}_{A^{\prime}}^{\mathrm{U}_{n-1}}\left(\mathbf{1}_{\mathfrak{u}_{n}\left(\mathcal{O}_{F}\right)}\right)=\# N_{a, b}^{\mathrm{loc}} .
$$

## Proof

The argument is similar to the proof of Proposition 2.3.2. Let

$$
Y_{A^{\prime}}=\left\{g \in \mathrm{U}_{n-1}(F) / \mathrm{U}_{n-1}\left(\mathcal{O}_{F}\right) \mid g^{-1} A^{\prime} g \in \mathfrak{u}_{n}\left(\mathcal{O}_{F}\right)\right\}
$$

Then $\mathrm{U}_{n-1}(F)$ acts transitively on the set of self-dual $\mathcal{O}_{E}$-lattices in $W(E)$ such that the stabilizer of $W\left(\mathcal{O}_{E}\right)$ is $\mathrm{U}_{n-1}\left(\mathcal{O}_{F}\right)$. Therefore, we get a bijection:

$$
\begin{aligned}
Y_{A^{\prime}} & \xrightarrow{\sim} N_{a, b}^{\mathrm{loc}}, \\
g & \mapsto \iota^{\prime-1}\left(g W\left(\mathcal{O}_{E}\right)\right) \oplus \mathcal{O}_{E} 1_{R} .
\end{aligned}
$$

Hence

$$
\mathbf{O}_{A^{\prime}}^{\mathrm{U}_{n-1}}\left(\mathbf{1}_{\mathfrak{u}_{n}\left(\mathcal{O}_{F}\right)}\right)=\# Y_{A^{\prime}}=\# N_{a, b}^{\mathrm{loc}} .
$$

### 2.5. The fundamental lemma and simple cases

## Definition 2.5.1

Two strongly regular semisimple elements $A \in \mathfrak{s}_{n}(F)$ and $A^{\prime} \in \mathfrak{u}_{n}(F)$ are said to match each other if they have the same invariants.

Now we have explained all the notions appearing in Conjecture 1.1.1. By Propositions 2.3.2 and 2.4.3, parts (1) and (3) of Conjecture 1.1.1 are implied by the following.

## CONJECTURE 2.5.2

For any strongly regular semisimple collection of invariants $(a, b)$ such that $a_{i}, b_{i} \in$ $\mathcal{O}_{E}^{\sigma=(-1)^{i}}$ (in particular, we allow arbitrary $b_{0} \in \mathcal{O}_{F}$ ), we have

$$
\begin{equation*}
\sum_{i=0}^{\operatorname{val}_{F}\left(\Delta_{a, b}\right)} \eta_{E / F}(\varpi)^{i} \# M_{i, a, b}^{\mathrm{loc}}=\# N_{a, b}^{\mathrm{loc}} \tag{2.5.1}
\end{equation*}
$$

In the rest of this section, we prove some easy cases of Conjecture 2.5 .2 by straightforward counting arguments.

## LEMMA 2.5.3

Conjecture 2.5 .2 is true if $\eta_{E / F}\left(\Delta_{a, b}\right) \neq 1$, in which case both sides of (2.5.1) are zero. In particular, Conjecture 1.1.1(3) holds.

## Proof

The situation $\eta_{E / F}\left(\Delta_{a, b}\right) \neq 1$ happens if and only if $E / F$ is nonsplit and $\operatorname{val}_{F}\left(\Delta_{a, b}\right)=$ $\operatorname{leng}_{\mathcal{O}_{F}}\left(R_{a}^{\vee}: R_{a}\right)$ is odd. In this case, leng $\mathcal{O}_{E}\left(R_{a}^{\vee}\left(\mathcal{O}_{E}\right): R_{a}\left(\mathcal{O}_{E}\right)\right)$ is odd, and therefore there are no self-dual lattices in $R_{a}(E)$; that is, $N_{a, b}^{\mathrm{loc}}=\varnothing$.

Now we show that the left-hand side of (2.5.1) is also zero. For an $\mathcal{O}_{F}$-lattice $\Lambda \in R_{a}(F)$, the linear dual $\Lambda^{\vee}=\operatorname{Hom}_{\mathcal{O}_{F}}\left(\Lambda, \mathcal{O}_{F}\right)$ can be naturally viewed as another $\mathcal{O}_{F}$-lattice of $R_{a}(F)$ via the identification $\gamma_{a, b}: R_{a}(F) \xrightarrow{\sim} R_{a}^{\vee}(F)$. It is easy to check that if $\Lambda$ is stable under multiplication by $R_{a}$, then the same is true for $\Lambda^{\vee}$. This operation sets up a bijection:

$$
(-)^{\vee}: M_{i, a, b}^{\mathrm{loc}} \xrightarrow{\sim} M_{\mathrm{val}_{F}\left(\Delta_{a, b}\right)-i, a, b}^{\mathrm{loc}}
$$

Since $E / F$ is nonsplit and $\operatorname{val}_{F}\left(\Delta_{a, b}\right)$ is odd, we have

$$
\sum_{i}(-1)^{i} \# M_{i, a, b}^{\mathrm{loc}}=\sum_{i=0}^{\left\lfloor\mathrm{val}_{F}\left(\Delta_{a, b)}\right) / 2\right\rfloor}(-1)^{i}\left(\# M_{i, a, b}^{\mathrm{loc}}-\# M_{\mathrm{val}_{F}\left(\Delta_{a, b}\right)-i, a, b}^{\mathrm{loc}}\right)=0
$$

Therefore, in this case, both sides of (2.5.1) are zero.
In [9], Jacquet and Rallis showed that every strongly regular semisimple $A^{\prime} \in$ $\mathfrak{u}_{n}(F)$ matches some $A \in \mathfrak{s}_{n}(F)$. Conversely, a strongly regular semisimple $A \in \mathfrak{s}_{n}(F)$ matches some $A^{\prime} \in \mathfrak{u}_{n}(F)$ if and only if $\eta_{E / F}\left(\Delta_{a, b}\right)=1$, where $(a, b)$ are the invariants of $A$. We have seen from Lemma 2.5.3 that if $A \in \mathfrak{s}_{n}(F)$ does not match any element in $\mathfrak{u}_{n}(F)$, then $\mathbf{O}_{A}^{\mathrm{GL}_{n-1}, \eta}\left(\mathbf{1}_{\mathfrak{s}_{n}}\left(\mathcal{O}_{F}\right)\right)=0$.

Therefore, Conjecture 1.1.1(3) holds.
LEMMA 2.5.4
Conjecture 2.5 .2 is true if $E / F$ is split.

## Proof

Fix an isomorphism $E \cong F \oplus F$ such that $\sigma$ interchanges the two factors. Using this, we can identify $R_{a}(E)$ with $R_{a}(F) \oplus R_{a}(F)$, and the Hermitian form $(\cdot, \cdot)_{R}$ takes the
form

$$
\left(x \oplus y, x^{\prime} \oplus y^{\prime}\right)_{R}=b^{\prime}\left(x y^{\prime}\right) \oplus b^{\prime}\left(x^{\prime} y\right) \in E, \quad x, y, x^{\prime}, y^{\prime} \in R_{a}(F)
$$

Note that $b^{\prime}$ restricted to $R_{a}(F)$ takes values in $F$. Therefore, each $R_{a}\left(\mathcal{O}_{E}\right)$-lattice $R_{a}\left(\mathcal{O}_{E}\right) \subset \Lambda^{\prime} \subset R_{a}^{\vee}\left(\mathcal{O}_{E}\right)$ has the form $\Lambda^{\prime}=\Lambda_{1} \oplus \Lambda_{2}$, with $R_{a} \subset \Lambda_{i} \subset R_{a}^{\vee}$. The self-duality requirement is equivalent to $\Lambda_{2}=\gamma_{a, b}^{-1}\left(\Lambda_{1}^{\vee}\right)$ (note that $\Lambda_{1}^{\vee} \subset R_{a}^{\vee}(F)$, and recall the isomorphism $\left.\gamma_{a, b}: R_{a}(F) \xrightarrow{\sim} R_{a}^{\vee}(F)\right)$. In this way, we get a bijection:

$$
\begin{aligned}
\coprod_{i=0}^{\operatorname{val}_{F}\left(\Delta_{a, b}\right)} M_{i, a, b}^{\mathrm{loc}} & \xrightarrow{\sim} N_{a, b}^{\mathrm{loc}}, \\
\Lambda & \mapsto \Lambda \oplus \gamma_{a, b}^{-1}\left(\Lambda^{\vee}\right) .
\end{aligned}
$$

Therefore,

$$
\sum_{i} \# M_{i, a, b}^{\mathrm{loc}}=\# N_{a, b}^{\mathrm{loc}},
$$

which verifies Conjecture 2.5 .2 in the split case because $\eta_{E / F}$ is trivial.

## LEMMA 2.5.5

Conjecture 2.5.2 is true if $R_{a}$ is a product of DVRs.

## Proof

By reducing to the lattice-counting problems, it suffices to deal with the case that $R_{a}$ is a DVR. Since we already dealt with the split case, we may assume that $E / F$ is nonsplit. Let $k\left(R_{a}\right)$ be the residue field of $R_{a}$, and let $\varpi_{R}$ be a uniformizing parameter of $R_{a}$. Then $R_{a}^{\vee}=\varpi_{R}^{-d} R_{a}$ for some integer $d=\operatorname{leng}_{R_{a}}\left(R_{a}^{\vee}: R_{a}\right)$. We have

$$
\begin{equation*}
\operatorname{val}_{F}\left(\Delta_{a, b}\right)=\operatorname{leng}_{\mathcal{O}_{F}}\left(R_{a}^{\vee}: R_{a}\right)=d\left[k\left(R_{a}\right): k\right] . \tag{2.5.2}
\end{equation*}
$$

We already solved the case when $\operatorname{val}_{F}\left(\Delta_{a, b}\right)$ is odd in Lemma 2.5.3 and when $E / F$ is split in Lemma 2.5.4. Now, suppose that $\operatorname{val}_{F}\left(\Delta_{a, b}\right)$ is even and that $E / F$ is nonsplit. In this case, either $d$ or $\left[k\left(R_{a}\right): k\right.$ ] has to be even. Let us explicitly count the cardinalities of $M_{i, a, b}^{\mathrm{loc}}$ and $N_{a, b}^{\mathrm{loc}}$.

On one hand, the only $R_{a}$-lattices that sit between $R_{a}$ and $R_{a}^{\vee}$ are $\varpi_{R}^{-j} R_{a}$ for $0 \leq j \leq d$ and leng $\mathcal{O}_{F}\left(R_{a}^{\vee}: \varpi_{R}^{-j} R_{a}\right)=(d-j)\left[k\left(R_{a}\right): k\right]$. Therefore, we have

$$
\sum_{i}(-1)^{i} \# M_{i, a, b}^{\mathrm{loc}}=\sum_{j=0}^{d}(-1)^{(d-j)\left[k\left(R_{a}\right): k\right]}= \begin{cases}d+1 & {\left[k\left(R_{a}\right): k\right] \text { even }} \\ 1 & {\left[k\left(R_{a}\right): k\right] \text { odd }}\end{cases}
$$

On the other hand, if $\left[k\left(R_{a}\right): k\right]$ is odd and if $d$ is even, then $R_{a}\left(\mathcal{O}_{E}\right)$ remains a DVR. Therefore, $\varpi_{R}^{-d / 2} R_{a}\left(\mathcal{O}_{E}\right)$ is the unique self-dual $R_{a}\left(\mathcal{O}_{E}\right)$-lattice between $R_{a}\left(\mathcal{O}_{E}\right)$ and $R_{a}^{\vee}\left(\mathcal{O}_{E}\right)=\varpi_{R}^{-d} R_{a}\left(\mathcal{O}_{E}\right)$. If $\left[k\left(R_{a}\right): k\right]$ is even, then we can identify $R_{a}\left(\mathcal{O}_{E}\right) \cong R_{a} \oplus R_{a}$ such that $\sigma_{R}$ acts by interchanging the two factors. In this case, $N_{a, b}^{\text {loc }}$ consists of lattices $\varpi_{R}^{-j} R_{a} \oplus \varpi_{R}^{-d+j} R_{a}$ for $0 \leq j \leq d$. In any case, we have

$$
\sum_{i}(-1)^{i} \# M_{i, a, b}^{\mathrm{loc}}=\# N_{a, b}^{\mathrm{loc}}
$$

### 2.6. From the Lie algebra version to the group version

As mentioned in the Introduction, it is the group version identity (1.1.2) which is directly relevant to Jacquet and Rallis's approach to the Gross-Prasad conjecture for the unitary groups. In this section, we deduce the group version (1.1.2) from the Lie algebra version (1.1.1). The same argument also shows that (1.1.4) follows from (1.1.3).

For an element $A \in \mathrm{GL}_{n}(E)$, viewed as an element in $\mathfrak{g l}_{n}(E)$, the invariants $a_{i}(A), b_{i}(A)$ and $v(A)$ are defined as in Section 2.2. When $a_{i}, b_{i} \in \mathcal{O}_{E}$, we introduce the $\mathcal{O}_{E}$-algebra

$$
\begin{equation*}
\mathbf{R}_{a}\left(\mathcal{O}_{E}\right)=\mathcal{O}_{E}\left[t, t^{-1}\right] /\left(t^{n}-a_{1} t^{n-1}+\cdots+(-1)^{n} a_{n}\right) \tag{2.6.1}
\end{equation*}
$$

We view $Z_{a}^{\prime}=\operatorname{Spec} \mathbf{R}_{a}\left(\mathcal{O}_{E}\right)$ as a subscheme of $\operatorname{Spec} \mathcal{O}_{E} \times \mathbb{G}_{m}$ which is finite flat over $\operatorname{Spec} \mathcal{O}_{E}$ of degree $n$. Let $\theta$ be the involution on $\operatorname{Spec} \mathcal{O}_{E} \times \mathbb{G}_{m}$, which is the product of $\sigma$ on $\mathcal{O}_{E}$ and $t \mapsto t^{-1}$ on $\mathbb{G}_{m}$. The fixed point subscheme under $\theta$ is the unitary group $\mathrm{U}_{\mathcal{O}_{E} / \mathcal{O}_{F}}(1)$ over $\operatorname{Spec} \mathcal{O}_{F}$.

Recall that $\mathrm{S}_{n}\left(\mathcal{O}_{F}\right)=\left\{A \in \mathrm{GL}_{n}\left(\mathcal{O}_{E}\right) \mid A \sigma(A)=1\right\}$. For an element $A$ in either $\mathrm{S}_{n}\left(\mathcal{O}_{F}\right)$ or $\mathrm{U}_{n}\left(\mathcal{O}_{F}\right)$, the subscheme $Z_{a}^{\prime}$ is stable under $\theta$, hence determining a subscheme $Z_{a} \subset \mathrm{U}_{\mathcal{O}_{E} / \mathcal{O}_{F}}(1)$, finite flat of degree $n$ over $\operatorname{Spec} \mathcal{O}_{F}$. Let $\mathbf{R}_{a}$ be the coordinate ring of $Z_{a}$, which is a finite flat $\mathcal{O}_{F}$-algebra of rank $n$ satisfying $\mathbf{R}_{a} \otimes_{\mathcal{O}_{F}} \mathcal{O}_{E}=\mathbf{R}_{a}\left(\mathcal{O}_{E}\right)$. The invariants $b_{i}$ determine an $\mathbf{R}_{a}$-linear map $\gamma_{a, b}: \mathbf{R}_{a} \rightarrow \mathbf{R}_{a}^{\vee}$, as in (2.2.4).

PROPOSITION 2.6.1
Conjecture 1.1.1(2) follows from Conjecture 1.1.1(1).

## Proof

Using the same argument as in Propositions 2.3.2 and 2.4.3, we reduce the orbital integrals in (1.1.2) to a counting of points in the corresponding sets $\mathbf{M}_{i, a, b}^{\mathrm{loc}}$ and $\mathbf{N}_{a, b}^{\mathrm{loc}}$, defined using $\mathbf{R}_{a}$ instead of $R_{a}$. Therefore, it suffices to find $\widetilde{a}_{i}, \widetilde{b}_{i} \in \mathcal{O}_{E}^{\sigma=(-1)^{i}}$ and an isomorphism of $\mathcal{O}_{F}$-algebras $\rho: R_{\widetilde{a}} \xrightarrow{\sim} \mathbf{R}_{a}$ such that the following diagram is
commutative:


Moreover, once we find $\rho: R_{\widetilde{a}} \xrightarrow{\sim} \mathbf{R}_{a}$, the choice of $\widetilde{b}$ is uniquely determined by the diagram (2.6.2), because the data of $\widetilde{b}$ and $\gamma_{\widetilde{a}, \widetilde{b}}$ determine each other, as seen in (2.2.1) and (2.2.2). Therefore, we only need to find $\tilde{a}$ such that $\mathbf{R}_{a}$ is isomorphic to $R_{\tilde{a}}$.

Consider the special fiber of the $\mathcal{O}_{F}$-scheme, which is a finite subscheme of $\mathrm{U}_{k^{\prime} / k}(1)$ of degree $n$. Since $\mathrm{U}_{k^{\prime} / k}(1)$ is a smooth curve, any subscheme of it can be embedded into $\mathbb{A}_{k}^{1}$. In other words, there is a surjection of algebras $k[s] \rightarrow \mathbf{R}_{a} \otimes_{\mathcal{O}_{F}} k$. Lifting the image of the generator $s$ to an element of $\mathbf{R}_{a}$, we get a surjection of $\mathcal{O}_{F}$-algebras $\mathcal{O}_{F}[s] \rightarrow \mathbf{R}_{a}$ (surjectivity follows from Nakayama's lemma). In other words, $Z_{a}$ can be embedded as a subscheme of $\operatorname{Spec} \mathcal{O}_{F} \times \mathbb{A}^{1}$. It is well known that any such finite flat $\mathcal{O}_{F}$-subscheme of $\operatorname{Spec} \mathcal{O}_{F} \times \mathbb{A}^{1}$ is defined by one equation of the form $t^{n}-c_{1} t^{n-1}+\cdots+(-1)^{n} c_{n}$ for some $c_{i} \in \mathcal{O}_{F}$; that is, there is an isomorphism:

$$
\begin{equation*}
R_{c}^{F}:=\mathcal{O}_{F}[s] /\left(t^{n}-c_{1} t^{n-1}+\cdots+(-1)^{n} c_{n}\right) \xrightarrow{\sim} \mathbf{R}_{a} \tag{2.6.3}
\end{equation*}
$$

Let $J \in \mathcal{O}_{E}^{-} \cap \mathcal{O}_{E}^{\times}$be a purely imaginary unit element, and let $\widetilde{a}_{i}=j^{i} c_{i} \in \mathcal{O}_{E}^{\sigma=(-1)^{i}}$. Then we have an isomorphism $R_{\widetilde{a}} \xrightarrow{\sim} R_{c}^{F}$ by sending $t \mapsto J^{-1} S$. Using (2.6.3), we get the desired isomorphism of $\mathcal{O}_{F}$-algebras $\rho: R_{\widetilde{a}} \xrightarrow{\sim} \mathbf{R}_{a}$. This completes the proof.

### 2.7. Geometric reformulation

In this section, we assume that $\operatorname{char}(F)=\operatorname{char}(k)$. In this case, we can interpret the sets $M_{i, a, b}^{\mathrm{loc}}$ and $N_{a, b}^{\mathrm{loc}}$ as $k$-points of certain schemes.

Fix a strongly regular semisimple pair $(a, b)$ such that $a_{i}, b_{i} \in \mathcal{O}_{E}^{\sigma=(-1)^{i}}$ (we allow any $\left.b_{0} \in \mathcal{O}_{F}\right)$. For $0 \leq i \leq \operatorname{val}_{F}\left(\Delta_{a, b}\right)$, consider the following functor

$$
S \mapsto\left\{\begin{array}{l|l}
R_{a} \otimes_{k} \mathcal{O}_{S}- & R_{a} \otimes_{k} \mathcal{O}_{S} \subset \Lambda \subset R_{a}^{\vee} \otimes_{k} \mathcal{O}_{S}, \\
\text { modules } \Lambda_{x} & R_{a}^{\vee} \otimes_{k} \mathcal{O}_{S} / \Lambda \text { is a vector bundle of rank } i \text { over } S
\end{array}\right\} .
$$

It is clear that this functor is represented by a projective scheme $\mathcal{M}_{i, a, b}^{\text {loc }}$ over $k$, and we have

$$
M_{i, a, b}^{\mathrm{loc}}=\mathcal{M}_{i, a, b}^{\mathrm{loc}}(k)
$$

Similarly, we have a projective scheme $\mathcal{N}_{a, b}^{\text {loc }}$ over $k$ representing the functor

$$
S \mapsto\left\{\begin{array}{l|l}
R_{a}\left(\mathcal{O}_{E}\right) \otimes_{k} & \begin{array}{l}
R_{a}\left(\mathcal{O}_{E}\right) \otimes_{k} \mathcal{O}_{S} \subset \Lambda^{\prime} \subset R_{a}^{\vee}\left(\mathcal{O}_{E}\right) \otimes_{k} \mathcal{O}_{S}, \\
\mathcal{O}_{S} \text {-modules } \Lambda^{\prime} \\
R_{a}^{\vee}\left(\mathcal{O}_{E}\right) \otimes_{k} \mathcal{O}_{S} / \Lambda^{\prime} \text { is a vector bundle over } \mathcal{O}_{S}, \\
\Lambda^{\prime} \text { is self-dual under the Hermitian form }(\cdot, \cdot \cdot)_{R}
\end{array}
\end{array}\right\} .
$$

We also have

$$
N_{a, b}^{\mathrm{loc}}=\mathcal{N}_{a, b}^{\mathrm{loc}}(k) .
$$

Let $\ell$ be a prime number different from char $(k)$. Let $\overline{\mathbb{Q}}_{\ell}\left(\eta_{k^{\prime} / k}\right)$ be the rank one $\overline{\mathbb{Q}}_{\ell}$-local system on Spec $k$ associated to the extension $k^{\prime} / k$ : it is trivial if $E / F$ is split and has order two otherwise.

The local part of the main theorem of the article is the following.

## THEOREM 2.7.1

Suppose that $\operatorname{char}(F)=\operatorname{char}(k)>n$ and that $\eta_{E / F}\left(\Delta_{a, b}\right)=1$. Then there is an isomorphism of graded $\mathrm{Frob}_{k}$-modules:

$$
\begin{equation*}
\bigoplus_{i=0}^{\operatorname{val}_{F}\left(\Delta_{a, b}\right)} H^{*}\left(\mathcal{M}_{i, a, b}^{\mathrm{loc}} \otimes_{k} \bar{k}, \overline{\mathbb{Q}}_{\ell}\left(\eta_{k^{\prime} / k}\right)^{\otimes i}\right) \cong H^{*}\left(\mathcal{N}_{a, b}^{\mathrm{loc}} \otimes_{k} \bar{k}, \overline{\mathbb{Q}}_{\ell}\right) \tag{2.7.1}
\end{equation*}
$$

Taking Frobenius traces of the isomorphism (2.7.1), we get the following.
COROLLARY 2.7.2
Conjecture 2.5.2, hence Conjecture 1.1.1, is true if $\operatorname{char}(F)=\operatorname{char}(k)>n$.

The proof of Theorem 2.7.1 will be completed in Section 5. At this point, we observe that the $k$-schemes $\amalg \mathcal{M}_{i, a, b}^{\text {loc }}$ and $\mathcal{N}_{a, b}^{\text {loc }}$ are geometrically isomorphic. More precisely, we have the following.

LEMMA 2.7.3
Let $\Omega=k$ ifk'/k is split, or let $\Omega=k^{\prime}$ if $k^{\prime} / k$ is nonsplit, and we have an isomorphism of schemes over $\Omega$ :

$$
\begin{equation*}
\coprod_{i=0}^{\operatorname{val}_{F}\left(\Delta_{a, b)}\right.} \mathcal{M}_{i, a, b}^{\mathrm{loc}} \otimes_{k} \Omega \xrightarrow{\sim} \mathcal{N}_{a, b}^{\mathrm{loc}} \otimes_{k} \Omega \tag{2.7.2}
\end{equation*}
$$

Proof
After base change to $\Omega$, we may assume that $E / F$ is split. Then the argument is the same as the proof of Lemma 2.5.4, once we fix an identification $R_{a}(E) \cong R_{a}(F) \oplus$ $R_{a}(F)$.

## 3. Global formulation: The moduli spaces

Let $k=\mathbb{F}_{q}$ be a finite field with $\operatorname{char}(k)>n$. Let $X$ be a smooth, projective, and geometrically connected curve over $k$ of genus $g$. Let $\pi: X^{\prime} \rightarrow X$ be an étale double cover such that $X^{\prime} / k$ is also geometrically connected. Let $\sigma$ denote the nontrivial involution of $X^{\prime}$ over $X$. We have a canonical decomposition,

$$
\pi_{*} \mathcal{O}_{X^{\prime}}=\mathcal{O}_{X} \oplus \mathscr{L}
$$

into $\pm 1$-eigenspaces of $\sigma$. Here $\mathscr{L}$ is a line bundle on $X$ such that $\mathscr{L}^{\otimes 2} \cong \mathcal{O}_{X}$.
Let $D$ and $D_{0}$ be effective divisors on $X$. Assume that $\operatorname{deg}(D) \geq 2 g-1$.

### 3.1. The moduli spaces associated to $\mathfrak{s}_{n}$

Consider the functor $\underline{\mathcal{M}}: \operatorname{Sch} / k \rightarrow \operatorname{Grpd}$

$$
S \mapsto\left\{\begin{array}{l|l}
(\mathcal{E}, \phi, \lambda, \mu) & \begin{array}{l}
\mathcal{E} \text { is a vector bundle of rank } n \text { over } X \times S, \\
\phi: \mathcal{E} \rightarrow \mathcal{E} \otimes_{\mathcal{O}_{X}} \mathscr{L}(D), \\
\mathcal{O}_{X \times S}\left(-D_{0}\right) \xrightarrow{\lambda} \mathcal{E} \xrightarrow{\mu} \mathcal{O}_{X \times S}\left(D_{0}\right)
\end{array}
\end{array}\right\} .
$$

Here, the twisting by $(D)$ or $\left(D_{0}\right)$ means tensoring with the pullback of the line bundles $\mathcal{O}_{X}(D)$ or $\mathcal{O}_{X}\left(D_{0}\right)$ to $X \times S$. For each integer $i$, we define the subfunctor $\underline{\mathcal{M}}_{i}$ of $\underline{\mathcal{M}}$ by taking only those vector bundles $\mathcal{E}$ such that

$$
\chi\left(X \otimes_{k} k(s), \mathcal{E} \otimes_{k} k(s)\right)=i-n(g-1)
$$

for any geometric point $s$ of $S$. It is clear that $\underline{\mathcal{M}}_{i}$ is represented by an algebraic stack $\mathcal{M}_{i}$ over $k$ locally of finite type; $\underline{\mathcal{M}}$ is represented by $\mathcal{M}=\coprod_{i} \mathcal{M}_{i}$.

Let $\mathcal{M}_{i}^{\text {Hit }}$ be the Hitchin moduli stack for $\mathrm{GL}_{n}$ (with the choice of the line bundle $\mathscr{L}(D)$ on $X$ ) which classifies only the pairs $(\mathscr{E}, \phi)$ as above. (For more details about this Hitchin stack, we refer the readers to [12, section 4.4]).

Let

$$
\begin{aligned}
& \mathcal{A}:=\bigoplus_{i=1}^{n} H^{0}\left(X, \mathscr{L}(D)^{\otimes i}\right), \\
& \mathcal{B}:=\bigoplus_{i=0}^{n-1} H^{0}\left(X, \mathcal{O}_{X}\left(2 D_{0}\right) \otimes \mathscr{L}(D)^{\otimes i}\right)
\end{aligned}
$$

be viewed as affine spaces over $k$. We have a natural morphism,

$$
f_{i}: \mathcal{M}_{i} \rightarrow \mathcal{A} \times \mathscr{B},
$$

which, on the level of $S$-points, sends $(\mathcal{E}, \phi, \lambda, \mu)$ to $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{A}$ and $b=\left(b_{0}, \ldots, b_{n-1}\right) \in \mathscr{B}$, where

$$
a_{i}=\operatorname{Tr}\left(\bigwedge^{i} \phi\right) \in H^{0}\left(X \times S, \mathscr{L}(D)^{\otimes i}\right)
$$

and where $b_{i} \in H^{0}\left(X \times S, \mathcal{O}_{X \times S}\left(2 D_{0}\right) \otimes \mathscr{L}(D)^{\otimes i}\right)=\operatorname{Hom}_{X \times S}\left(\mathcal{O}_{X \times S}\left(-D_{0}\right)\right.$, $\left.\mathcal{O}_{X \times S}\left(D_{0}\right) \otimes \mathscr{L}(D)^{\otimes i}\right)$ is represented by the following homomorphism:

$$
\mathcal{O}_{X \times S}\left(-D_{0}\right) \xrightarrow{\lambda} \mathcal{E} \xrightarrow{\phi^{i}} \mathcal{E} \otimes \mathscr{L}(D)^{\otimes i} \xrightarrow{\mu} \mathcal{O}_{X \times S}\left(D_{0}\right) \otimes \mathscr{L}(D)^{\otimes i} .
$$

### 3.2. The spectral curves

Following [10, Section 2.5], we define the universal spectral curve $p: Y \rightarrow \mathcal{A} \times X$ as follows. For each $S$-point $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{A}(S)$, define the following scheme, affine over $X^{\prime} \times S$, as

$$
Y_{a}^{\prime}:=\underline{\operatorname{Spec}}_{X^{\prime} \times S}\left(\bigoplus_{i=0}^{n-1} \mathcal{O}_{X^{\prime} \times S}(-i D) t^{i}\right),
$$

where the ring structure on the right-hand side is defined by the relation

$$
t^{n}-a_{1} t^{n-1}+a_{2} t^{n-2}-\cdots+(-1)^{n} a_{n}=0
$$

Let $p_{a}^{\prime}: Y_{a}^{\prime} \rightarrow X^{\prime} \times S$ be the natural projection. This is a finite flat morphism of degree $n$. The scheme $Y_{a}^{\prime}$ over $X^{\prime} \times S$ naturally embeds into the total space $\operatorname{Tot}_{X^{\prime} \times S}(\mathcal{O}(D))$ of the line bundle $\mathcal{O}_{X^{\prime} \times S}(D)$ over $X^{\prime} \times S$. The free involution $\sigma$ on $X^{\prime}$ extends to a free involution on $Y_{a}^{\prime}$ by requiring that $\sigma(t)=-t$. The quotient of $Y_{a}^{\prime}$ by $\sigma$ is the scheme

$$
Y_{a}:=\underline{\operatorname{Spec}}_{X \times S} \mathcal{O}_{Y_{a}^{\prime}}^{\sigma}=\underline{\operatorname{Spec}} X \times S\left(\bigoplus_{i=0}^{n-1} \mathscr{L}(-D)^{\otimes i} \boxtimes \mathcal{O}_{S} t^{i}\right) .
$$

Let $p_{a}: Y \rightarrow X \times S$ be the natural projection. This is a finite flat morphism of degree $n$. The scheme $Y_{a}$ naturally embeds into the total space $\operatorname{Tot}_{X \times S}(\mathscr{L}(D))$ of the line bundle $\mathscr{L}(D)$ over $X \times S$. The quotient map $\pi_{a}: Y_{a}^{\prime} \rightarrow Y_{a}$ is an étale double cover.

Let $\mathcal{A}^{\text {int }}$ (resp., $\mathcal{A}^{\rho}$; resp., $\mathcal{A}^{\mathrm{sm}}$ ) be the open subset of $\mathcal{A}$ consisting of those geometric points $a$ such that $Y_{a}^{\prime}$, and hence $Y_{a}$, are integral (resp., reduced; resp., smooth and irreducible). Let $\mathscr{B}^{\times}=\mathscr{B}-\{0\}$. Let $\mathcal{M}_{i}^{\text {int }}$ be the restriction of $\mathcal{M}_{i}$ to $\mathcal{A}^{\text {int }} \times \mathcal{B}^{\times}$.

LEMMA 3.2.1
The codimension of $\mathcal{A}^{\complement}-\mathcal{A}^{\text {int }}$ in $\mathcal{A}^{\complement}$ is at least $\operatorname{deg}(D)$.

## Proof

In our situation, $\mathcal{A}$ serves as the Hitchin base for $\mathrm{GL}_{n}$ and $\mathrm{U}_{n}$ at the same time (the unitary Hitchin stack will be recalled in Section 3.3). The locus $\mathcal{A}^{\text {int }}$ is in fact the intersection of two elliptic loci: $\mathcal{A}^{\mathrm{int}}=\mathcal{A}_{\mathrm{GL}_{n}}^{\mathrm{ell}} \cap \mathcal{A}_{\mathrm{U}_{n}}^{\mathrm{ell}}$. Here, $\mathcal{A}_{\mathrm{GL}_{n}}^{\mathrm{ell}}$ is the locus where $Y_{a}$ is irreducible; $\mathcal{A}_{\mathrm{U}_{n}}^{\text {ell }}$ is the locus where the set of irreducible components of $Y_{a}^{\prime}$ is in bijection with that of $Y_{a}$ see [10, Section 2.8]. In the $\mathrm{U}_{n}$ case, the elliptic locus $\mathcal{A}_{\mathrm{U}_{n}}^{\mathrm{ell}}$ is the same as the anisotropic locus considered in [12, section 4.10.5], and by [12, proposition 6.3.6], we have

$$
\operatorname{codim}_{\mathcal{A} \circ}\left(\mathcal{A}^{\complement}-\mathcal{A}_{\mathrm{U}_{n}}^{\text {ell }}\right) \geq \operatorname{deg}(D)
$$

In the $\mathrm{GL}_{n}$ case, the same argument also works to prove that

$$
\operatorname{codim}_{\mathcal{A}^{\circ}}\left(\mathcal{A}^{\varrho}-\mathcal{A}_{\mathrm{GL}_{n}}^{\mathrm{ell}}\right) \geq \operatorname{deg}(D)
$$

In fact, we only need to compute the dimension of the Hitchin bases for the Levi subgroups $\mathrm{GL}_{n_{1}} \times \cdots \times \mathrm{GL}_{n_{r}}$.

Therefore,

$$
\operatorname{dim}\left(\mathscr{A}^{\complement}-\mathscr{A}^{\mathrm{int}}\right)=\operatorname{dim}\left(\left(\mathscr{A}^{\complement}-\mathscr{A}_{\mathrm{U}_{n}}^{\mathrm{ell}}\right) \cup\left(\mathscr{A}^{\complement}-\mathcal{A}_{\mathrm{GL}_{n}}^{\mathrm{ell}}\right)\right) \leq \operatorname{dim} \mathscr{A}^{\complement}-\operatorname{deg}(D)
$$

The following lemma is a direct calculation.

## LEMMA 3.2.2

For a geometric point $a \in \mathcal{A}^{\mathrm{int}}$, the arithmetic genera of the curves $Y_{a}^{\prime}$ and $Y_{a}$ are

$$
\begin{aligned}
& g_{Y}^{\prime}:=1-\chi\left(Y_{a}^{\prime}, \mathcal{O}_{Y_{a}^{\prime}}\right)=n(n-1) \operatorname{deg}(D)+(2 g-2) n+1, \\
& g_{Y}:=1-\chi\left(Y_{a}, \mathcal{O}_{Y_{a}}\right)=n(n-1) \operatorname{deg}(D) / 2+(g-1) n+1 .
\end{aligned}
$$

Recall that for a locally projective flat family of geometrically integral curves $C$ over $S$, we have the compactified Picard stack $\overline{\mathcal{P} \text { ic }}(C / S)=\coprod_{i} \overline{\mathcal{P i c}}^{i}(C / S)$ over $S$ (see [1]) whose fiber over a geometric point $s \in S$ classifies the groupoid of torsionfree coherent sheaves $\mathcal{F}$ of generic rank one on $C_{s}$ such that $\chi\left(C_{s}, \mathcal{F}\right)=i$. Each $\overline{\mathcal{P i c}}^{i}(C / S)$ is an algebraic stack of finite type over $S$; it is in fact a $\mathbb{G}_{m}$-gerb over the compactified Picard scheme of $\overline{\operatorname{Pic}}^{i}(C / S)$. The scheme $\overline{\mathrm{Pic}}^{i}(C / S)$ is proper over $S$ and contains the usual Picard scheme $\operatorname{Pic}^{i}(C / S)$ as an open substack.

For each $a \in \mathcal{A}^{\text {int }}(S)$ and $\mathcal{F} \in \overline{\mathcal{P i c}}\left(Y_{a} / S\right)$, the coherent sheaf $\mathcal{E}=p_{a, *} \mathcal{F}$ is a vector bundle of rank $n$ over $X \times S$, which is naturally equipped with a Higgs field $\phi: \mathcal{E} \rightarrow \mathcal{E} \otimes_{\mathcal{O}_{X}} \mathscr{L}(D)$; conversely, every object $(E, \phi) \in \mathcal{M}^{\text {Hit }}(S)$ over $a \in \mathcal{A}^{\text {int }}(S)$
comes in this way. Therefore, we have a natural isomorphism of stacks (see [2]):

$$
\begin{equation*}
\left.\overline{\mathscr{P i c}}\left(Y / \mathcal{A}^{\mathrm{int}}\right) \xrightarrow{\sim} \mathcal{M}^{\mathrm{Hit}}\right|_{\mathcal{A}^{\mathrm{int}}} . \tag{3.2.1}
\end{equation*}
$$

Therefore, we can view $\mathcal{M}_{i}^{\text {int }}$ as a stack over $\overline{\mathcal{P i c}}\left(Y / \mathcal{A}^{\text {int }}\right)$.

## LEMMA 3.2.3

The stack $\mathcal{M}_{i}^{\text {int }}$ represents the following functor:

$$
S \mapsto\left\{\begin{array}{l|l}
(a, \mathcal{F}, \alpha, \beta) & \begin{array}{l}
a \in \mathcal{A}^{\text {int }}(S), \mathcal{F} \in \overline{\mathcal{P i c}}^{i-n(g-1)}\left(Y_{a} / S\right), \\
\mathcal{O}_{Y_{a}}\left(-D_{0}\right) \xrightarrow{\alpha} \mathcal{F} \xrightarrow{\beta} \omega_{Y_{a} / X \times S}\left(D_{0}\right) \text { such that } \gamma=\beta \circ \alpha \text { is } \\
\text { nonzero along each geometric fiber of } Y_{a} \rightarrow S
\end{array}
\end{array}\right\} .
$$

## Proof

For a quadruple $(a, \mathcal{F}, \alpha, \beta)$ as above, we associate $\left(\mathcal{E}=p_{a, *} \mathcal{F}, \phi\right) \in \mathcal{M}_{i}^{\text {Hit }}$ by the isomorphism (3.2.1). By adjunction, we have

$$
\begin{aligned}
\operatorname{Hom}_{X}\left(\mathcal{O}_{X \times S}\left(-D_{0}\right), \mathcal{E}\right) & =\operatorname{Hom}_{Y_{a}}\left(\mathcal{O}_{Y_{a}}\left(-D_{0}\right), \mathcal{F}\right), \\
\operatorname{Hom}_{X}\left(\mathcal{E}, \mathcal{O}_{X \times S}\left(D_{0}\right)\right) & =\operatorname{Hom}_{Y_{a}}\left(\mathcal{F}, \omega_{Y_{a} / X \times S}\left(D_{0}\right)\right) .
\end{aligned}
$$

Therefore, from $(\alpha, \beta)$, we can associate a unique pair of homomorphisms:

$$
\mathcal{O}_{X \times S}\left(-D_{0}\right) \xrightarrow{\lambda} \mathcal{E} \xrightarrow{\mu} \mathcal{O}_{X \times S}\left(D_{0}\right) .
$$

Let $b=\left(b_{0}, \ldots, b_{n-1}\right) \in \mathscr{B}$ be the second collection of invariants of $(\mathscr{E}, \phi, \lambda, \mu)$. The composition $\gamma=\beta \circ \alpha$ is an element in

$$
\operatorname{Hom}_{Y_{a}}\left(\mathcal{O}_{Y_{a}}\left(-D_{0}\right), \omega_{Y_{a} / X \times S}\left(D_{0}\right)\right)=\operatorname{Hom}_{X \times S}\left(\mathcal{O}_{Y_{a}}, \mathcal{O}_{X \times S}\left(2 D_{0}\right)\right),
$$

which is given by

$$
\left(b_{0}, \ldots, b_{n-1}\right): \mathcal{O}_{Y_{a}}=\bigoplus_{i=0}^{n-1} \mathscr{L}(-D)^{\otimes i} \rightarrow \mathcal{O}_{X \times S}\left(2 D_{0}\right)
$$

Therefore, for any geometric point $s$ of $S$, the condition $b(s) \neq 0$ is equivalent to that $\left.\gamma\right|_{Y_{a}(s)} \neq 0$.

## Remark 3.2.4

From the proof of the above lemma, we see that for fixed $(a, b) \in \mathcal{A}^{\text {int }} \times \mathcal{B}^{\times}$, the homomorphism $\gamma: \mathcal{O}_{Y_{a}}\left(-D_{0}\right) \rightarrow \omega_{Y_{a} / X}\left(D_{0}\right)$ is independent of the choice of
$(\mathscr{F}, \alpha, \beta) \in \mathcal{M}_{i, a, b}^{\mathrm{int}}$. We denote this $\gamma$ by $\gamma_{a, b}$. Therefore, we get a morphism,

$$
\begin{aligned}
\operatorname{coker}(\gamma): \mathcal{A}^{\mathrm{int}} \times \mathcal{B}^{\times} & \rightarrow \operatorname{Quot}^{2 d}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\mathrm{int}}\right) \\
(a, b) & \mapsto \operatorname{coker}\left(\gamma_{a, b}\right)
\end{aligned}
$$

where Quot ${ }^{2 d}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\text {int }}\right.$ ) is the Quot-scheme parameterizing quotients (of length $2 d$ ) of the twisted relative dualizing sheaf $\omega_{Y_{a} / X}\left(D_{0}\right)$ as $a$ varies in $\mathcal{A}^{\mathrm{int}}$.

## Remark 3.2.5

Let

$$
d=n \operatorname{deg}\left(D_{0}\right)-n(g-1)+g_{Y}-1=n(n-1) \operatorname{deg}(D) / 2+n \operatorname{deg}\left(D_{0}\right)
$$

By the moduli interpretation given in Lemma 3.2.3, $\mathcal{M}_{i}^{\text {int }}$ is nonempty only if
$-d-n(g-1)=\chi\left(Y_{a}, \mathcal{O}_{Y_{a}}\left(-D_{0}\right)\right) \leq i-n(g-1) \leq \chi\left(Y_{a}, \omega_{Y_{a} / X}\left(D_{0}\right)\right)=d-n(g-1)$
(here $a \in \mathcal{A}^{\text {int }}$ is any geometric point); that is, $-d \leq i \leq d$.
PROPOSITION 3.2.6
Suppose that $n\left(\operatorname{deg}\left(D_{0}\right)-g+1\right) \geq g_{Y}$. Then for $-d \leq i \leq d$, $\mathcal{M}_{i}^{\mathrm{int}}$ is a scheme smooth over $k$ and the morphism $f_{i}^{\text {int }}: \mathcal{M}_{i}^{\text {int }} \rightarrow \mathcal{A}^{\text {int }} \times \mathcal{B}^{\times}$is proper.

## Proof

Using the definition of $d$, we see that $n\left(\operatorname{deg}\left(D_{0}\right)-g+1\right) \geq g_{Y}$ is equivalent to $d \geq 2 g_{Y}-1$. We may assume that $i \geq 0$; the argument for $i \leq 0$ is similar.

We have the following Cartesian diagram,

$$
\begin{align*}
& \mathcal{M}_{i}^{\mathrm{int}} \xrightarrow{r_{\beta}} \operatorname{Quot}^{d-i}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\mathrm{int}}\right)  \tag{3.2.2}\\
& \downarrow^{r_{\alpha}} \\
& \text { Quot }^{d+i}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\mathrm{int}}\right) \xrightarrow{\left(\mathrm{AJ}_{d+i}\right)^{\vee}} \overline{\mathcal{P i c}}^{i-n(g-1)}\left(Y / \mathcal{A}^{\mathrm{int}}\right),
\end{align*}
$$

which, on the level of $S$-points over $a \in \mathcal{A}^{\text {int }}(S)$, is defined as

$$
\begin{gathered}
(\mathcal{F}, \alpha, \beta) \xrightarrow{r_{\beta}} \operatorname{coker}\left(\mathcal{F} \xrightarrow{\beta} \omega_{Y_{a} / X \times S}\left(D_{0}\right)\right) \\
\downarrow_{r_{\alpha}} \\
\left.\downarrow_{Y_{a} / X \times S}\left(D_{0}\right) \xrightarrow{\alpha^{\vee}} \mathcal{F}^{\vee}\right) \xrightarrow{\left(\mathrm{AJ}_{d+i}\right)^{\vee}} \boldsymbol{\downarrow}
\end{gathered}
$$

The only thing that we need to check is that $\operatorname{coker}(\beta)$ and $\operatorname{coker}\left(\alpha^{\vee}\right)$ are finite flat $\mathcal{O}_{S^{-}}$ modules of rank $d-i$ and $d+i$, respectively (when $S$ is locally Noetherian). We check this for $\mathcal{Q}:=\operatorname{coker}(\beta)$. For any geometric point $s \in S$, the map $\gamma_{s}: \mathcal{O}_{Y_{a(s)}}\left(-D_{0}\right) \xrightarrow{\alpha_{s}}$ $\mathcal{F}_{s} \xrightarrow{\beta_{s}} \omega_{Y_{a(s)} / X_{s}}\left(D_{0}\right)$ is nonzero, and hence generically an isomorphism. Therefore, $\beta_{s}$ is surjective on the generic point of $Y_{a(s)}$. Since $\mathcal{F}_{s}$ is torsion-free of rank one, we conclude that $\beta_{s}$ is injective. Since $\omega_{Y_{a} / X \times S}\left(D_{0}\right)$ is flat over $\mathcal{O}_{S}$, we have

$$
\operatorname{Tor}_{1}^{\mathcal{O}_{s}}(\mathcal{Q}, k(s))=\operatorname{ker}\left(\beta_{s}\right)=0
$$

This being true for any geometric point $s \in S$, we conclude that $\mathcal{Q}$ is flat over $\mathcal{O}_{S}$. The rank of $\mathcal{Q}_{s}$ over $k(s)$ for any geometric point $s \in S$ is

$$
\chi\left(Y_{a(s)}, \omega_{Y_{a, s} / X_{s}}\left(D_{0}\right)\right)-\chi\left(Y_{a(s)}, \mathcal{F}_{s}\right)=d-i .
$$

CLAIM 1
The scheme Quot $^{d-i}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\text {int }}\right)$ is smooth over $k$.

## Proof

Let $S$ be the spectrum of an Artinian $k$-algebra. Fix an $S$-point $a \in \mathcal{A}^{\text {int }}(S)$ and $(\mathcal{F}, \beta) \in$ Quot $^{d-i}\left(\omega_{Y_{a} / X}\left(D_{0}\right) / Y_{a}\right)(S)$. Alternatively, we view this point as $(\mathcal{E}, \phi, \mu)$, where $(\mathcal{E}, \phi)$ is a Higgs bundle and where $\mu: \mathcal{E} \rightarrow \mathcal{O}_{X \times S}\left(D_{0}\right)$.

Similar to the deformation theoretic calculation of Biswas and Ramanan [4] for Higgs bundles, the obstruction for the infinitesimal liftings of $(\mathcal{E}, \phi, \mu)$ is $H^{1}(X \times$ $S, \mathcal{K}$ ), where $\mathcal{K}$ is the two-step complex (in degree -1 and 0 )

$$
\begin{equation*}
\operatorname{End}(\mathscr{E}) \xrightarrow{[-, \phi]+\mu^{*}} \operatorname{End}(\mathscr{E}) \otimes \mathscr{L}(D) \oplus \mathcal{E}^{\vee}\left(D_{0}\right) \tag{3.2.3}
\end{equation*}
$$

Here the map $\mu^{*}: \operatorname{End}(\mathcal{E}) \rightarrow \mathcal{E}^{\vee}\left(D_{0}\right)$ sends $\psi \in \operatorname{End}(\mathcal{E})$ to $\mathcal{E} \xrightarrow{\psi} \mathcal{E} \xrightarrow{\mu} \mathcal{O}_{X \times S}\left(D_{0}\right)$. We need to prove that $H^{1}(X \times S, \mathcal{K})=0$. Let $\mathcal{P}$ be the kernel of the transpose of (3.2.3). Then Serre duality implies that

$$
H^{1}(X \times S, \mathcal{K})=H^{0}\left(X \times S, \mathcal{P} \otimes \omega_{X}\right)^{\vee}
$$

Let $\mathcal{P}^{\prime}$ be the kernel of $[\phi,-]: \operatorname{End}(\mathcal{E}) \otimes \mathscr{L}^{\vee}(-D) \rightarrow \operatorname{End}(\mathcal{E})$ (the transpose of $\operatorname{End}(\mathcal{E}) \xrightarrow{[-, \phi]} \operatorname{End}(\mathcal{E}) \otimes \mathscr{L}(D))$. We have an exact sequence:

$$
0 \rightarrow \mathcal{P}^{\prime} \rightarrow \mathcal{P} \rightarrow \mathcal{E}\left(-D_{0}\right)
$$

We claim that $\mathcal{P}^{\prime}$ is equal to $\mathcal{P}$. In fact, since $\mathcal{P} / \mathcal{P}^{\prime} \subset \mathcal{E}\left(-D_{0}\right)$ is torsion-free as an $\mathcal{O}_{X}$-module, it suffices to argue that $\mathscr{P}^{\prime}=\mathcal{P}$ over $S \times \operatorname{Spec} K$, where Spec $K$ is a geometric generic point of $X$. Write $S \times \operatorname{Spec} K$ as $\operatorname{Spec} R$, with $R$ an Artinian $K$-algebra. Over Spec $R$, we can identify $\mathcal{E}_{R}=R^{n}$, trivialize $\mathscr{L}, \mathcal{O}_{X \times S}(D)$ and
$\mathcal{O}_{X \times S}\left(D_{0}\right)$, and diagonalize $\phi=\operatorname{diag}\left\{c_{1}, \ldots, c_{n}\right\}$ with $c_{i} \in R$ (since $\phi$ is generically regular semisimple). Write $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right) \in R^{n, \vee}$ under the standard dual basis. Then $\left\{\mu, \mu \phi, \ldots, \mu \phi^{n-1}\right\}$ form a basis of $R^{n, \vee}$ (this follows from the fact that $\mu$ : $\mathcal{E} \rightarrow \mathcal{O}_{X \times S}\left(D_{0}\right)$ is adjoint to an injection $\left.\beta: \mathcal{F} \rightarrow \omega_{Y_{a} / X \times S}\left(D_{0}\right)\right)$. This implies that $\mu_{i} \in R^{\times}, \forall i$. The transpose of the map (3.2.3) restricted to Spec $R$ has the form

$$
\begin{align*}
\mathfrak{g l}_{n}(R) \oplus R^{n} & \rightarrow \mathfrak{g l}_{n}(R),  \tag{3.2.4}\\
(\psi, \lambda) & \mapsto[\phi, \psi]+{ }^{t} \mu \cdot \lambda .
\end{align*}
$$

Suppose that $[\phi, \psi]+{ }^{t} \mu \cdot \lambda=0$ for some $\psi \in \mathfrak{g l}_{n}(R)$, and suppose that $\lambda=$ $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in R^{n}$. Comparing diagonal entries gives $\mu_{i} \lambda_{i}=0$ for all $i$. Since $\mu_{i} \in R^{\times}$, we conclude that $\lambda=0$. Hence the kernel of (3.2.4) necessarily lies in $\mathfrak{g l}_{n}(R)$; that is, $\mathcal{P}^{\prime}=\mathcal{P}$ over Spec $R$. This implies that $\mathcal{P}^{\prime}=\mathcal{P}$.

By Serre duality again, $H^{0}\left(X \times S, \mathcal{P}^{\prime} \otimes \omega_{X}\right)^{\vee}=H^{1}\left(X \times S, \mathcal{K}^{\prime}\right)$ calculates the obstruction to lifting the $\operatorname{Higgs}$ bundle $(\mathcal{E}, \phi)$, where $\mathcal{K}^{\prime}$ is the complex $\operatorname{End}(\mathcal{E}) \xrightarrow{[-, \phi]}$ $\operatorname{End}(\mathcal{E}) \otimes \mathscr{L}(D)$ (in degree -1 and 0 ). Since the Hitchin moduli space $\left.\mathcal{M}_{i}^{\text {Hit }}\right|_{\mathcal{A}^{\text {int }}}$ is smooth by [12, proposition 4.14.1] (here we used the assumption $\operatorname{deg}(D) \geq 2 g-1$ ), the obstruction $H^{0}\left(X \times S, \mathcal{P}^{\prime} \otimes \omega_{X}\right)=0$. By the above discussions, $H^{1}(X \times$ $S, \mathcal{K})=H^{0}\left(X \times S, \mathcal{P} \otimes \omega_{X}\right)^{\vee}=H^{0}\left(X \times S, \mathcal{P}^{\prime} \otimes \omega_{X}\right)^{\vee}=0$, hence there is no obstruction to lifting $(\mathscr{E}, \phi, \mu)$; that is, Quot $^{d-i}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\text {int }}\right)$ is smooth over $k$.

Since $d+i \geq d \geq 2 g_{Y}-1,\left(\mathrm{AJ}_{d+i}\right)^{\vee}$ is smooth and schematic by [1, Theorem 8.4(v)]. By Claim 1 above, Quot ${ }^{d-i}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\text {int }}\right)$ is a smooth scheme over $k$. By diagram (3.2.2), $\mathcal{M}_{i}^{\text {int }}$ is a smooth scheme over $k$.

We have a $\mathbb{G}_{m} \times \mathbb{G}_{m}$ action on $\mathcal{M}_{i}^{\text {int }}$, where $\left(c_{1}, c_{2}\right)$ acts by changing $(\mathcal{F}, \alpha, \beta)$ to ( $\mathcal{F}, c_{1} \alpha, c_{2} \beta$ ). It is easy to see that $\left(c, c^{-1}\right)$ acts trivially so that the action factors through the multiplication map $\mathbb{G}_{m} \times \mathbb{G}_{m} \rightarrow \mathbb{G}_{m}$. This $\mathbb{G}_{m}$-action is free and the quotient $\overline{\mathcal{M}}_{i}^{\text {int }}$ exists as a scheme. In fact, we can define $\overline{\mathcal{M}}_{i}^{\text {int }}$ by a similar Cartesian diagram as (3.2.2) (the only difference is that the stack $\overline{\mathcal{P i c}}^{i-n(g-1)}\left(Y / \mathcal{A}^{\text {int }}\right)$ is replaced by the scheme $\left.\overline{\mathrm{Pic}}^{i-n(g-1)}\left(Y / \mathcal{A}^{\text {int }}\right)\right)$ :

$$
\begin{gather*}
\overline{\mathcal{M}}_{i}^{\mathrm{int}} \longrightarrow \mathrm{Quot}^{d-i}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\mathrm{int}}\right)  \tag{3.2.5}\\
\downarrow \begin{array}{|}
\text { AJ } \\
\mathrm{AJ}_{d-i}
\end{array} \\
\text { Quot }^{d+i}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\mathrm{int}}\right) \xrightarrow{\left(\mathrm{AJ}_{d+i}\right)^{\vee}} \overline{\operatorname{Pic}}^{i-n(g-1)}\left(Y / \mathcal{A}^{\mathrm{int}}\right) .
\end{gather*}
$$

From diagram (3.2.5), we see that $\overline{\mathcal{M}}_{i}^{\text {int }}$ is proper over $\mathcal{A}^{\text {int }}$ because the Quotscheme $\mathrm{Quot}{ }^{d+i}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\mathrm{int}}\right)$ is proper over $\mathcal{A}^{\text {int }}$ and the morphism $\mathrm{AJ}_{d-i}$ is proper. Moreover, we have a Cartesian diagram,

where the horizontal maps are $\mathbb{G}_{m}$ torsors. Since both $\overline{\mathcal{M}}_{i}^{\text {int }}$ and $\mathcal{A}^{\text {int }} \times \mathbb{P} \mathcal{B}^{\times}$are proper over $\mathcal{A}^{\text {int }}$, the morphism $\overline{f_{i}^{\text {int }}}$ is proper. Therefore, $f_{i}^{\text {int }}$ is also proper. This completes the proof.

### 3.3. The moduli space associated to $\mathfrak{u}_{n}$

Consider the functor $\underline{\mathcal{N}}: \operatorname{Sch} / k \rightarrow \operatorname{Grpd}:$
$S \mapsto\left\{\left(\mathcal{E}^{\prime}, h, \phi^{\prime}, \mu^{\prime}\right) \left\lvert\, \begin{array}{l}\mathcal{E}^{\prime} \text { is a vector bundle of rank } n \text { over } X^{\prime} \times S, \\ h: \mathcal{E}^{\prime} \xrightarrow{\rightarrow} \sigma^{*}\left(\mathcal{E}^{\prime}\right)^{\vee} \text { is a Hermitian form, that is, } \sigma^{*} h^{\vee}=h, \\ \phi^{\prime}: \mathcal{E}^{\prime} \rightarrow \mathcal{E}^{\prime}(D) \text { such that } \sigma^{*} \phi^{\prime \vee} \circ h+h \circ \phi^{\prime}=0, \\ \mu^{\prime}: \mathcal{E}^{\prime} \rightarrow \mathcal{O}_{X^{\prime} \times S}\left(D_{0}\right)\end{array}\right.\right\}$.
Here $(-)^{\vee}=\underline{\operatorname{Hom}}_{X^{\prime} \times S}\left(-, \mathcal{O}_{\left.X^{\prime} \times S\right)}\right.$. It is clear that $\underline{\mathcal{N}}$ is represented by an algebraic stack $\mathcal{N}$ locally of finite type.

Recall that we also have the usual Hitchin moduli stack $\mathcal{N}^{\text {Hit }}$ for $\mathrm{U}_{n}$ classifying only the triples ( $\mathcal{E}^{\prime}, h, \phi^{\prime}$ ) as above. (For details about this Hitchin stack, we refer the readers to [10].)

For $\left(\mathcal{E}^{\prime}, h, \phi^{\prime}, \mu^{\prime}\right) \in \mathcal{N}(S)$, since $\sigma^{*} \phi^{\wedge}=-h \circ \phi^{\prime} \circ h^{-1}$, we have

$$
a_{i}=\operatorname{Tr}\left(\bigwedge^{i} \phi^{\prime}\right) \in H^{0}\left(X^{\prime} \times S, \mathcal{O}_{X^{\prime} \times S}(i D)\right)^{\sigma=(-1)^{i}}=H^{0}\left(X, \mathscr{L}(D)^{\otimes i}\right)
$$

Let $\lambda^{\prime}=h^{-1} \circ \sigma^{*} \mu^{\prime \nu}: \mathcal{O}_{X^{\prime} \times S}\left(-D_{0}\right) \rightarrow \sigma^{*} \mathcal{E}^{\prime \vee} \xrightarrow{\sim} \mathcal{E}^{\prime}$. Consider the homomorphism

$$
b_{i}^{\prime}: \mathcal{O}_{X^{\prime} \times S}\left(-D_{0}\right) \xrightarrow{\lambda^{\prime}} \mathcal{E} \xrightarrow{\phi^{i}} \mathcal{E}^{\prime}(i D) \xrightarrow{\mu^{\prime}} \mathcal{O}_{X^{\prime} \times S}\left(D_{0}+i D\right)
$$

We have a canonical isomorphism,

$$
\begin{aligned}
\iota: \sigma^{*} b_{i}^{\prime v} & \cong \sigma^{*} \lambda^{\prime \vee} \circ\left(\sigma^{*} \phi^{\prime \vee}\right)^{i} \circ \sigma^{*} \mu^{\prime \nu} \\
& \cong \mu^{\prime} \circ h^{-1} \circ\left(-h \circ \phi^{\prime} \circ h^{-1}\right)^{i} \circ h \circ \lambda^{\prime} \\
& =(-1)^{i} \mu^{\prime} \circ \phi^{\prime i} \circ \lambda^{\prime}=(-1)^{i} b_{i}^{\prime},
\end{aligned}
$$

such that $\sigma^{*} \iota^{\vee}=\iota$. Therefore, $b_{i}^{\prime}$ comes from a homomorphism:

$$
b_{i}: \mathcal{O}_{X \times S}\left(-D_{0}\right) \rightarrow \mathcal{O}_{X \times S}\left(D_{0}\right) \otimes \mathscr{L}(D)^{\otimes i}
$$

In other words, we may view $b_{i}$ as an element in $H^{0}\left(X \times S, \mathcal{O}_{X \times S}\left(2 D_{0}\right) \otimes \mathscr{L}(D)^{\otimes i}\right)$. The map that sends $\left(\mathcal{E}^{\prime}, h, \phi^{\prime}, \lambda^{\prime}\right) \in \mathcal{N}(S)$ to $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{A}(S)$ and $b=$ $\left(b_{0}, \ldots, b_{n-1}\right) \in \mathscr{B}(S)$ defines a morphism:

$$
g: \mathcal{N} \rightarrow \mathcal{A} \times \mathscr{B}
$$

Let $\mathcal{N}^{\text {int }}$ be the restriction of $\mathcal{N}$ to $\mathcal{A}^{\text {int }} \times \mathcal{B}^{\times}$. Similar to Lemma 3.2.3, we can rewrite $\mathcal{N}^{\text {int }}$ in terms of spectral curves.

## LEMMA 3.3.1

The stack $\mathcal{N}^{\text {int }}$ represents the following functor

$$
S \mapsto\left\{\left(a, \mathcal{F}^{\prime}, \beta^{\prime}\right) \left\lvert\, \begin{array}{l}
a \in \mathcal{A}^{\text {int }}(S), \mathcal{F}^{\prime} \in \overline{\operatorname{Pic}}\left(Y_{a}^{\prime} / S\right), h: \mathcal{F}^{\prime} \xrightarrow{\sim} \sigma^{*}\left(\mathcal{F}^{\prime \vee}\right), \\
\text { such that } \sigma^{*} h^{\vee}=h \text { and } \mathcal{F}^{\prime} \xrightarrow{\beta^{\prime}} \omega_{Y_{a}^{\prime} / X \times S}\left(D_{0}\right), \\
\text { which is nonzero along each geometric fiber of } Y_{a}^{\prime} \rightarrow S
\end{array}\right.\right\} .
$$

For $\left(\mathcal{F}^{\prime}, h, \beta^{\prime}\right) \in \mathcal{N}_{a}^{\text {int }}(S)$, let $\gamma^{\prime}=\beta^{\prime} \circ \alpha^{\prime}$, where $\alpha^{\prime}=h^{-1} \circ \sigma^{*} \beta^{\nu}$ : $\mathcal{O}_{Y_{a}^{\prime}}\left(-D_{0}\right) \rightarrow \mathcal{F}^{\prime}$. Then $\gamma^{\prime} \in \operatorname{Hom}_{Y_{a}^{\prime}}\left(\mathcal{O}_{Y_{a}^{\prime}}\left(-D_{0}\right), \omega_{Y_{a}^{\prime} / X \times S}\left(D_{0}\right)\right)$ satisfies $\sigma^{*} \gamma^{\prime \nu}=\gamma^{\prime}$. Therefore, $\gamma^{\prime}$ comes from $\gamma \in \operatorname{Hom}_{Y_{a}}\left(\mathcal{O}_{Y_{a}}\left(-D_{0}\right), \omega_{Y_{a} / X \times S}\left(D_{0}\right)\right)$ via pullback along the double cover $\pi_{a}: Y_{a}^{\prime} \rightarrow Y_{a}$. It is easy to see that this $\gamma$ is the same as the $\gamma_{a, b}$ defined in Remark 3.2.4.

PROPOSITION 3.3.2
Suppose that $n\left(\operatorname{deg}\left(D_{0}\right)-g+1\right) \geq g_{Y}$. Then the stack $\mathcal{N}^{\text {int }}$ is a scheme smooth over $k$ and the morphism $g^{\text {int }}: \mathcal{N}^{\text {int }} \rightarrow \mathcal{A}^{\text {int }} \times \mathcal{B}^{\times}$is proper.

## Proof

By the moduli interpretation given in Lemma 3.3.1, we have a Cartesian diagram,

which, on the level of $S$-points over $a \in \mathcal{A}^{\text {int }}(S)$, is defined as


Here $\mathcal{F}^{\prime}$ has Euler characteristic $-2 n(g-1)$ along every geometric fiber of $Y_{a}^{\prime} \rightarrow S$ because $\mathcal{F}^{\prime} \cong \sigma^{*} \mathcal{F}^{\prime N}$.

Since $u$ is schematic and since Quot $^{2 d}\left(\omega_{Y / X}\left(D_{0}\right) / Y^{\prime} / \mathcal{A}^{\text {int }}\right)$ is a scheme, we see that $\mathcal{N}^{\text {int }}$ is a scheme. By $[10$, propositions $2.5 .2,2.8 .4],\left.\mathcal{N}^{\mathrm{Hit}}\right|_{\mathcal{A}}{ }^{\text {int }}$ is smooth over $k$ and proper over $\mathcal{A}^{\text {int }}$. Moreover, since $d=n \operatorname{deg}\left(D_{0}-g+1\right)+g_{Y}-1 \geq 2 g_{Y}-1=g_{Y}^{\prime}$, $2 d \geq 2 g_{Y}^{\prime}$; therefore, $\mathrm{AJ}_{2 d}$ is smooth by [1, Theorem 8.4(v)]. Therefore, $\mathcal{N}^{\text {int }}$ is a smooth scheme over $k$.

We have a $\mathbb{G}_{m}$-action on $\mathcal{N}^{\text {int }}$ by rescaling $\beta^{\prime}$. Unlike the case of $\mathcal{M}_{i}^{\text {int }}$, this action is not free: the subgroup $\mu_{2} \subset \mathbb{G}_{m}$ acts trivially. The quotient of $\mathcal{N}^{\text {int }}$ by this $\mathbb{G}_{m}$-action is a Deligne-Mumford stack $\mathcal{N}^{\text {int }}$ proper over $\left.\mathcal{N}^{\text {Hit }}\right|_{\mathcal{A}}$ int , and hence proper over $\mathscr{A}^{\text {int }}$. Let $\left(\mathbb{P} \mathcal{B}^{\times}\right)^{\prime}$ be the quotient of $\mathscr{B}^{\times}$by the square action of the dilation by $\mathbb{G}_{m}$. This is a separated Deligne-Mumford stack. Therefore, $\overline{\mathcal{N}}^{\text {int }}$ is proper over $\mathscr{A}^{\text {int }} \times\left(\mathbb{P} \mathcal{B}^{\times}\right)^{\prime}$. We have a Cartesian diagram:


This implies that $g^{\text {int }}: \mathcal{N}^{\text {int }} \rightarrow \mathcal{A}^{\text {int }} \times \mathcal{B}^{\times}$is also proper.

### 3.4. The product formulas

We want to express the fibers of $f_{i}^{\text {int }}$ in terms of local moduli spaces similar to $\mathcal{M}_{i, a, b}^{\text {loc }}$ defined in Section 2.3. To simplify the notations, we only consider fibers $\mathcal{M}_{i, a, b}^{\text {int }}$ where $(a, b) \in \mathcal{A}^{\text {int }}(k) \times \mathscr{B}^{\times}(k)$, but the argument is valid for $(a, b) \in \mathcal{A}^{\text {int }}(\Omega) \times \mathcal{B}^{\times}(\Omega)$ for any field $\Omega \supset k$.

Let $|X|$ be the set of closed points of $X$. For any $x \in|X|$, let $\mathcal{O}_{X, x}$ be the completed local ring of $X$ at $x$ with fraction field $F_{x}$ and residue field $k(x)$. Then $\mathcal{O}_{X, x}$ is naturally a $k(x)$-algebra. Let $\mathcal{O}_{X^{\prime}, x}$ be the completed semilocal ring of $X^{\prime}$ along $\pi^{-1}(x)$ (recall Notation 1.6.3), and let $E_{x}$ be its ring of fractions. Then $E_{x}$ is an unramified (split or nonsplit) quadratic extension of $F_{x}$.

Fix an $\sigma$-equivariant trivialization of $\mathcal{O}_{X^{\prime}}(D)$ along $\operatorname{Spec} \mathcal{O}_{X^{\prime}, x}$, which allows us to identify $\left.\mathscr{L}\right|_{\text {Spec }} \mathcal{O}_{X, x}$ with $\mathcal{O}_{E_{x}}^{-}$. Fix a trivialization of $\mathcal{O}_{X}\left(D_{0}\right)$ over $\operatorname{Spec} \mathcal{O}_{X, x}$. Using these trivializations, we can identify the restriction of $(a, b)$ on $\operatorname{Spec} \mathcal{O}_{X, x}$ with a collection of invariants $a_{x}=\left(a_{1, x}, \ldots, a_{n, x}\right)$ and $b_{x}=\left(b_{0, x}, \ldots, b_{n-1, x}\right)$ such that $a_{i, x}, b_{i, x} \in\left(\mathcal{O}_{E_{x}}\right)^{\sigma=(-1)^{i}}$. Using $F_{x}, E_{x}$, and $\left(a_{x}, b_{x}\right)$ in place of $F, E$, and $(a, b)$, respectively, in the discussion of Sections 2.2 and 2.3 , we can define the $\mathcal{O}_{F_{x}}$ algebra $R_{a_{x}}$, which is isomorphic to $\mathcal{O}_{Y_{a}, x}$ (see Notation 1.6.3). The trivializations also identify $R_{a_{x}}^{\vee}$ with $\left.\omega_{Y_{a} / X}\left(D_{0}\right)\right|_{\text {Spec }} \mathcal{O}_{\gamma_{a}, x}$ and $\gamma_{a_{x}, b_{x}}: R_{a_{x}} \rightarrow R_{a_{x}}^{\vee}($ defined in (2.2.4)) with $\left.\gamma_{a, b}\right|_{\operatorname{Spec} \mathcal{O}_{Y, x}}$ (defined in Remark 3.2.4). As in (2.4.1), $R_{a_{x}}\left(E_{x}\right)$ has a natural Hermitian form under which $R_{a_{x}}\left(\mathcal{O}_{E_{x}}\right)$ and $R_{a_{x}}^{\vee}\left(\mathcal{O}_{E_{x}}\right)$ are dual to each other.

With these data, we can define the local moduli spaces of lattices $\mathcal{M}_{i_{x}, a_{x}, b_{x}}^{\text {loc }}\left(i_{x} \in \mathbb{Z}\right)$ and $\mathcal{N}_{a_{x}, b_{x}}^{\text {loc }}$ as in Sections 2.3 and 2.4, which are projective schemes over $k(x)$. To emphasize their dependence on the point $x$, we denote them by $\mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}$ and $\mathcal{N}_{a_{x}, b_{x}}^{x}$.

## PROPOSITION 3.4.1

For $(a, b) \in \mathcal{A}^{\mathrm{int}}(k) \times \mathscr{B}^{\times}(k)$, there is an isomorphism of schemes over $k$ :

$$
\begin{equation*}
\mathcal{M}_{i, a, b} \cong \coprod_{\left.\sum[k(x): k]\right]_{x}=d-i}\left(\prod_{x \in|X|} \operatorname{Res}_{k(x) / k} \mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}\right) \tag{3.4.1}
\end{equation*}
$$

Here $|X|$ is the set of closed points of $X$, and $\operatorname{Res}_{k(x) / k}$ means restriction of scalars. The disjoint union is taken over the set of all assignments $x \in|X| \mapsto i_{x} \in \mathbb{Z}$ such that $\sum_{x \in|X|}[k(x): k] i_{x}=d-i$. The product is the fiber product of schemes over $k$.

## Proof

First we remark that the right-hand side in the isomorphism (3.4.1) is in fact finite. Note that for each $x \in|X|$, there are only finitely many $i_{x}$ such that $\mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}$ is nonempty (more precisely, $0 \leq i \leq \operatorname{val}_{x}\left(\Delta_{a_{x}, b_{x}}\right)$ ). For fixed $(a, b) \in \mathcal{A}^{\text {int }}(k) \times \mathscr{B}^{\times}(k)$, the map $\gamma_{a, b}: \mathcal{O}_{Y_{a}}\left(-D_{0}\right) \rightarrow \omega_{Y_{a} / X}\left(D_{0}\right)$ is an isomorphism away from a finite subset $Z \subset|X|$, and when $\gamma_{x}$ is an isomorphism, $\mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x} \cong \operatorname{Spec} k(x)$. Therefore, we can rewrite the right-hand side of (3.4.1) as a finite disjoint union of

$$
\prod_{x \in Z} \operatorname{Res}_{k(x) / k} \mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}
$$

which makes sense.
By the Cartesian diagram (3.2.2), the assignment $(\mathscr{F}, \alpha, \beta) \mapsto \operatorname{coker}(\beta)$ defines an isomorphism of schemes,

$$
\mathcal{M}_{i, a, b} \cong \operatorname{Quot}^{d-i}\left(\mathcal{Q} / Y_{a} / k\right)
$$

where $\mathcal{Q}=\operatorname{coker}\left(\gamma_{a, b}\right)$. Since $\gamma_{a, b}$ is an isomorphism over $X-Z, Q$ is supported over $Z \times S$. Therefore, we get a canonical decomposition,

$$
\mathcal{Q}=\bigoplus_{x \in Z} \mathcal{Q}_{x},
$$

with each $\mathcal{Q}_{x}$ supported over $x$. We get a corresponding decomposition of the Quotscheme

$$
\operatorname{Quot}^{d-i}\left(Q / Y_{a} / k\right) \cong \coprod_{\left.\sum[k(x): k]\right]_{x}=d-i}\left(\prod_{x \in Z} \operatorname{Res}_{k(x) / k} \operatorname{Quot}^{i_{x}}\left(Q_{x} / R_{a_{x}} / k(x)\right)\right)
$$

To prove the isomorphism (3.4.1), it remains to identify Quot $^{i_{x}}\left(Q_{x} / R_{a_{x}} / k(x)\right)$ with $\mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}$, but this is obvious from definition.

Similarly, we have the following.
PROPOSITION 3.4.2
For $(a, b) \in \mathcal{A}^{\operatorname{int}}(k) \times \mathscr{B}^{\times}(k)$, we have the following isomorphism of schemes over $k$ :

$$
\begin{equation*}
\mathcal{N}_{a, b} \cong \prod_{x \in|X|} \operatorname{Res}_{k(x) / k} \mathcal{N}_{a_{x}, b_{x}}^{x} \tag{3.4.2}
\end{equation*}
$$

COROLLARY 3.4.3
For any geometric point $(a, b) \in \mathcal{A}^{\text {int }}(\Omega) \times \mathscr{B}^{\times}(\Omega)$, there is an isomorphism of schemes over $\Omega$ :

$$
\coprod_{i=-d}^{d} \mathcal{M}_{i, a, b} \cong \mathcal{N}_{a, b} .
$$

## Proof

This follows from the two product formulas and Lemma 2.7.3.

### 3.5. Smallness

Recall that in [12, sections 3.6.3, 4.4.3], Ngô defines the local and global Serre invariants for points on the Hitchin base. In our case, for a geometric point $a \in \mathcal{A}(\Omega)$, let $\widetilde{Y}_{a} \rightarrow Y_{a}$ be the normalization. Then the local and global Serre invariants are

$$
\begin{aligned}
\delta(a, x) & =\operatorname{dim}_{\Omega}\left(\mathcal{O}_{\widetilde{Y}_{a}, x} / \mathcal{O}_{Y_{a}, x}\right), \\
\delta(a) & =\operatorname{dim}_{\Omega} H^{0}\left(Y_{a}, \mathcal{O}_{\tilde{Y}_{a}} / \mathcal{O}_{Y_{a}}\right)=\sum_{x \in X(\Omega)} \delta(a, x) .
\end{aligned}
$$

COROLLARY 3.5.1
For any geometric point $(a, b) \in\left(\mathscr{A}^{\mathrm{int}} \times \mathscr{B}^{\times}\right)(\Omega)$, we have

$$
\begin{equation*}
\operatorname{dim}_{\Omega} \mathcal{N}_{a, b}=\sup _{i} \operatorname{dim}_{\Omega} \mathcal{M}_{i, a, b} \leq \delta(a) \tag{3.5.1}
\end{equation*}
$$

## Proof

The first equality follows from Lemma 2.7.3. Now we prove the inequality.
For each $x \in X(\Omega), \mathcal{M}_{i, a_{x}, b_{x}}^{x}$ is a subscheme of the affine Springer fiber of $\mathrm{GL}_{n}$ associated to a regular semisimple element with characteristic polynomial $a_{x}$. On the other hand, $\delta(a, x)$ is the dimension of that affine Springer fiber (see Bezrukavnikov's dimension formula [3, Main Theorem], and [12, section 3.7.5]). Therefore,

$$
\begin{equation*}
\operatorname{dim}_{\Omega} \mathcal{M}_{i, a_{x}, b_{x}}^{x} \leq \delta(a, x) \tag{3.5.2}
\end{equation*}
$$

Now the inequality (3.5.1) follows from the product formula (3.4.1) (note that we only formulated the product formula for $k$-points $(a, b)$ of $\mathcal{A}^{\text {int }} \times \mathscr{B}^{\times}$, but it has an obvious version for any geometric point of $\mathcal{A}^{\text {int }} \times \mathscr{B}^{\times}$.)

For each $\delta \geq 0$, let $\mathcal{A}^{\leq \delta}$ (resp., $\mathcal{A}^{\geq \delta}$ ) be the open (resp., closed) subset of $\mathcal{A}^{\text {int }}$ consisting of those geometric points $a$ such that $\delta(a) \leq \delta$ (resp., $\delta(a) \geq \delta$ ). Recall the following estimate of Ngô ([12, proposition 5.7.2], based on local results of Goresky, Kottwitz, and MacPherson on the root valuation strata [6]). For each $\delta \geq 0$, there is a number $c_{\delta} \geq 0$, such that whenever $\operatorname{deg}(D) \geq c_{\delta}$, we have

$$
\begin{equation*}
\operatorname{codim}_{\mathcal{A}_{D}^{\operatorname{in}}\left(\mathcal{A}_{D}^{\geq \epsilon}\right) \geq \epsilon, \quad \forall 1 \leq \epsilon \leq \delta . . . ~} \tag{3.5.3}
\end{equation*}
$$

Here we write $\mathcal{A}_{D}^{\text {int }}$ to emphasize the dependence of $\mathcal{A}^{\text {int }}$ on $D$.
Finally, we prove the smallness.
PROPOSITION 3.5.2
Fix $\delta \geq 0$. For $\operatorname{deg}(D) \geq c_{\delta}$ and for $n\left(\operatorname{deg}\left(D_{0}\right)-g+1\right) \geq \delta+g_{Y}$, the morphisms

$$
\begin{aligned}
& f_{i}^{\leq \delta}: \mathcal{M}_{i}^{\leq \delta}=\left.\mathcal{M}_{i}^{\text {int }}\right|_{\mathcal{A}^{\leq \delta \delta}} \rightarrow \mathcal{A}^{\leq \delta} \times \mathcal{B}^{\times}, \quad \forall-d \leq i \leq d, \\
& g^{\leq \delta}: \mathcal{N}^{\leq \delta}=\left.\mathcal{N}^{\text {int }}\right|_{\mathcal{A} \leq \delta} \rightarrow \mathcal{A}^{\leq \delta} \times \mathcal{B}^{\times}
\end{aligned}
$$

are small.

## Proof

First, by Corollary 3.4.3, for any geometric point $(a, b) \in \mathcal{A}^{\text {int }} \times \mathscr{B}^{\times}$and for any integer $i, \operatorname{dim} \mathcal{M}_{i, a, b} \leq \operatorname{dim} \mathcal{N}_{a, b}$; therefore, the smallness of $g^{\leq \delta}$ implies the smallness of $f_{i}^{\leq \delta}$.

Now we prove that $g^{\leq \delta}$ is small. For each $j \geq 1$, let $\left(\mathcal{A}^{\text {int }} \times \mathscr{B}^{\times}\right)_{j}$ be the locus where the fiber of $g_{i}^{\text {int }}$ has dimension $j$. By Corollary 3.5.1, we have

$$
\left(\mathcal{A}^{\text {int }} \times \mathscr{B}^{\times}\right)_{j} \subset \mathscr{A}^{\geq j} \times \mathscr{B}^{\times} .
$$

In particular, $\left(\mathscr{A}^{\leq \delta} \times \mathfrak{B}^{\times}\right)_{j}$ is nonempty only if $j \leq \delta$.

## CLAIM 2

For every geometric point $a \in \mathcal{A}^{\text {int }}(\Omega)$, the morphism $g_{a}^{\text {int }}: \mathcal{N}_{a}^{\text {int }} \rightarrow \mathcal{B}^{\times} \otimes_{k} \Omega$ is dominant and generically finite when restricted to every irreducible component of $\mathcal{N}_{a}^{\text {int. }}$.

## Proof

To simplify the notation, we base change everything to $\operatorname{Spec}(\Omega)$ via $a \in \mathcal{A}^{\text {int }}(\Omega)$, and we omit $\Omega$ from the notations.

Let $\mathcal{B}^{a} \subset \mathscr{B}$ be the open subset consisting of geometric points $b$ such that $\gamma_{a, b}: \mathcal{O}_{Y_{a}}\left(-D_{0}\right) \rightarrow \omega_{Y_{a} / X}\left(D_{0}\right)$ is an isomorphism at all singular points of $Y_{a}$. It is clear from the product formula (3.4.2) that if $b \in \mathscr{B}^{a}$, then $\mathcal{N}_{a, b}$ is finite and nonempty over $\Omega$ (finiteness follows from the discussion in Lemma 2.5.5).

Note that, by the Cartesian diagram (3.3.1), the morphism $r: \mathcal{N}_{a}^{\text {int }} \rightarrow \mathcal{N}_{a}^{\text {Hit }}$ is smooth with fibers isomorphic to punctured vector spaces; therefore, each irreducible component $C$ of $\mathcal{N}_{a}^{\text {int }}$ is of the form $r^{-1}\left(C^{\prime}\right)$ for some irreducible component $C^{\prime}$ of $\mathcal{N}_{a}^{\text {Hit }}$. By [12, corollaire 4.16.3], $\mathcal{N}_{a}^{\text {Hit }}$ is equidimensional, and therefore so is $\mathcal{N}_{a}^{\text {int }}$. Therefore, it suffices to show that for each irreducible component $C$ of $\mathcal{N}_{a}^{\text {int }}$, we have $g_{a}^{\text {int }}(C) \cap \mathscr{B}^{a} \neq \varnothing$. Because then $\left.g_{a}^{\text {int }}\right|_{C}$ must be generically finite onto its image; but by the equidimensionality statement, we have $\operatorname{dim} C=\operatorname{dim} \mathcal{N}_{a}^{\text {int }}=\operatorname{dim} \mathscr{B}^{a}=\operatorname{dim} \mathscr{B}$, and therefore $g_{a}^{\text {int }}(C)=\mathscr{B}^{\times}$.

Now we fix an irreducible component $C \subset \mathcal{N}_{a}^{\text {int }}$ of the form $r^{-1}\left(C^{\prime}\right)$, where $C^{\prime} \subset \mathcal{N}_{a}^{\text {Hit }}$ is an irreducible component. We argue that $g_{a}^{\text {int }}(C) \cap \mathscr{B}^{a} \neq \varnothing$. By [12, proposition 4.16.1], the locus of $\left(\mathscr{F}^{\prime}, h\right) \in C^{\prime}$, where $\mathscr{F}^{\prime}$ is a line bundle on $Y_{a}^{\prime}$, is dense. Let $\left(\mathcal{F}^{\prime}, h\right) \in C^{\prime}$ be such a point. Since $Y_{a}^{\prime}$ is embedded in a smooth surface, and hence Gorenstein; $\omega_{Y_{a}^{\prime} / X}$ is a line bundle on $Y_{a}^{\prime}$, and hence $\mathcal{F}^{\prime N}$ is also a line bundle.

Let $Z$ be the singular locus of $Y_{a}$. By the definition of $\delta(a)$, we have

$$
\# Z \leq \operatorname{dim} H^{0}\left(Y_{a}, \mathcal{O}_{\widetilde{Y}_{a}} / \mathcal{O}_{Y_{a}}\right)=\delta(a),
$$

where $\widetilde{Y}_{a}$ is the normalization of $Y_{a}$.
To show that $g_{a}^{\text {int }}(C) \cap \mathscr{B}^{a} \neq \varnothing$, we only have to find $\beta^{\prime} \in \operatorname{Hom}\left(\mathcal{F}^{\prime}, \omega_{Y_{a}^{\prime} / X}\left(D_{0}\right)\right)=$ $H^{0}\left(Y_{a}^{\prime}, \mathcal{F}^{\prime N}\left(D_{0}\right)\right)$ such that coker $\left(\beta^{\prime}\right)$ avoids the singular locus $Z^{\prime}=\pi_{a}^{-1}(Z)$ of $Y_{a}^{\prime}$,
since the support of $\operatorname{coker}(\gamma)$ is the same as the projection of the support of $\operatorname{coker}\left(\beta^{\prime}\right)$ to $Y_{a}$.

Consider the evaluation map

$$
0 \rightarrow \mathcal{K} \rightarrow \mathcal{F}^{\prime N}\left(D_{0}\right) \xrightarrow{\oplus \operatorname{ev}\left(y^{\prime}\right)} \bigoplus_{y^{\prime} \in \mathcal{Z}^{\prime}} \Omega\left(y^{\prime}\right) \rightarrow 0 .
$$

Note that
$\chi\left(Y_{a}^{\prime}, \mathcal{K}\right)=\chi\left(Y_{a}^{\prime}, \mathcal{F}^{\prime N}\left(D_{0}\right)\right)-\# Z^{\prime} \geq 2 n\left(\operatorname{deg}\left(D_{0}\right)-g+1\right)-2 \delta(a) \geq 2 g_{Y}>g_{Y}^{\prime}$.
Therefore, by Grothendieck-Serre duality, $H^{1}\left(Y_{a}^{\prime}, \mathcal{K}\right)=\operatorname{Hom}_{Y_{a}^{\prime}}\left(\mathcal{K}, \omega_{Y_{a}^{\prime}}\right)^{\vee}=0$. Hence the evaluation map

$$
H^{0}\left(Y_{a}^{\prime}, \mathcal{F}^{\prime \wedge}\left(D_{0}\right)\right) \xrightarrow{\oplus \operatorname{ev}\left(y^{\prime}\right)} \bigoplus_{y^{\prime} \in Z^{\prime}} \Omega\left(y^{\prime}\right)
$$

is surjective. In particular, we can find $\beta^{\prime} \in H^{0}\left(Y_{a}^{\prime}, \mathcal{F}^{/ \nu}\left(D_{0}\right)\right)$, which does not vanish at points in $Z^{\prime}$. This proves the claim.

Applying Claim 2 to the geometric generic points of $\mathcal{A}$ (note that $\mathcal{N}^{\text {int }} \rightarrow \mathcal{A}^{\text {int }}$ is surjective because $\left.\mathcal{N}^{\text {Hit }}\right|_{\mathcal{A}^{\text {int }}} \rightarrow \mathcal{A}^{\text {int }}$ is), we see that $g^{\text {int }}$ restricted to every geometric irreducible component of $\mathcal{N}^{\text {int }}$ is generically finite and surjective.

Using the above Claim 2 again, we see that for any geometric point $a \in \mathcal{A}^{\text {int }}$ and $j \geq 1$, the locus of $b \in \mathscr{B}^{\times}$, where $\operatorname{dim} \mathcal{N}_{a, b}=j$, has codimension at least $j+1$ in $\mathcal{B}^{\times}$. Therefore, we have

Since $\operatorname{deg}(D) \geq c_{\delta}$ and $j \leq \delta$, we have

$$
\begin{aligned}
\operatorname{codim}_{\mathcal{A}^{\text {int }} \times \mathcal{B}^{\times}}\left(\mathcal{A}^{\text {int }} \times \mathscr{B}^{\times}\right)_{j} \geq & \operatorname{codim}_{\mathcal{A}^{\text {int }}\left(\mathcal{A}^{\geq j}\right)} \\
& +\operatorname{codim}_{\mathcal{A}^{\geq j} \times \mathcal{B}^{\times}}\left(\mathcal{A}^{\text {int }} \times \mathscr{B}^{\times}\right)_{j} \geq 2 j+1 .
\end{aligned}
$$

This proves the smallness.

## 4. Global formulation: Matching of perverse sheaves

### 4.1. A local system on $\mathcal{M}_{i}^{\mathrm{int}}$

Consider the morphism
$v: \mathcal{M}_{i}^{\text {int }} \xrightarrow{r_{\beta}} \operatorname{Quot}^{d-i}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\text {int }}\right) \xrightarrow{\mathfrak{N}_{Y / \mathcal{A}^{\text {int }}}} \operatorname{Sym}^{d-i}\left(Y / \mathcal{A}^{\text {int }}\right) \rightarrow \operatorname{Sym}^{d-i}(X / k)$,
where $\mathfrak{N}_{Y / \mathcal{A}^{\text {int }}}$ is the norm map defined by Grothendieck in [8]. Here $\operatorname{Sym}^{d-i}\left(Y / \mathcal{A}^{\text {int }}\right)$ (resp., $\operatorname{Sym}^{d-i}(X / k)$ ) is the $(d-i)$ th symmetric power of $Y$ over $\mathscr{A}^{\text {int }}$ (resp., $X$ over $k$ ), constructed as the geometric invariant theory (GIT) quotient of the fibered power $\left(Y / \mathcal{A}^{\text {int }}\right)^{d-i}$ (resp., $(X / k)^{d-i}$ ) by the obvious action of the symmetric group $\Sigma_{d-i}$. The morphism $\operatorname{Sym}^{d-i}\left(Y / \mathcal{A}^{\text {int }}\right) \rightarrow \operatorname{Sym}^{d-i}(X / k)$ above is induced from the natural projection $\left(Y / \mathcal{A}^{\text {int }}\right)^{d-i} \rightarrow(X / k)^{d-i}$.

We will construct an étale double cover of $\operatorname{Sym}^{d-i}(X / k)$, which will give us a local system of rank one and order two on $\operatorname{Sym}^{d-i}(X / k)$, and hence on $\mathcal{M}_{i}^{\mathrm{int}}$.

The groups $(\mathbb{Z} / 2)^{d-i}$ and $\Sigma_{d-i}$ both act on $\left(X^{\prime} / k\right)^{d-i}$, and together they give an action of the semidirect product $\Gamma=(\mathbb{Z} / 2)^{d-i} \rtimes \Sigma_{d-i}$ on $\left(X^{\prime} / k\right)^{d-i}$. Then $\operatorname{Sym}^{d-i}(X / k)$ is the GIT quotient of $\left(X^{\prime} / k\right)^{d-i}$ by $\Gamma$. We have a canonical surjective homomorphism $\epsilon: \Gamma \rightarrow \mathbb{Z} / 2$ sending $\left(v_{1}, \ldots, v_{d-i}, s\right) \mapsto v_{1}+\cdots+v_{d-i}$, where $v_{j} \in \mathbb{Z} / 2$ and $s \in \Sigma_{d-i}$. Let $\Gamma_{0}$ be the kernel of $\epsilon$.

LEMMA 4.1.1
Let $Z^{d-i}$ be the GIT quotient of $\left(X^{\prime} / k\right)^{d-i}$ by $\Gamma_{0}$. Then the natural morphism $\zeta$ : $Z^{d-i} \rightarrow \operatorname{Sym}^{d-i}(X / k)$ is an étale double cover.

## Proof

Let $t=x_{1}+\cdots+x_{d-i}$ be a geometric point of $\operatorname{Sym}^{d-i}(X / k)$, and let $t^{\prime}=$ $\left(x_{1}^{\prime}, \ldots, x_{d-i}^{\prime}\right)$ be a geometric point of $\left(X^{\prime} / k\right)^{d-i}$ over $t$. Then the point $t^{\prime \prime}=$ $\left(\sigma\left(x_{1}^{\prime}\right), x_{2}^{\prime}, \ldots, x_{d-i}^{\prime}\right)$ is another geometric point of $\left(X^{\prime} / k\right)^{d-i}$ which does not lie in the $\Gamma_{0}$-orbit of $t^{\prime}$. Therefore $t^{\prime}$ and $t^{\prime \prime}$ have different images $z^{\prime}$ and $z^{\prime \prime}$ in $Z^{d-i}$. In other words, the reduced structure of $\zeta^{-1}(t)$ consists of (at least) two points $z^{\prime}, z^{\prime \prime}$. Consider the maps

$$
\xi:\left(X^{\prime} / k\right)^{d-i} \xrightarrow{\eta} Z^{d-i} \xrightarrow{\zeta} \operatorname{Sym}^{d-i}(X / k)
$$

where $\xi$ is finite flat of degree $2^{d-i}(d-i)$ !. The degree of the geometric fibers $\eta^{-1}\left(z^{\prime}\right)$ and $\eta^{-1}\left(z^{\prime \prime}\right)$ are at least $2^{d-i-1}(d-i)$ ! (because this is the generic degree). This forces the two degrees to be equal to $2^{d-i-1}(d-i)!$. This being true for any geometric point of $Z^{d-i}$, we conclude that the quotient map $\left(X^{\prime} / k\right)^{d-i} \rightarrow Z^{d-i}$ is flat, hence faithfully flat. Therefore $\zeta: Z^{d-i} \rightarrow \operatorname{Sym}^{d-i}(X / k)$ is also flat (of degree 2). Since every fiber $\zeta^{-1}(x)$ already consists of two distinct points, these two points must be reduced. Therefore $\zeta$ is finite flat of degree 2 and unramified, and hence an étale double cover.

Let $L_{d-i}^{X}$ be the local system of rank one on $\operatorname{Sym}^{d-i}(X / k)$ associated to the étale double cover $Z^{d-i} \rightarrow \operatorname{Sym}^{d-i}(X / k)$ (see Notation 1.6.4). We define

$$
L_{d-i}:=v^{*} L_{d-i}^{X}
$$

to be the pullback local system on $\mathcal{M}_{i}^{\text {int }}$.
We describe the stalks of the local system $L_{d-i}^{X}$ in more concrete terms. Let $L$ be the local system of rank one on $X$ associated to the étale double cover $\pi: X^{\prime} \rightarrow X$. Let $C_{0}=\operatorname{ker}\left((\mathbb{Z} / 2)^{d-i} \xrightarrow{\epsilon} \mathbb{Z} / 2\right)$. Then $\left(X^{\prime} / k\right)^{d-i} / C_{0}$ is an étale double cover of $(X / k)^{d-i}$.

## LEMMA 4.1.2

(1) We have a Cartesian diagram,

where the maps are all natural quotient maps.
(2) We have $s_{d-i}^{*} L_{d-i}^{X} \cong L^{\boxtimes(d-i)}$.

## Proof

Part (1) follows from the fact that both vertical maps are étale (see Lemma 4.1.1). In part (2), the local system of rank one associated to the étale double cover $\left(X^{\prime} / k\right)^{d-i} / C_{0} \rightarrow$ $(X / k)^{d-i}$ is clearly $L^{\boxtimes(d-i)}$. Therefore, (2) follows from (1).

### 4.2. The incidence correspondence

Recall that $\mathcal{A}^{\mathrm{sm}}$ is the open locus of $a \in \mathcal{A}^{\mathrm{int}}$, where $Y_{a}$ is smooth (equivalently, the locus where $\delta(a)=0)$. We assume that $\operatorname{deg}(D)$ is large enough $\left(\geq c_{1}\right)$ so that $\mathcal{A}^{\mathrm{sm}}$ is nonempty, and hence dense in $\mathcal{A}^{\text {int }}$. The norm map $\mathfrak{N}_{Y / \mathcal{A} \text { int }}$ is an isomorphism over $\mathcal{A}^{\mathrm{sm}}$.

For each $-d \leq i \leq d$, consider the incidence correspondence

$$
I^{d-i, 2 d} \subset \operatorname{Sym}^{d-i}\left(Y / \mathcal{A}^{\mathrm{sm}}\right) \times \operatorname{Sym}^{2 d}\left(Y / \mathcal{A}^{\mathrm{sm}}\right)
$$

whose geometric fiber over $a \in \mathcal{A}^{\text {sm }}$ classifies pairs of divisors $T \leq T^{\prime}$ on $Y_{a}$, where $\operatorname{deg}(T)=d-i$, and $\operatorname{deg}\left(T^{\prime}\right)=2 d$. Let $\tau, \tau^{\prime}$ be the projections of $I^{d-i, 2 d}$ to $\operatorname{Sym}^{d-i}\left(Y / \mathcal{A}^{\mathrm{sm}}\right)$ and $\operatorname{Sym}^{2 d}\left(Y / \mathcal{A}^{\mathrm{sm}}\right)$.

## LEMMA 4.2.1

The incidence correspondence $I^{d-i, 2 d}$ is smooth over $\mathscr{A}^{\mathrm{sm}}$.

## Proof

Since $Y \rightarrow \mathcal{A}^{\text {sm }}$ is a smooth family of curves, we may identify the symmetric power $\operatorname{Sym}^{j}\left(Y / \mathcal{A}^{\mathrm{sm}}\right)$ with the Hilbert scheme $\operatorname{Hilb}^{j}\left(Y / \mathcal{A}^{\mathrm{sm}}\right)$. We apply the infinitesimal
lifting criterion to prove the smoothness. Suppose that $R_{0}$ is a local Artinian ring and that $R$ is a thickening of $R_{0}$. Let $a \in \mathcal{A}^{\mathrm{sm}}(R)$ with image $a_{0} \in \mathcal{A}^{\mathrm{sm}}\left(R_{0}\right)$. Let $T_{0} \subset T_{0}^{\prime} \subset Y_{a_{0}}$ be flat subschemes of degree $d-i$ and $2 d$ over $R_{0}$. We want to find subschemes $T \subset T^{\prime} \subset Y_{a}$, flat of degree $d-i$ and $2 d$ over $R$, whose reductions to $R_{0}$ are precisely $T_{0} \subset T_{0}^{\prime}$. We may assume that $T_{0}^{\prime}$ is contained in an affine open subset $U \subset Y_{a}$. Let $U_{0}=U \cap Y_{a_{0}}$. Since $Y_{a_{0}}$ is a smooth family of curves over $R_{0}$, the subschemes $T_{0}$ and $T_{0}^{\prime}$ are defined by the vanishing of functions $f_{0}$ and $f_{0}^{\prime} \in \Gamma\left(U_{0}, \mathcal{O}_{U_{0}}\right)$, respectively. Since $T_{0} \subset T_{0}^{\prime}$, we have $f_{0}^{\prime}=f_{0} g_{0}$ for some function $g_{0} \in \Gamma\left(U_{0}, \mathcal{O}_{U_{0}}\right)$. Let $f, g$ be arbitrary liftings of $f_{0}, g_{0}$ to $\Gamma\left(U, \mathcal{O}_{U}\right)$ (which exist because $U$ is affine), and define $T$ and $T^{\prime}$ to be the zero loci of $f$ and $f g$, respectively. Then it is easy to check that $T \subset T^{\prime} \subset Y_{a}$ are flat over $R$ of the correct degree. This proves the smoothness of $I^{d-i, 2 d}$ over $\mathcal{A}^{\text {sm }}$.

We define a morphism,

$$
\operatorname{div}: \mathcal{A}^{\text {int }} \times \mathcal{B}^{\times} \xrightarrow{\operatorname{coker}(\gamma)} \operatorname{Quot}^{2 d}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\mathrm{int}}\right) \xrightarrow{\mathfrak{N}_{Y / \mathcal{A}} \mathrm{int}} \operatorname{Sym}^{2 d}\left(Y / \mathcal{A}^{\mathrm{int}}\right),
$$

which sends $(a, b)$ to the cycle of $\operatorname{coker}\left(\gamma_{a, b}\right)$ in $Y_{a}$.

## LEMMA 4.2.2

We have a Cartesian diagram:


Here the morphism $\widetilde{\text { div }}: \mathcal{M}_{i}^{\mathrm{sm}} \rightarrow I^{d-i, 2 d}$ over a point $a \in \mathcal{A}^{\mathrm{sm}}$ sends $(\mathcal{F}, \alpha, \beta)$ to the pair of divisors $\operatorname{div}(\beta) \subset \operatorname{div}(a, b)$ of $Y_{a}$.

## Proof

We abbreviate Quot $^{2 d}\left(\omega_{Y / X}\left(D_{0}\right) / Y / \mathcal{A}^{\text {int }}\right)$ by Quot ${ }^{2 d}$. Let $\mathcal{Q}$ be the universal quotient sheaf on $Y \times{ }_{\text {dint }}$ Quot $^{2 d}$. Then by the moduli interpretation given in Lemma 3.2.3, we have a Cartesian diagram:


Restricting this diagram to $\mathcal{A}^{\mathrm{sm}} \times \mathscr{B}^{\times}$, we have

$$
\begin{aligned}
\left.\mathrm{Quot}^{2 d}\right|_{\mathcal{A} \mathrm{sm}} & \cong \operatorname{Sym}^{2 d}\left(Y / \mathcal{A}^{\mathrm{sm}}\right), \\
\left.\mathrm{Quot}^{d-i}\left(\mathcal{Q} /\left(Y \times_{\mathcal{A}^{\text {int }}} \mathrm{Quot}^{2 d}\right) / \mathrm{Quot}^{2 d}\right)\right|_{\mathcal{A}^{\mathrm{sm}}} & \cong I^{d-i, 2 d}
\end{aligned}
$$

because the norm maps $\mathfrak{N}_{Y / \mathcal{A}^{\mathrm{sm}}}$ are isomorphisms. Therefore the diagram (4.2.1) is Cartesian.

Let $L_{d-i}^{Y}$ be the pullback of the local system $L_{d-i}^{X}$ via $\operatorname{Sym}^{d-i}\left(Y / \mathcal{A}^{\mathrm{sm}}\right) \rightarrow$ $\operatorname{Sym}^{d-i}(X / k)$. Define

$$
K_{d-i}^{Y}:=\tau_{*}^{\prime} \tau^{*} L_{d-i}^{Y} \in D_{c}^{b}\left(\operatorname{Sym}^{2 d}\left(Y / \mathcal{A}^{\mathrm{sm}}\right), \overline{\mathbb{Q}}_{\ell}\right)
$$

LEMMA 4.2.3 (Binomial expansion)
Let $\pi_{2 d}^{Y}: \operatorname{Sym}^{2 d}\left(Y^{\prime} / \mathcal{A}^{\mathrm{sm}}\right) \rightarrow \operatorname{Sym}^{2 d}\left(Y / \mathcal{A}^{\mathrm{sm}}\right)$ be the natural projection. Then there is a natural isomorphism:

$$
\begin{equation*}
\pi_{2 d, *}^{Y} \overline{\mathbb{Q}}_{\ell} \cong \bigoplus_{i=-d}^{d} K_{d-i}^{Y} \tag{4.2.2}
\end{equation*}
$$

## Proof

Since the morphism $\tau^{\prime}: I^{d-i, 2 d} \rightarrow \operatorname{Sym}^{2 d}\left(Y / \mathcal{A}^{\mathrm{sm}}\right)$ is finite and since $I^{d-i, 2 d}$ is smooth over $k$ by Lemma 4.2.1, we conclude that $K_{d-i}^{Y}$, being the direct image of a local system under $\tau^{\prime}$, is a middle extension on $\operatorname{Sym}^{2 d}\left(Y / \mathcal{A}^{\mathrm{sm}}\right)$. Similarly, $\pi_{2 d, *}^{Y} \overline{\mathbb{Q}}_{\ell}$ is also a middle extension on $\operatorname{Sym}^{2 d}\left(Y / \mathcal{A}^{\text {sm }}\right)$. Therefore, to establish the isomorphism (4.2.2), it suffices to establish such a natural isomorphism over a dense open subset of $\operatorname{Sym}^{2 d}\left(Y / \mathcal{A}^{\mathrm{sm}}\right)$.

Now we consider the dense open subset $U \subset \operatorname{Sym}^{2 d}\left(Y / \mathcal{A}^{\text {sm }}\right)$ consisting of those divisors which are multiplicity-free. Let $U^{\prime}$ (resp., $\widetilde{U}$; resp., $\widetilde{U}^{\prime}$ ) be the preimage of $U$ in $\operatorname{Sym}^{2 d}\left(Y^{\prime} / \mathcal{A}^{\mathrm{sm}}\right)\left(\right.$ resp., $\left(Y / \mathcal{A}^{\mathrm{sm}}\right)^{2 d}$; resp., $\left.\left(Y^{\prime} / \mathcal{A}^{\mathrm{sm}}\right)^{2 d}\right)$. Then $s_{2 d}: \widetilde{U} \rightarrow U$ is an étale Galois cover with Galois group $\Sigma_{2 d}$, and we have a Cartesian diagram:


Therefore, we have

$$
\left.\left.\left(s_{2 d}^{*} \pi_{2 d, *}^{Y} \overline{\mathbb{Q}}_{\ell}\right)\right|_{\tilde{U}} \cong\left(\left(\pi^{Y}\right)_{*}^{2 d} \overline{\mathbb{Q}}_{\ell}\right)\right|_{\tilde{U}}=\left.\left(\overline{\mathbb{Q}}_{\ell} \oplus L^{Y}\right)^{\boxtimes 2 d}\right|_{\tilde{U}},
$$

where $L^{Y}$ is the pullback of $L$ to $Y$.

On the other hand, we have a Cartesian diagram,

where for each $J \subset\{1,2, \ldots, 2 d\}, \widetilde{U}_{J} \subset \operatorname{Sym}^{d-i}\left(Y / \mathcal{A}^{\mathrm{sm}}\right) \times \widetilde{U}$ is the graph of the morphism $\tau_{J}:\left(y_{1}, \ldots, y_{2 d}\right) \mapsto \sum_{j \in J} y_{j}$. Therefore, we have

$$
\left.\left.\left(s_{2 d}^{*} K_{d-i}^{Y}\right)\right|_{\widetilde{U}} \cong\left(s_{2 d}^{*} \tau_{*}^{\prime} \tau^{*} L_{d-i}^{X}\right)\right|_{\tilde{U}} \cong \bigoplus_{J \subset\{1,2, \ldots, 2 d\}, \# J=d-i} \tau_{J}^{*} L_{d-i}^{Y} .
$$

For each $J \subset\{1,2, \ldots, 2 d\}$ of cardinality $d-i$, let $p_{J}: \widetilde{U} \rightarrow\left(Y / \mathcal{A}^{\mathrm{sm}}\right)^{J}$ be the projection to those coordinates indexed by $J$. Then we have a factorization

$$
\tau_{J}: \widetilde{U} \xrightarrow{p_{J}}\left(Y / \mathcal{A}^{\mathrm{sm}}\right)^{J} \xrightarrow{s_{J}} \operatorname{Sym}^{d-i}\left(Y / \mathcal{A}^{\mathrm{sm}}\right) .
$$

By Lemma 4.1.2, we have $s_{J}^{*} L_{d-i}^{Y} \cong L^{Y, \boxtimes(d-i)}$. Therefore

$$
\tau_{J}^{*} L_{d-i}^{Y} \cong p_{J}^{*} s_{J}^{*} L_{d-i}^{Y} \cong p_{J}^{*}\left(\left(L^{Y}\right)^{\boxtimes(d-i)}\right)
$$

Finally, we have an $\Sigma_{2 d}$-equivariant isomorphism of local systems on $\widetilde{U}$ :

$$
\left.\left.\bigoplus_{i=-d}^{d}\left(s_{2 d}^{*} K_{d-i}^{Y}\right)\right|_{\tilde{U}} \cong \bigoplus_{J \subset\{1,2, \ldots, 2 d\}} p_{J}^{*}\left(\left(L^{Y}\right)^{\boxtimes \# J}\right) \cong\left(\overline{\mathbb{Q}}_{\ell} \oplus L^{Y}\right)^{\boxtimes 2 d}\right|_{\tilde{U}} .
$$

The last isomorphism justifies the nickname "binomial expansion" of this lemma. This $\Sigma_{2 d}$-equivariant isomorphism descends to an isomorphism,

$$
\left.\left.\bigoplus_{i=-d}^{d} K_{d-i}^{Y}\right|_{U} \cong\left(\pi_{2 d, *}^{Y} \overline{\mathbb{Q}}_{\ell}\right)\right|_{U}
$$

which proves the lemma.

### 4.3. A decomposition of $g_{*}^{\text {int }} \overline{\mathbb{Q}}_{\ell}$

To state the next result, we need to define a technical notion.

## Definition 4.3.1

A commutative diagram of schemes

is said to be pointwise Cartesian if, for any algebraically closed field $\Omega$, the corresponding diagram of $\Omega$-points is Cartesian.

For pointwise Cartesian diagrams with reasonable finiteness conditions, the proper base change theorem also holds.

## LEMMA 4.3.2

Suppose that we have a pointwise Cartesian diagram (4.3.1), where all maps are of finite type and where $f, f^{\prime}$ are proper. Let $F \in D_{c}^{b}\left(X, \overline{\mathbb{Q}}_{\ell}\right)$ be a constructible $\overline{\mathbb{Q}}_{\ell}$-complex on $X$. Then we have a quasi-isomorphism

$$
\beta^{*} f_{*} F \cong f_{*}^{\prime} \alpha^{*} F
$$

Proof
Let $X^{\prime \prime}=Y^{\prime} \times_{Y} X$, and let $f^{\prime \prime}: X^{\prime \prime} \rightarrow Y^{\prime}$ be the projection. Let $\xi: X^{\prime} \rightarrow X^{\prime \prime}$ be the natural map over $Y^{\prime}$, which is also proper. By the usual proper base change for Cartesian diagrams, we reduce to showing that for any $G \in D_{c}^{b}\left(X^{\prime \prime}, \overline{\mathbb{Q}}_{\ell}\right)$,

$$
\begin{equation*}
f_{*}^{\prime \prime} G \cong f_{*}^{\prime} \xi^{*} G \tag{4.3.2}
\end{equation*}
$$

But, we have

$$
f_{*}^{\prime} \xi^{*} G=f_{*}^{\prime \prime} \xi_{*} \xi^{*} G \cong f_{*}^{\prime \prime}\left(G \otimes \xi_{*} \overline{\mathbb{Q}}_{\ell}\right)
$$

Therefore to show (4.3.2), it suffices to show that the natural map $\iota: \overline{\mathbb{Q}}_{\ell} \rightarrow \xi_{*} \overline{\mathbb{Q}}_{\ell}$ is a quasi-isomorphism. Since both $\xi_{*} \overline{\mathbb{Q}}_{\ell}$ is constructible, it suffices to show that $\iota$ is an isomorphism on the stalks of every geometry point $x^{\prime \prime} \in X^{\prime \prime}(\Omega)$; that is,

$$
\begin{equation*}
\iota_{x^{\prime \prime}}: \overline{\mathbb{Q}}_{\ell} \rightarrow H^{*}\left(\xi^{-1}\left(x^{\prime \prime}\right), \overline{\mathbb{Q}}_{\ell}\right) \tag{4.3.3}
\end{equation*}
$$

is an isomorphism. By Definition 4.3.1, $\xi^{-1}\left(x^{\prime \prime}\right)(\Omega)$ is a singleton. Therefore, the reduced structure of $\xi^{-1}\left(x^{\prime \prime}\right)$ is $\operatorname{Spec} \Omega$, and (4.3.3) obviously holds.

Consider the norm map

$$
\mathfrak{N}_{Y^{\prime} / \mathcal{A}^{\mathrm{int}}}: \operatorname{Quot}^{2 d}\left(\omega_{Y^{\prime} / X \times \mathscr{A}}\left(D_{0}\right) / Y^{\prime} / \mathcal{A}^{\mathrm{int}}\right) \rightarrow \operatorname{Sym}^{2 d}\left(Y^{\prime} / \mathcal{A}^{\mathrm{int}}\right) .
$$

LEMMA 4.3.3
The diagram

is pointwise Cartesian.

## Proof

Since $\mathcal{N}^{\mathrm{sm}}$ is reduced, to check the commutativity of the diagram, it suffices to check on geometric points. Therefore, we fix a geometric point $(a, b) \in \mathcal{A}^{\mathrm{sm}}(\Omega) \times \mathcal{B}^{\times}(\Omega)$, and we prove that the diagram is commutative and pointwise Cartesian at the same time. Again we omit $\Omega$ in the rest of the proof.

Let $\operatorname{div}(a, b)=\sum_{t=1}^{r} m_{t} y_{t}$ with $\left\{y_{t}\right\}$ distinct points on $Y_{a}$. Recall that $\pi_{a}: Y_{a}^{\prime} \rightarrow$ $Y_{a}$ is the étale double cover induced from $\pi: X^{\prime} \rightarrow X$. Let $\pi_{a}^{-1}\left(y_{t}\right)=\left\{y_{t}^{\prime}, y_{t}^{\prime \prime}\right\}$. Then a point $\mathcal{O}_{Y_{a}^{\prime}}\left(-D_{0}\right) \subset \mathcal{F}^{\prime} \subset \omega_{Y_{a}^{\prime} / X}\left(D_{0}\right)$ is determined by the torsion sheaf $Q^{\prime}=\omega_{Y_{a}^{\prime} / X}\left(D_{0}\right) / \mathcal{F}^{\prime}$, which is a quotient of $\omega_{Y_{a}^{\prime} / X}\left(D_{0}\right) / \mathcal{O}_{Y_{a}^{\prime}}\left(-D_{0}\right)$. Since $Y_{a}^{\prime}$ is smooth, $Q^{\prime}$ is, in turn, determined by its divisor $\sum_{t=1}^{r} m_{t}^{\prime} y_{t}^{\prime}+m_{t}^{\prime \prime} y_{t}^{\prime \prime} \leq \pi_{a}^{-1}(\operatorname{div}(a, b))$. The line bundle $\mathcal{F}^{\prime}$ is self-dual if and only if $m_{t}^{\prime}+m_{t}^{\prime \prime}=m_{t}$ (see the proof of Lemma 2.5.5). Therefore, the image of the divisor of $Q$ is $\operatorname{div}(a, b)$. This proves the commutativity of the diagram. But this also shows that the map $\mathcal{N}_{a, b} \rightarrow \pi_{2 d}^{Y,-1}(\operatorname{div}(a, b))$ is a bijection on $\Omega$-points. This completes the proof.

LEMMA 4.3.4
Fix $\delta \geq 1, \operatorname{deg}(D) \geq c_{\delta}$, and $n\left(\operatorname{deg}\left(D_{0}\right)-g+1\right) \geq \delta+g_{Y}$. Then we have the following.
(1) $\quad$ For each $-d \leq i \leq d$, $\operatorname{div}^{*} K_{d-i}^{Y}[\operatorname{dim} \mathscr{A}+\operatorname{dim} \mathscr{B}]$ is a perverse sheaf.
(2) We define

$$
K_{d-i}:=j_{!*}^{\mathrm{sm}}\left(\operatorname{div}^{*} K_{d-i}^{Y}[\operatorname{dim} \mathscr{A}+\operatorname{dim} \mathscr{B}]\right)[-\operatorname{dim} \mathscr{A}-\operatorname{dim} \mathscr{B}]
$$

where $j^{\mathrm{sm}}: \mathcal{A}^{\mathrm{sm}} \times \mathcal{B}^{\times} \hookrightarrow \mathcal{A}^{\leq \delta} \times \mathcal{B}^{\times}$is the open inclusion. Then we have a natural decomposition:

$$
g_{*}^{\leq \delta} \overline{\mathbb{Q}}_{\ell} \cong \bigoplus_{i=-d}^{d} K_{d-i} .
$$

## Proof

(1) By Lemma 4.3.3 and Lemma 4.3.2, we have

$$
\operatorname{div}^{*} \pi_{2 d, *}^{Y} \overline{\mathbb{Q}}_{\ell} \cong g_{*}^{\operatorname{sm}} \overline{\mathbb{Q}}_{\ell}
$$

Since $g^{\text {sm }}$ is finite and since $\mathcal{N}^{\text {sm }}$ is smooth, $g_{*}^{\text {sm }} \overline{\mathbb{Q}}_{\ell}[\operatorname{dim} \mathcal{A}+\operatorname{dim} \mathscr{B}]$ is a perverse sheaf. But by Lemma 4.2.3, $K_{d-i}^{Y}$ is a direct summand of $\pi_{2 d, *}^{Y} \overline{\mathbb{Q}}_{\ell}$, and hence $\operatorname{div}^{*} K_{d-i}^{Y}$ is a direct summand of $\operatorname{div}^{*} \pi_{2 d, *}^{Y} \overline{\mathbb{Q}}_{\ell} \cong g_{*}^{\text {sm }} \overline{\mathbb{Q}}_{\ell}$. Therefore, $\operatorname{div}^{*} K_{d-i}^{Y}[\operatorname{dim} \mathscr{A}+\operatorname{dim} \mathscr{B}]$ is also a perverse sheaf.
(2) It follows from the smallness of $g^{\leq \delta}$ proved in Proposition 3.5.2.

### 4.4. The global matching theorem

The global part of the main theorem of the article is the following.

## THEOREM 4.4.1

Fix $\delta \geq 1, \operatorname{deg}(D) \geq c_{\delta}$, and $n\left(\operatorname{deg}\left(D_{0}\right)-g+1\right) \geq \delta+g_{Y}$. Then for $-d \leq i \leq d$, there is a natural isomorphism in $D_{c}^{b}\left(\mathcal{A}^{\leq \delta} \times \mathcal{B}^{\times}\right)$,

$$
\begin{equation*}
f_{i, *}^{\leq \delta} L_{d-i} \cong K_{d-i}, \tag{4.4.1}
\end{equation*}
$$

and hence an isomorphism:

$$
\bigoplus_{i=-d}^{d} f_{i, *}^{\leq \delta} L_{d-i} \cong g_{*}^{\leq \delta} \overline{\mathbb{Q}}_{\ell} .
$$

## Proof

By Propositions 3.2.6 and 3.3.2, $\mathcal{M}_{i}^{\text {int }}$ and $\mathcal{N}^{\text {int }}$ are smooth. Moreover, by Proposition 3.5.2, the morphisms $f_{i}^{\leq \delta}$ are small. Therefore both $f_{i, *}^{\leq \delta} L_{d-i}$ and $K_{d-i}$ are middle extensions on $\mathcal{A}^{\leq \delta} \times \mathscr{B}^{\times}$. Hence it suffices to establish the isomorphism (4.4.1) on the dense open subset $\mathscr{A}^{\mathrm{sm}} \times \mathscr{B}^{\times} \subset \mathcal{A}^{\delta \delta} \times \mathscr{B}^{\times}$.

The morphism $v$ (see (4.1.1)) restricted on $\mathcal{M}_{i}^{\text {sm }}$ factors as

$$
\nu^{\mathrm{sm}}: \mathcal{M}_{i}^{\mathrm{sm}} \xrightarrow{\widetilde{\mathrm{div}}} I^{d-i, 2 d} \xrightarrow{\tau} \operatorname{Sym}^{d-i}\left(Y / \mathcal{A}^{\mathrm{sm}}\right) \rightarrow \operatorname{Sym}^{d-i}(X / k) .
$$

Therefore, we have

$$
\left.L_{d-i}\right|_{\mathcal{M}_{i}^{\mathrm{m}}}=v^{\mathrm{sm}, *} L_{d-i}^{X} \cong \widetilde{\operatorname{div}}^{*} \tau^{*} L_{d-i}^{Y}
$$

Applying proper base change to the Cartesian diagram (4.2.1), we get

$$
\begin{aligned}
f_{i, *}^{\mathrm{sm}} L_{d-i} \cong f_{i, *}^{\mathrm{sm}} \widetilde{\operatorname{div}}^{*} \tau^{*} L_{d-i}^{Y} & \cong \operatorname{div}^{*} \tau_{*}^{\prime} \tau^{*} L_{d-i}^{Y} \\
& \cong \operatorname{div}^{*} K_{d-i}^{Y}=\left.K_{d-i}\right|_{\mathcal{A}^{\mathrm{sm}} \times \mathcal{B}^{\times}}
\end{aligned}
$$

## 5. Proof of the local main theorem

We prove Theorem 2.7.1 in this section. Suppose that $\operatorname{char}(F)=\operatorname{char}(k)=p>n$. We are left with the case $k^{\prime} / k$ nonsplit, and we assume this throughout the remainder of the article. We fix a collection of invariants $\left(a^{0}, b^{0}\right)$ with $a_{i}^{0}, b_{i}^{0} \in \mathcal{O}_{E}^{\sigma=(-1)^{i}}$ which is strongly regular semisimple. Suppose that $\operatorname{val}_{F}\left(\Delta_{a_{0}, b_{0}}\right)$ is even. Let $\delta\left(a^{0}\right)$ be the local $\underset{\sim}{\text { Serre }}$ invariant associated to the algebra $R_{a^{0}}$; that is, $\delta\left(a^{0}\right)=\operatorname{dim}_{k}\left(\widetilde{R}_{a^{0}} / R_{a^{0}}\right)$, where $\widetilde{R}_{a^{0}}$ is the normalization of $R_{a^{0}}$.

### 5.1. Local constancy of the local moduli spaces

In this section, we prove an analogous statement to [12, proposition 3.5.1] in our situation. This is a geometric interpretation of Harish-Chandra's theorem on local constancy of orbital integrals.

PROPOSITION 5.1.1
There is an integer $N \geq 1$ (depending on $\left(a^{0}, b^{0}\right)$ ) such that, for any field $\Omega \supset k$ andfor any collection of invariants $(a, b)$ with $a_{i}, b_{i} \in\left(\mathcal{O}_{E} \otimes_{k} \Omega\right)^{\sigma=(-1)^{i}}$, if $(a, b) \equiv\left(a^{0}, b^{0}\right)$ $\bmod \varpi^{N}$, then
(1) $(a, b)$ is strongly regular semisimple;
(2) $\delta(a) \leq \delta\left(a^{0}\right)+n / 2$;
(3) there are canonical isomorphisms of schemes over $\Omega$ :

$$
\begin{aligned}
\mathcal{M}_{i, a, b}^{\mathrm{loc}} \otimes_{k} \Omega & \cong \mathcal{M}_{i, a^{0}, b^{0}}^{\mathrm{loc}} \otimes_{k} \Omega, \\
\mathcal{N}_{a, b}^{\mathrm{loc}} \otimes_{k} \Omega & \cong \mathcal{N}_{a^{0}, b^{0}}^{\mathrm{loc}} \otimes_{k} \Omega .
\end{aligned}
$$

## Proof

We stick to the case $\Omega=k$ (the general case is argued in the same way). First of all, by Lemma 2.2.4, the strong regular semisimplicity of $(a, b)$ is checked by the nonvanishing of polynomial equations with $\mathcal{O}_{F}$-coefficients in $a_{i}, b_{i}$ : the discriminant $\operatorname{Disc}\left(P_{a}\right)$ of the polynomial $P_{a}(t)=t^{n}-a_{1} t^{n-1}+\cdots+(-1)^{n} a_{n}$ and the $\Delta$-invariant
$\Delta_{a, b}$. Whenever $(a, b) \equiv\left(a^{0}, b^{0}\right) \bmod \varpi^{N}$, we have

$$
\begin{aligned}
\operatorname{Disc}\left(P_{a}\right) & \equiv \operatorname{Disc}\left(P_{a^{0}}\right) \quad \bmod \varpi^{N}, \\
\Delta_{a, b} & \equiv \Delta_{a^{0}, b^{0}} \quad \bmod \varpi^{N}
\end{aligned}
$$

If we choose $N>\max \left\{\operatorname{val}_{F}\left(\operatorname{Disc}\left(P_{a^{0}}\right)\right), \operatorname{val}_{F}\left(\Delta_{a^{0}, b^{0}}\right)\right\}$, then whenever $(a, b) \equiv$ $\left(a^{0}, b^{0}\right) \bmod \varpi^{N}, \operatorname{Disc}\left(P_{a}\right)$ and $\Delta_{a, b}$ are nonzero; hence $(a, b)$ are strongly regular semisimple.

Now fix this choice of $N$ and any $(a, b)$ such that $a_{i}, b_{i} \in\left(\mathcal{O}_{E}\right)^{\sigma=(-1)^{i}}$ and such that $(a, b) \equiv\left(a^{0}, b^{0}\right) \bmod \varpi^{N}$. Let $\gamma^{0}=\gamma_{a^{0}, b^{0}}$ and let $\gamma=\gamma_{a, b}$.

By the formula for $\delta(a)$ (see [3] and [12, section 3.7]), we have

$$
\delta(a) \leq \frac{\operatorname{val}_{F}\left(\operatorname{Disc}\left(P_{a}\right)\right)}{2}=\frac{\operatorname{val}_{F}\left(\operatorname{Disc}\left(P_{a^{0}}\right)\right)}{2} \leq \delta\left(a^{0}\right)+\frac{n}{2}
$$

Since $N \geq \operatorname{val}_{F}\left(\Delta_{a^{0}, b^{0}}\right)=\operatorname{val}_{F}\left(\Delta_{a, b}\right)$, we have

$$
\begin{align*}
R_{a}^{\vee} / \gamma\left(R_{a}\right) & =\left(R_{a}^{\vee} / \varpi^{N} R_{a}^{\vee}\right) / \gamma\left(R_{a} / \varpi^{N} R_{a}\right),  \tag{5.1.1}\\
R_{a^{0}}^{\vee} / \gamma^{0}\left(R_{a^{0}}\right) & =\left(R_{a^{0}}^{\vee} / \varpi^{N} R_{a^{0}}^{\vee}\right) / \gamma^{0}\left(R_{a^{0}} / \varpi^{N} R_{a^{0}}\right) . \tag{5.1.2}
\end{align*}
$$

We prove that $\mathcal{M}_{i, a, b}^{\text {loc }}$ and $\mathcal{M}_{i, a^{0}, b^{0}}^{\text {loc }}$ are canonically isomorphic. First, we have a canonical isomorphism of $\mathcal{O}_{F} / \varpi^{N} \mathcal{O}_{F}$-algebras

$$
\iota: R_{a} / \varpi^{N} R_{a} \cong R_{a^{0}} / \varpi^{N} R_{a^{0}} .
$$

We also have a commutative diagram

because $\gamma \bmod \varpi^{N}$ depends only on $(a, b) \bmod \varpi^{N}$. Therefore, from (5.1.1) and (5.1.2), we conclude that $R_{a}^{\vee} / \gamma\left(R_{a}\right)$ as an $R_{a} / \varpi^{N} R_{a}$-module is canonically isomorphic to $R_{a^{0}}^{\vee} / \gamma^{0}\left(R_{a^{0}}\right)$ as an $R_{a^{0}} / \varpi^{N} R_{a^{0}}$-module. Looking back into the definition of $\mathcal{M}_{i, a, b}^{\text {loc }}$, we observe that this scheme canonically depends only on $R_{a}^{\vee} / \gamma\left(R_{a}\right)$ as an $R_{a}$-module. Therefore we get a canonical isomorphism $\mathcal{M}_{i, a, b}^{\mathrm{loc}} \cong \mathcal{M}_{i, a^{0}, b^{0}}^{\mathrm{loc}}$.

The argument for the other isomorphism $\mathcal{N}_{a, b}^{\text {loc }} \cong \mathcal{N}_{a^{0}, b^{0}}^{\text {loc }}$ is the same.

### 5.2. Preparations

We fix a smooth, projective, and geometrically connected curve $X$ over $k$ of genus $g$ with a $k$-point $x_{0}$. Also fix an étale double cover $\pi: X^{\prime} \rightarrow X$, also geometrically connected, with only one closed point $x_{0}^{\prime}$ above $x_{0}$. We choose identifications $\mathcal{O}_{F} \xrightarrow{\sim}$ $\mathcal{O}_{X, x_{0}}$ and $\mathcal{O}_{E} \cong \mathcal{O}_{X^{\prime}, x_{0}^{\prime}}$.

Fix an integer $\delta \geq \delta\left(a^{0}\right)+n / 2$. Fix effect divisors $D=2 D^{\prime}$ and $D_{0}$ on $X$, disjoint from $x_{0}$, such that

$$
\begin{aligned}
\operatorname{deg}(D) & \geq \max \left\{c_{\delta}, 2 g+N n+1\right\} \\
\operatorname{deg}\left(D_{0}\right) & \geq \frac{n-1}{2} \operatorname{deg}(D)+2 g+\max \left\{\frac{\delta}{n},\left(1+\frac{1}{n}\right) N\right\}
\end{aligned}
$$

These numerical assumptions will make sure that all the numerical conditions in the propositions or lemmas of the article (including those which we are about to prove) are satisfied.

For each closed point $x: \operatorname{Spec} k(x) \rightarrow X$, let $\omega_{x}$ be a uniformizing parameter of $\mathcal{O}_{X, x}$, and let $F_{x}$ be the field of fractions of $\mathcal{O}_{X, x}$. Let Frob $_{x}$ be the geometric Frobenius element in $\operatorname{Gal}(\overline{k(x)} / k(x))$. Let $E_{x}$ be the ring of total fractions of $\mathcal{O}_{X^{\prime}, x}$. Let $\eta_{x}$ be the quadratic character of $F_{x}^{\times}$associated to the quadratic extension $E_{x} / F_{x}$.

Recall that the double cover $\pi: X^{\prime} \rightarrow X$ gives a local system $L$ according to Notation 1.6.4. Let $L_{x}=x^{*} L$ be the rank one local system on $\operatorname{Spec} k(x)$ given by the pullback of $L$ via $x: \operatorname{Spec} k(x) \rightarrow X$. Then we have

$$
\begin{equation*}
\eta_{x}\left(\varpi_{x}\right)=\operatorname{Tr}\left(\operatorname{Frob}_{x}, L_{x}\right) . \tag{5.2.1}
\end{equation*}
$$

Let $\mathscr{A}_{0} \times \mathscr{B}_{0} \subset \mathcal{A} \times \mathscr{B}$ be the affine subspace consisting of $(a, b)$ such that

$$
(a, b) \equiv\left(a^{0}, b^{0}\right) \quad \bmod \varpi^{N}
$$

LEMMA 5.2.1
Let $\mathcal{A}_{0}^{\prime} \subset \mathcal{A}_{0} \cap \mathcal{A}^{\leq \delta}$ be the open locus of a such that $Y_{a}$ is smooth away from $p_{a}^{-1}\left(x_{0}\right)$. If $\operatorname{deg}(D) \geq 2 g+2 N n+1$ and if $2 \operatorname{deg}\left(D_{0}\right) \geq 2 g+N-1$, then $\mathcal{A}_{0}^{\prime}$ and $\mathfrak{B}_{0}$ are nonempty.

## Proof

First, we have to make sure that $\mathcal{A}_{0}$ and $\mathscr{B}_{0}$ are nonempty. For this it suffices to show that the following evaluation maps at an $N$ th infinitesimal neighborhood of $x$ are
surjective:

$$
\begin{aligned}
H^{0}\left(X, \mathscr{L}(D)^{\otimes i}\right) & \rightarrow \mathcal{O}_{F} / \varpi^{N}, & & 1 \leq i \leq n, \\
H^{0}\left(X, \mathcal{O}_{X}\left(2 D_{0}\right) \otimes \mathscr{L}(D)^{\otimes i}\right) & \rightarrow \mathcal{O}_{F} / \varpi^{N}, & & 0 \leq i \leq n-1 .
\end{aligned}
$$

This is guaranteed as long as $\operatorname{deg}(D) \geq 2 g+N-1$ and $2 \operatorname{deg}\left(D_{0}\right) \geq 2 g+N-1$.
Next, we make sure that $\mathcal{A}_{0} \cap \mathcal{A}^{\text {int }}$ is nonempty. By Proposition 5.1.1, any $a \in \mathcal{A}_{0}$ is strongly regular semisimple at $x_{0}$, hence, in particular, $R_{a}$ is reduced. This implies that $\mathcal{A}_{0} \subset \mathcal{A}^{\complement}$. By Lemma 3.2.1, we have

$$
\operatorname{codim}_{\mathcal{A} \circ}\left(\mathcal{A}^{\mathscr{}}-\mathscr{A}^{\mathrm{int}}\right) \geq \operatorname{deg}(D)>N n \geq \operatorname{codim}_{\mathcal{A} \circ}\left(\mathcal{A}_{0}\right)
$$

Therefore, $\mathcal{A}_{0} \cap \mathcal{A}^{\mathrm{int}} \neq \varnothing$.
Finally, we prove that $\mathcal{A}_{0}^{\prime}$ is nonempty. We base change the whole situation to $\bar{k}$. We use the argument for Bertini's theorem (for details, we refer to [12, proposition 4.7.1]). We only point out that for $\operatorname{deg}(D) \geq 2 g+N+1$, the evaluation maps at both $x_{0}$ and any other $x \in X(\bar{k})$,

$$
\operatorname{ev}\left(x_{0}\right) \oplus \operatorname{ev}(x): H^{0}\left(X \otimes_{k} \bar{k}, \mathscr{L}(D)^{\otimes i}\right) \rightarrow \mathcal{O}_{F} \oplus_{k} \bar{k} / \varpi^{N} \bigoplus \mathcal{O}_{X \otimes_{k} \bar{k}, x} / \varpi_{x}^{2}
$$

are also surjective. This is all we need to apply the Bertini argument.
We still have to check that for each $a \in \mathcal{A}_{0}^{\prime}, \delta(a) \leq \delta$. But since $Y_{a}$ is smooth away from $p_{a}^{-1}\left(x_{0}\right)$, we have $\delta(a)=\delta(a, x) \leq \delta\left(a^{0}\right)+n / 2 \leq \delta$ by Proposition 5.1.1(2).

Since $\mathcal{A}_{0}^{\prime}$ is an open subset of an affine space and nonempty, it contains a $k_{m}$-point for every $m \geq m_{0}$. Here $k_{m}$ is the degree $m$ extension of $k$. Now we fix $m \geq m_{0}$ and fix a point $a \in \mathcal{A}_{0}^{\prime}\left(k_{m}\right)$. We base change the whole situation from $k$ to $k_{m}$ (in particular, we let $R_{a, m}=R_{a} \otimes_{k} k_{m}, E_{m}=E \otimes_{k} k_{m}, X_{m}=X \otimes_{k} k_{m}$ and so on). Since $D$ and $D_{0}$ are disjoint from $x_{0}$, the trivializations that we fixed allow us to get $\sigma$-equivariant isomorphisms:

$$
\begin{align*}
& \left.R_{a}\left(\mathcal{O}_{E_{m}}\right) \cong \mathcal{O}_{Y_{a}^{\prime}, x_{0}} \cong \mathcal{O}_{Y_{a}^{\prime}}\left(-D_{0}\right)\right|_{\operatorname{Spec} \mathcal{O}_{Y_{a}^{\prime}, x_{0}}},  \tag{5.2.2}\\
& \left.\left.R_{a}^{\vee}\left(\mathcal{O}_{E_{m}}\right) \cong \omega_{Y_{a}^{\prime} / X}\right|_{\operatorname{Spec}} \mathcal{Y}_{Y_{a}^{\prime}, x_{0}} \cong \omega_{Y_{a}^{\prime} / X}\left(D_{0}\right)\right|_{\operatorname{Spec} \mathcal{O}_{Y_{a}^{\prime}, x_{0}}} \tag{5.2.3}
\end{align*}
$$

PROPOSITION 5.2.2
If $n\left(\operatorname{deg}\left(D_{0}\right)-g+1\right) \geq(n+1) N+g_{Y}$, then there exists $b \in \mathcal{B}_{0}\left(k_{m}\right)$ such that, for each closed point $x \neq x_{0}$ of $X_{m}, \mathcal{N}_{a_{x}, b_{x}}^{x}\left(k_{m}(x)\right) \neq \varnothing$.

## Proof

We first choose any $b \in \mathscr{B}_{0}\left(k_{m}\right)$ (which exists because $\mathscr{B}_{0} \neq \varnothing$ is an affine space over $k)$. The pair $(a, b)$ determines $\gamma=\gamma_{a, b}: R_{a, m} \hookrightarrow R_{a, m}^{\vee}$.

## CLAIM 3

There exists $\mathcal{F}^{\prime} \in \operatorname{Pic}\left(Y_{a}^{\prime}\right)$ and a homomorphism $h: \mathcal{F}^{\prime} \hookrightarrow \sigma^{*} \mathcal{F}^{\prime V}$ such that
(1) $\sigma^{*} h^{\vee}=h$;
(2) $h$ is an isomorphism away from $p_{a}^{\prime-1}\left(x_{0}^{\prime}\right)$;
(3) there is an $R_{a}\left(\mathcal{O}_{E_{m}}\right)$-linear isomorphism $\iota:\left.\mathcal{F}^{\prime}\right|_{\text {Spec }} \mathcal{O}_{Y_{a}^{\prime}, x_{0}} \cong R_{a}\left(\mathcal{O}_{E_{m}}\right)$ (compatible with the identification (5.2.2) such that the following diagram is commutative:

$$
\left.\begin{array}{cll}
\left.\mathcal{F}^{\prime}\right|_{\operatorname{Spec} \mathcal{O}_{\gamma_{a}^{\prime}, x_{0}}} & \left.\xrightarrow{h} \sigma^{*} \mathcal{F}^{\prime v}\right|_{\operatorname{Spec} \mathcal{O}_{Y_{a}^{\prime}, x_{0}}} \\
\downarrow \iota & & \sigma^{*}, \vee
\end{array} \right\rvert\,
$$

## Proof

Condition (1) in fact follows from conditions (2) and (3). Since $Y_{a}^{\prime}$ is geometrically irreducible, $h$ and $\sigma^{*} h^{\vee}$ agree up to a scalar and this scalar must be 1 by (3).

Suppose that $\mathcal{F}_{0}^{\prime}$ is a line bundle on $Y_{a}^{\prime}$ with an isomorphism $h_{0}: \mathcal{F}_{0}^{\prime} \xrightarrow{\sim} \sigma^{*} \mathcal{F}_{0}^{\prime V}$ satisfying $\sigma^{*} h_{0}^{\vee}=h_{0}$. Such a line bundle exists because we have a Kostant section $\left.\mathcal{A}^{\text {int }} \rightarrow \mathcal{N}^{\text {Hit }}\right|_{\mathcal{A} \text { int }}$ by $\left[10\right.$, Section 2.3] when $D=2 D^{\prime}$. The existence of the Kostant section requires that $\operatorname{char}(k)>n$. Choose an $R_{a}\left(\mathcal{O}_{E_{m}}\right)$-linear isomorphism $\iota_{0}:\left.\mathcal{F}^{\prime}\right|_{\text {Spec }} \mathcal{O}_{Y_{a}^{\prime}, x_{0}} \cong R_{a}\left(\mathcal{O}_{E_{m}}\right)$ compatible with the identification (5.2.2). Let $U^{\prime}=Y_{a}^{\prime}-p^{\prime-1}\left(x_{0}^{\prime}\right)$, and let $U_{x_{0}}^{\prime}$ be the punctured formal neighborhood of $p_{a}^{\prime-1}\left(x_{0}^{\prime}\right)$ in $Y_{a}^{\prime}$. Since $R_{a, m}^{\vee}$ is an invertible $R_{a, m}$-module, there is a unique invertible element $\beta \in R_{a}\left(E_{m}\right)$ such that the following diagram is commutative:


Since both $h_{0}$ and $\gamma$ are Hermitian, we actually have $\beta \in R_{a}\left(F_{m}\right)$.
Suppose that we can choose a $\mathscr{E} \in \operatorname{Pic}\left(Y_{a}^{\prime}\right)$ with a map $s: \mathscr{G} \xrightarrow{\sim} \sigma^{*} \mathscr{G}^{-1}$, which is an isomorphism over $U^{\prime}$, together with an $R_{a}\left(\mathcal{O}_{E_{m}}\right)$-linear isomorphism,

$$
\rho:\left.\mathcal{G}\right|_{\mathrm{Spec} \mathcal{O}_{Y_{a}^{\prime}, x_{0}}} \cong R_{a}\left(\mathcal{O}_{E_{m}}\right)
$$

such that the following diagram is commutative:

$$
\left.\begin{align*}
\left.\mathcal{E}\right|_{U_{x_{0}}^{\prime}} & \left.\stackrel{s}{\longrightarrow} \sigma^{*} \mathcal{E}^{-1}\right|_{U_{x_{0}}^{\prime}}  \tag{5.2.5}\\
\mid \rho & \sigma^{*} \rho^{\vee} \uparrow
\end{align*} \right\rvert\,
$$

Then the triple $\left(\mathcal{F}^{\prime}=\mathcal{F}_{0}^{\prime} \otimes \mathscr{E}, h_{0} \otimes s, \iota_{0} \otimes \rho\right)$ satisfies the requirement of the claim. Hence our task is to find the triple ( $\mathcal{E}, s, \rho$ ) such that the diagram (5.2.5) is commutative. We can translate this problem into the language of ideles. Let $K$ (resp., $K^{\prime}$ ) be the function field of the geometrically connected curve $Y_{a}$ (resp., $Y_{a}^{\prime}$ ) over $k_{m}$. Let $\mathbb{A}_{K}$ (resp., $\mathbb{A}_{K^{\prime}}$ ) be the ring of adeles of $K$ (resp., $K^{\prime}$ ). Let $\mathbb{O}_{Y_{a}^{\prime}} \subset \mathbb{A}_{K^{\prime}}$ and $\mathbb{O}_{Y_{a}} \subset \mathbb{A}_{K}$ be the product of completions of local rings of $Y_{a}^{\prime}$ and $Y_{a}$, respectively. Let $\mathrm{Nm}: \mathbb{A}_{K^{\prime}}^{\times} \rightarrow \mathbb{A}_{K}^{\times}$be the norm map. Then $R_{a}\left(E_{m}\right)$ is the product of local fields corresponding to places of $K$ over $x_{0}$. Thus we get a canonical embedding $R_{a}\left(E_{m}\right) \subset \mathbb{A}_{K}$. In particular, we can identify $\beta$ with an idèle $\left(\beta_{v}\right) \in \mathbb{A}_{K}^{\times}$which is nontrivial only at places $v \mid x_{0}$.

A choice of the triple ( $\mathcal{E}, s, \rho$ ) as above (up to isomorphism) is the same as the choice of an idèle class $\theta \in K^{\prime \times} \backslash \mathbb{A}_{K^{\prime}}^{\times} / \mathbb{O}_{Y_{a}^{\prime}}^{\times}=\operatorname{Pic}\left(Y_{a}^{\prime}\right)\left(k_{m}\right)$ such that $\operatorname{Nm}(\theta)=$ $\theta \cdot \sigma \theta=\beta$ as an idèle class in $K^{\times} \backslash \mathbb{A}_{K}^{\times} / \mathbb{O}_{Y_{a}}^{\times}$. Let $W_{K^{\prime}}$ and $W_{K}$ be the Weil groups of $K^{\prime}$ and $K$, respectively. By class field theory, we have the following commutative diagram,

where the map $\partial$ is defined by

$$
\partial(\xi)=\sum_{v \text { nonsplit }} \operatorname{val}_{K_{v}}\left(\xi_{v}\right) \quad \bmod 2
$$

where $v$ runs over all places of $K$ (which is nonsplit in $K^{\prime}$ ) and where $k_{v}$ is the residue field of $\mathcal{O}_{K_{v}}$. Now to solve the equation $\operatorname{Nm}(\theta)=\beta$; the only obstruction is $\partial(\beta)$. Since $x_{0}$ is nonsplit in $X_{m}^{\prime}$, a place $v$ over $x_{0}$ is nonsplit in $K^{\prime}$ if and only if
[ $\left.k_{v}: k_{m}\right]$ is odd. Therefore, we have

$$
\partial(\beta) \equiv \sum_{v \mid x_{0},\left[k_{v}: k_{m}\right] \text { odd }} \operatorname{val}_{K_{v}}\left(\beta_{v}\right) \equiv \sum_{v \mid x_{0}} \operatorname{val}_{K_{v}}\left(\beta_{v}\right)\left[k_{v}: k_{m}\right] \quad \bmod 2
$$

From the diagram (5.2.4), we see that $\gamma \cdot \beta^{-1}: R_{a}\left(E_{m}\right) \xrightarrow{\sim} R_{a}^{\vee}\left(E_{m}\right)$ sends $R_{a}\left(\mathcal{O}_{E_{m}}\right)$ isomorphically to $R_{a}^{\vee}\left(\mathcal{O}_{E_{m}}\right)$. Therefore

$$
\begin{aligned}
\operatorname{leng}_{\mathcal{O}_{F_{m}}}\left(R_{a, m}: \beta\left(R_{a, m}\right)\right) & =\operatorname{leng}_{\mathcal{O}_{F_{m}}}\left(R_{a, m}^{\vee}: \gamma\left(R_{a, m}\right)\right) \\
& =\operatorname{val}_{F_{m}}\left(\Delta_{a, b}\right)=\operatorname{val}_{F}\left(\Delta_{a^{0}, b^{0}}\right)
\end{aligned}
$$

is even. Hence

$$
\begin{equation*}
\sum_{v \mid x_{0}} \operatorname{val}_{K_{v}}\left(\beta_{v}\right)\left[k_{v}: k_{m}\right]=\operatorname{leng}_{\mathcal{O}_{F_{m}}}\left(R_{a, m}: \beta\left(R_{a, m}\right)\right) \tag{5.2.6}
\end{equation*}
$$

is also even. This shows the vanishing of $\partial(\beta)$ in $\mathbb{Z} / 2 \mathbb{Z}$. Therefore we can always find $\theta \in K^{\prime \times} \backslash \mathbb{A}_{K^{\prime}}^{\times}$such that $\operatorname{Nm}(\theta)=\beta$. Translating back into geometry, we have found the desired $(\boldsymbol{\mathcal { G }}, s, \rho)$, and hence the desired $\left(\mathcal{F}^{\prime}, h, \iota\right)$.

Now we pick such a triple ( $\mathcal{F}^{\prime}, h, \iota$ ) from Claim 3. By construction, we have

$$
\chi\left(Y_{a}^{\prime}, \mathcal{F}^{\prime}\right)=-2 n(g-1)-\frac{\operatorname{val}_{F_{m}}\left(\Delta_{a, b}\right)}{2}
$$

## CLAIM 4

There is a homomorphism $\alpha^{\prime}: \mathcal{O}_{Y_{a}^{\prime}}\left(-D_{0}\right) \rightarrow \mathcal{F}^{\prime}$ such that the composition

$$
\iota \alpha^{\prime}:\left.R_{a}\left(\mathcal{O}_{E_{m}}\right) \cong \mathcal{O}_{Y_{a}^{\prime}, x_{0}} \xrightarrow{\alpha^{\prime}} \mathcal{F}^{\prime}\right|_{\operatorname{Spec} \mathcal{O}_{Y_{a}^{\prime}, x_{0}}} \xrightarrow{\iota} R_{a}\left(\mathcal{O}_{E_{m}}\right)
$$

is the identity modulo $\varpi^{N}$.

## Proof

Consider the following evaluation map at the $N$ th infinitesimal neighborhood of $p_{a}^{\prime-1}\left(x_{0}^{\prime}\right) \subset Y_{a}^{\prime}:$

$$
\mathrm{ev}:\left.\mathcal{F}^{\prime}\left(D_{0}\right) \rightarrow \mathcal{F}^{\prime}\left(D_{0}\right)\right|_{\mathrm{Spec}} \mathcal{\Theta}_{Y_{a}^{\prime}, x_{0}} \xrightarrow{\iota} R_{a}\left(\mathcal{O}_{E_{m}}\right) \otimes_{\mathcal{O}_{F}}\left(\mathcal{O}_{F} / \varpi^{N}\right)
$$

Let $\mathcal{K}$ be the kernel of ev, which is a coherent sheaf on $Y_{a}^{\prime}$. By Grothendieck-Serre duality, we have

$$
H^{1}\left(Y_{a}^{\prime}, \mathcal{K}\right) \cong \operatorname{Hom}_{Y_{a}^{\prime}}\left(\mathcal{K}, \omega_{Y_{a}^{\prime}}\right)^{\vee}
$$

But since

$$
\begin{aligned}
\chi\left(Y_{a}^{\prime}, \mathcal{K}\right) & =\chi\left(Y_{a}^{\prime}, \mathcal{F}^{\prime}\left(D_{0}\right)\right)-2 n N \\
& =\frac{-\operatorname{val}_{F_{m}}\left(\Delta_{a, b}\right)}{2}+2 n\left(\operatorname{deg}\left(D_{0}\right)-g+1\right)-2 n N \\
& \geq 2 n\left(\operatorname{deg}\left(D_{0}\right)-g+1\right)-(2 n+1) N \\
& \geq 2 g_{Y}>g_{Y}^{\prime}-1=\chi\left(Y_{a}^{\prime}, \omega_{Y_{a}^{\prime}}\right),
\end{aligned}
$$

we must have $\operatorname{Hom}\left(\mathcal{K}, \omega_{Y_{a}^{\prime}}\right)=0$. Therefore, $H^{1}\left(Y_{a}^{\prime}, \mathcal{K}\right)=0$. This implies that

$$
\mathrm{ev}: \operatorname{Hom}_{Y_{a}^{\prime}}\left(\mathcal{O}_{Y_{a}^{\prime}}\left(-D_{0}\right), \mathcal{F}^{\prime}\right)=H^{0}\left(Y_{a}^{\prime}, \mathcal{F}^{\prime}\left(D_{0}\right)\right) \rightarrow R_{a}\left(\mathcal{O}_{E_{m}}\right) \otimes_{\mathcal{O}_{F}}\left(\mathcal{O}_{F} / \varpi^{N}\right)
$$

is surjective. Hence there exists $\alpha^{\prime} \in \operatorname{Hom}_{Y_{a}^{\prime}}\left(\mathcal{O}_{Y_{a}^{\prime}}\left(-D_{0}\right), \mathcal{F}^{\prime}\right)$ such that $\iota \circ \mathrm{ev}\left(\alpha^{\prime}\right) \equiv 1$ $\bmod \varpi^{N}$.

Now let $\gamma^{\prime}$ be the composition

$$
\mathcal{O}_{Y_{a}^{\prime}}\left(-D_{0}\right) \xrightarrow{\alpha^{\prime}} \mathcal{F}^{\prime} \xrightarrow{h} \sigma^{*} \mathcal{F}^{\prime N} \xrightarrow{\sigma^{*} \alpha^{\prime N}} \omega_{Y_{a}^{\prime} / X}\left(D_{0}\right) .
$$

Then $\gamma^{\prime}$ gives back another $b^{\prime} \in \mathscr{B}\left(k_{m}\right)$. From the construction it is clear that $b^{\prime} \equiv$ $b \bmod \varpi^{N}$, and therefore $b^{\prime} \in \mathscr{B}_{0}\left(k_{m}\right)$. Now for each closed point $x \neq x_{0}$ of $X_{m}$, the local moduli space $\mathcal{N}_{a_{x}, b_{x}^{\prime}}^{x}\left(k_{m}(x)\right)$ is nonempty because it contains a point given by $\left.\mathcal{F}^{\prime}\right|_{\operatorname{Spec}} \mathcal{O}_{y_{a}^{\prime}, x}$. (This is self-dual because $h$ is an isomorphism over $x \neq$ $x_{0}$ by construction). Therefore, the pair ( $a, b^{\prime}$ ) satisfies the requirement of Proposition 5.2.2.

### 5.3. The proof

Now for each $m \geq m_{0}$, we have a pair $(a, b) \in \mathcal{A}_{0}^{\prime}\left(k_{m}\right) \times \mathscr{B}_{0}\left(k_{m}\right)$ such that the condition in Proposition 5.2.2 holds. Using Theorem 4.4.1 (taking the stalks of the two complexes in (4.4.1) at the point $(a, b)$ ), we get an isomorphism of graded Frob ${ }_{k}^{m}$ modules:

$$
\begin{equation*}
\bigoplus_{i=-d}^{d} H^{\bullet}\left(\mathcal{M}_{i, a, b} \otimes_{k_{m}} \bar{k}, L_{d-i}\right) \cong H^{\bullet}\left(\mathcal{N}_{a, b} \otimes_{k_{m}} \bar{k}, \overline{\mathbb{Q}}_{\ell}\right) . \tag{5.3.1}
\end{equation*}
$$

By the product formulas (3.4.1) and (3.4.2), we can rewrite (5.3.1) as

$$
\begin{aligned}
& \bigotimes_{x \in\left|X_{m}\right|}\left(\bigoplus_{i_{x}} H^{\bullet}\left(\left(\operatorname{Res}_{k_{m}(x) / k_{m}} \mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}\right) \otimes_{k_{m}} \bar{k}, \operatorname{Res}_{k_{m}(x) / k_{m}} L_{x}^{\otimes i i_{x}}\right)\right) \\
& \cong \bigotimes_{x \in\left|X_{m}\right|} H^{\bullet}\left(\left(\operatorname{Res}_{k_{m}(x) / k_{m}} \mathcal{N}_{a_{x}, b_{x}}^{x}\right) \otimes_{k_{m}} \bar{k}, \overline{\mathbb{Q}}_{\ell}\right)
\end{aligned}
$$

Here $\operatorname{Res}_{k_{m}(x) / k_{m}} L_{x}$ is the local system of rank one on $\operatorname{Res}_{k_{m}(x) / k_{m}} \operatorname{Spec} k_{m}(x)$ induced from $L_{x}$. We have such a tensor product decomposition on the left-hand side because the local system $L_{d-i}$ on $\mathcal{M}_{i, a, b}$, when pulled back via the isomorphism (3.4.1), becomes $\boxtimes_{x \in\left|X_{m}\right|} \operatorname{Res}_{k_{m}(x) / k_{m}} L_{x}^{\otimes i i_{x}}$ on $\prod_{x \in\left|X_{m}\right|} \operatorname{Res}_{k_{m}(x) / k_{m}} \mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}$ (see Lemma 4.1.2).

We use the abbreviations

$$
\begin{aligned}
M_{x}^{j}:=\bigoplus_{i_{x}} H^{j}\left(\left(\operatorname{Res}_{k_{m}(x) / k_{m}} \mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}\right) \otimes_{k_{m}} \bar{k}, \operatorname{Res}_{k_{m}(x) / k_{m}} L_{x}^{\otimes i_{x}}\right), \\
N_{x}^{j}:=H^{j}\left(\left(\operatorname{Res}_{k_{m}(x) / k_{m}} \mathcal{N}_{a_{x}, b_{x}}^{x}\right) \otimes_{k_{m}} \bar{k}, \overline{\mathbb{Q}}_{\ell}\right) \\
M_{0}^{j}:=\bigoplus_{i=0}^{\operatorname{val}_{F}\left(\Delta_{a^{0}, b^{0}}\right)} H^{j}\left(\mathcal{M}_{i, a^{0}, b^{0}}^{\mathrm{loc}} \otimes_{k} \bar{k}, \overline{\mathbb{Q}}_{\ell}\left(\eta_{k^{\prime} / k}\right)^{\otimes i}\right), \\
N_{0}^{j}:=H^{j}\left(\mathcal{N}_{a^{0}, b^{0}}^{\mathrm{loc}} \otimes_{k} \bar{k}, \overline{\mathbb{Q}}_{\ell}\right)
\end{aligned}
$$

where the first two are $\mathrm{Frob}_{k}^{m}$-modules and where the last two are $\mathrm{Frob}_{k}$-modules.
By Proposition 5.1.1, we have

$$
M_{x_{0}}^{j} \cong M_{0}^{j} \quad \text { and } \quad N_{x_{0}}^{j} \cong N_{0}^{j}
$$

as $\mathrm{Frob}_{k}^{m}$-modules.
On the other hand, since we have assumed that $Y_{a}$ is smooth away from $p_{a}^{-1}\left(x_{0}\right)$ for any $x \neq x_{0}$, the local moduli spaces $\mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}$ and $\mathcal{N}_{a_{x}, b_{x}}^{x}$ are zero-dimensional, and hence have no higher cohomology. For $x \neq x_{0}$, we write $M_{x}$ (resp., $N_{x}$ ) for $M_{x}^{0}$ (resp., $N_{x}^{0}$ ). Therefore, for each $j$, we get an isomorphism of $\mathrm{Frob}_{k}^{m}$-modules

$$
M_{0}^{j} \otimes\left(\bigotimes_{x_{0} \neq x \in\left|X_{m}\right|} M_{x}\right) \cong N_{0}^{j} \otimes\left(\bigotimes_{x_{0} \neq x \in\left|X_{m}\right|} N_{x}\right)
$$

Taking the traces of $\operatorname{Frob}_{k}^{m}$ and using the Lefschetz trace formula for $\mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}$ and $\mathcal{N}_{a_{x}, b_{x}}^{x}$, we get, for any $j \geq 0$,

$$
\begin{align*}
& \operatorname{Tr}\left(\operatorname{Frob}_{k}^{m}, M_{0}^{j}\right) \prod_{x_{0} \neq x \in\left|X_{m}\right|}\left(\sum_{i_{x}} \eta_{x}\left(\varpi_{x}\right)^{i_{x}} \# \mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}\left(k_{m}(x)\right)\right)  \tag{5.3.2}\\
& \quad=\operatorname{Tr}\left(\operatorname{Frob}_{k}^{m}, N_{0}^{j}\right) \prod_{x_{0} \neq x \in\left|X_{m}\right|} \# \mathcal{N}_{a_{x}, b_{x}}^{x}\left(k_{m}(x)\right) \tag{5.3.3}
\end{align*}
$$

Here we used (5.2.1). Since $Y_{a}$ is smooth away from $p_{a}^{-1}\left(x_{0}\right)$, for $x \neq x_{0}, R_{a_{x}} \cong \mathcal{O}_{Y_{a}, x}$ is a product of DVRs, and we can apply Lemma 2.5.5 to conclude that

$$
\sum_{i_{x}} \eta_{x}\left(\varpi_{x}\right)^{i_{x} \#} \mathcal{M}_{i_{x}, a_{x}, b_{x}}^{x}\left(k_{m}(x)\right)=\# \mathcal{N}_{a_{x}, b_{x}}^{x}\left(k_{m}(x)\right), \quad \forall x \neq x_{0}
$$

Moreover, the right-hand side for each $x \neq x_{0}$ is nonzero because $(a, b)$ satisfies the condition in Proposition 5.2.2. Therefore (5.3.2) implies that

$$
\operatorname{Tr}\left(\operatorname{Frob}_{k}^{m}, M_{0}^{j}\right)=\operatorname{Tr}\left(\operatorname{Frob}_{k}^{m}, N_{0}^{j}\right), \quad \forall j \geq 0 .
$$

Since this is true for any $m \geq m_{0}$, we get an isomorphism of semisimplified $\mathrm{Frob}_{k}$-modules:

$$
M_{0}^{j, \mathrm{ss}} \cong N_{0}^{j, \text { ss }}
$$

But by Lemma 2.7.3, $M_{0}^{j}$ and $N_{0}^{j}$ are isomorphic as Frob ${ }_{k}^{2}$-modules. Therefore we can conclude that $M_{0}^{j} \cong N_{0}^{j}$ as $\mathrm{Frob}_{k}$-modules since the unipotent part of the Frob ${ }_{k}$ action is uniquely determined by that of $\operatorname{Frob}_{k}^{2}$ by taking the square root. This proves the main theorem.
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## Appendix. Transfer to characteristic zero

JULIA GORDON

The purpose of this appendix is to point out that the work of Cluckers, Hales, and Loeser [1] implies that the transfer principle of Cluckers and Loeser [4] applies to the version of the fundamental lemma proved in this article. Thus, Conjectures 1.1.1 and 1.1.2 are true when $F$ is a local field of characteristic zero with sufficiently large residue characteristic.

We need to emphasize that even though these conjectures in the equal characteristic case are proved here for the fields $F$ of characteristic larger than $n$, the transfer principle leads to a slightly weaker result for the fields of characteristic zero-namely, that there exists (an algorithmically computable) constant $M$ such that the conjectures hold for the characteristic zero local fields $F$ of residue characteristic larger than $M$. However, we hope that such a result is sufficient for some applications.

Since this appendix is of an expository nature, the references often point not to the original sources, but to more expository articles. All the references to specific sections, conjectures, and definitions that do not mention a source are to Yun's article, for which this appendix is written.

## A.1. Denef-Pas language

The idea behind the approach to transfer described here is to express everything involved in the statement of the fundamental lemma by means of formulas in a certain first-order language of logic (called the Denef-Pas language) $\mathscr{L}_{\text {DP }}$ (see, e.g., [1, Section 1.6] for the detailed definition), and then work with these formulas directly instead of with the sets and functions described by them. Denef-Pas language is designed for
valued fields. It is a three-sorted language, meaning that it has three sorts of variables. Variables of the first sort run over the valued field; variables of the second sort run over the value group (for simplicity, we shall assume that the value group is $\mathbb{Z}$ ); and variables of the third sort run over the residue field.

Let us describe the set of symbols that, along with parentheses, the binary relation symbol $=$ in every sort, the standard logical symbols for conjunction, disjunction, and negation, and the quantifiers, are used to build formulas in Denef-Pas language.

- In the valued field sort, there are constant symbols 0 and 1 , and the symbols + and $\times$ for the binary operations of addition and multiplication. Additionally, there are symbols for two functions from the valued field sort: ord $(\cdot)$ to denote a function from the valued field sort to the $\mathbb{Z}$-sort, and $\overline{\mathrm{ac}}(\cdot)$ to denote a function from the valued field sort to the residue field sort. These functions are called the valuation map and the angular component map, respectively.
- In the residue field sort, there are constant symbols 0 and 1 , and the binary operations symbols + and $\times$ (thus, restricted to the residue field sort, this is the language of rings).
- In the $\mathbb{Z}$-sort, there are 0 and 1 , and the operation + . Additionally, for each $d=$ $2,3,4, \ldots$, there is a symbol $\equiv_{d}$ to denote the binary relation $x \equiv y \bmod d$. Finally, there is a binary relation symbol $\geq$. (This is Presburger language for the integers).
Given a discretely valued field $K$ with a uniformizer of the valuation $\varpi$, the functions $\operatorname{ord}(\cdot)$ and $\overline{\mathrm{cc}}(\cdot)$ are interpreted as follows. The function ord $(x)$ stands for the valuation of $x$. It is in order to provide the interpretation for the symbol $\overline{\mathrm{ac}}(x)$ that a choice of the uniformizing parameter $\varpi$ (so that $\operatorname{ord}(\varpi)=1$ ) is needed. If $x \in \mathcal{O}_{K}^{*}$ is a unit, then there is a natural definition of $\overline{\operatorname{ca}}(x)$; it is the reduction of $x$ modulo the ideal $(\varpi)$. For $x \neq 0$ in $K, \overline{\operatorname{ac}}(x)$ is defined by $\overline{\operatorname{ac}}(x)=\overline{\operatorname{cc}}\left(\varpi^{-\operatorname{ord}(x)} x\right)$ and, by definition, $\overline{\mathrm{ac}}(0)=0$.

A formula $\varphi$ in $\mathscr{L}_{\text {DP }}$ can be interpreted in any discretely valued field (once a uniformizer of the valuation is chosen) in the sense that, given a valued field $K$ with a uniformizer $\varpi$ and the residue field $k_{K}$, one can allow the free variables of $\varphi$ to range over $K, k_{K}$, and $\mathbb{Z}$, respectively, according to their sort (naturally, the variables bound by a quantifier then also range over $K, k_{K}$, and $\mathbb{Z}$, respectively). Thus, any discretely valued field is a structure for Denef-Pas language.

## A.2. Constructible motivic functions

In the foundational articles [3] and [4], Cluckers and Loeser developed the theory of motivic integration for functions defined by means of formulas in Denef-Pas language, and proved a very general transfer principle. We refer to [1] and [2] for the introduction to this subject and all definitions (note that the article [1] is self-contained and essentially covers everything in this appendix).

Here we need to use the terms definable subassignment and constructible motivic function. Let $h[m, n, r]$ be the functor from the category of fields to the category of sets defined by

$$
h[m, n, r](K)=K((t))^{m} \times K^{n} \times \mathbb{Z}^{r} .
$$

The term subassignment was first introduced in [5]. Given a functor $F$ from some category $C$ to Sets, a subassignment $X$ of $F$ is a collection of subsets $X(A) \subset F(A)$ for every object $A$ of $C$. A definable set is a set that can be described by a formula in Denef-Pas language, and a subassignment $X$ of the functor $h[m, n, r]$ is called definable if there exists a formula $\varphi$ in Denef-Pas language with $m$ free variables of the valued field sort, $n$ free variables of the residue field sort, and $r$ free variables of the value group sort such that, for every field $K$, the set $X(K)$ is exactly the set of points in $K((t))^{m} \times K^{n} \times \mathbb{Z}^{r}$ where $\varphi$ takes the value "true." Note that there are slightly different variants of Denef-Pas language, depending on the sets of coefficients for a formula $\varphi$ allowed in every sort (the smallest set of coefficients is $\mathbb{Z}$ in every sort; however, one can add constant symbols that can later be used as coefficientsone such variant will be discussed below). We emphasize, however, that regardless of the variant, the coefficients come from a fixed set and are independent of $K$. Definable subassignments form a Boolean algebra in a natural way, and this algebra is the replacement, in the theory of motivic integration, for the Boolean algebra of measurable sets in the traditional measure theory.

For a definable subassignment $X$, the ring of the so-called constructible motivic functions on $X$, denoted by $\smile(X)$, is defined in [3]. The elements of $\varphi(X)$ are, essentially, formal constructions defined using the language $\mathscr{L}_{\mathrm{DP}}$. The main feature of constructible motivic functions is specialization to functions on discretely valued fields. Namely, let $f \in \mathscr{\varrho}(X)$. Let $F$ be a non-Archimedean local field (either of characteristic zero or of positive characteristic). Let $\varpi$ be the uniformizer of the valuation on $F$. Given these data, one gets a specialization $X_{F}$ of the subassignment $X$ to $F$, which is a definable subset of $F^{m} \times k_{F}^{n} \times \mathbb{Z}^{r}$ for some $m, n, r$, and the constructible motivic function $f$ specializes to a $\mathbb{Q}$-valued function $f_{F}$ on $X_{F}$, for all fields $F$ of residue characteristic bigger than a constant that depends only on the $\mathscr{L}_{\mathrm{DP}}$-formulas defining $f$ and $X$. As explained in [1, Section 2.9], one can tensor the ring $\mathscr{C}(X)$ with $\mathbb{C}$, and then the specializations $f_{F}$ of elements of $\mathscr{C}(X) \otimes \mathbb{C}$ form a $\mathbb{C}$-algebra of functions on $X_{F}$.

## A.3. Integration and transfer principle

In [3], Cluckers and Loeser defined a class IC $(X)$ of integrable constructible motivic functions closed under integration with respect to parameters (where integration is with respect to the motivic measure). Given a local field $F$ with a choice of the uniformizer, these functions specialize to integrable (in the classical sense) functions
on $X_{F}$, and motivic integration specializes to the classical integration with respect to an appropriate Haar measure when the residue characteristic of $F$ is sufficiently large.

From now on, we will use the variant of the theory of motivic integration with coefficients in the ring of integers of a given global field. Let $\Omega$ be a global field with the ring of integers $\mathcal{O}$. Following [2], we denote by $\mathcal{A}_{\mathcal{O}}$ the collection of all $p$-adic completions of all finite extensions of $\Omega$, and we denote by $\mathscr{B}_{\mathcal{O}}$ the set of all local fields of positive characteristic that are $\mathcal{O}$-algebras. Let $\mathscr{A}_{\mathcal{O}, M}$ (resp., $\mathscr{B}_{\mathcal{O}, M}$ ) be the set of all local fields $F$ in $\mathscr{A}_{\mathcal{O}}$ (resp., $\mathscr{B}_{\mathcal{O}}$ ) such that the residue field $k_{F}$ has characteristic larger than $M$. Let $\mathscr{L}_{\mathcal{O}}$ be the variant of Denef-Pas language with coefficients in $\mathcal{O}[[t]]$ (see [2, Section 6.7] for the precise definition). This means, roughly, that a constant symbol for every element of $\mathcal{O}[[t]]$ is added to the valued field sort so that a formula in $\mathscr{L}_{\mathcal{O}}$ is allowed to have coefficients in $\mathcal{O}[[t]]$ in the valued field sort, coefficients in $\Omega$ in the residue field sort, and coefficients in $\mathbb{Z}$ in the value group sort.

Then the transfer principle can be stated as follows.
THEOREM A. 1 (Abstract transfer principle; see [1, Theorem 2.7.2.])
Let $X$ be a definable subassignment, and let $\varphi$ be a constructible (with respect to the language $\mathscr{L}_{\mathcal{O}}$ ) motivic function on $X$. Then there exists $M>0$ such that, for every $K_{1}, K_{2} \in \mathcal{A}_{\mathcal{O}, M} \cup \mathscr{B}_{\mathcal{O}, M}$ with $k_{K_{1}} \simeq k_{K_{2}}$,

$$
\varphi_{K_{1}}=0 \quad \text { if and only if } \quad \varphi_{K_{2}}=0
$$

## Remark A. 2

In fact, the transfer principle is proved in [4] for an even richer class of functions, called constructible motivic exponential functions, that contain additive characters of the field along with the constructible motivic functions. However, we do not discuss it here since the characters are not needed in the present setting.

The goal of this appendix is to check that the conjectures proved in this article can be expressed as equalities between specializations of constructible motivic functions. We emphasize that all the required work is actually done in [1]; here we just check that it indeed applies in the present situation.

## A.4. Definability of all the ingredients

Here we go through Section 2.1 and check that every object appearing in it is definable.

## A.4.1. The degree 2 algebra $E / F$

Following [1, Section 4], we fix, once and for all, a $\mathbb{Q}$-vector space $V$ of dimension $n$, and we fix the basis $e_{0}, \ldots, e_{n-1}$ of $V$ over $\mathbb{Q}$.

As in [1, Section 3.2], we introduce a parameter (which we denote by $\epsilon$ ) that will appear in all the formulas that involve an unramified quadratic extension of the base field. We think of $\epsilon$ as a nonsquare unit, and we denote by $\Lambda$ be the subassignment of $h[1,0,0]$ defined by the formula $\operatorname{ord}(\epsilon)=0 \wedge \nexists x: x^{2}=\epsilon$. From now on, we only consider the relative situation: all the subassignments we consider will come with a fixed projection morphism to $\Lambda$ (in short, we are considering the category of definable subassignments over $\Lambda$; see [3, Section 2.1]). That is, we replace all the constructions that depend on an unramified quadratic extension $E / F$ (such as the unitary group), with the family of isomorphic objects parameterized by a nonsquare unit $\epsilon$ in $F$. Now imagine that we fixed the basis $(1, \sqrt{\epsilon})$ for the quadratic extension $E$. Then $E$ can be identified with $F^{2}$ via this basis, so from now on we shall think of the elements of $E$ as pairs of variables that range over $F$. The nontrivial Galois automorphism $\sigma$ of $E$ over $F$ now can be expressed as a ( $2 \times 2$ )-matrix with entries in $F$ and can be used in the expressions in Denef-Pas language.

The nontrivial quadratic character $\eta_{E / F}$ can be expressed by a Denef-Pas formula $\eta_{E / F}(x)=1 \Leftrightarrow \exists(a, b) \in F^{2}:\left(a^{2}+\epsilon b^{2}=x\right)$, or simply by $\eta_{E / F}(x)=1 \Leftrightarrow$ $\operatorname{ord}(x) \equiv 0 \bmod 2$.

In the case $E / F$ split, we just treat elements of $E$ as pairs of elements of $F$.

## A.4.2. The groups and their Lie algebras

In Sections 2.1 and 2.2, one starts out with free $\mathcal{O}_{F}$-modules $W$ and $V$ and then proceeds to choose a basis vector $e_{0}$ with certain properties. We shall reverse the thinking here. We fix a basis $e_{0}, \ldots, e_{n-1}$, and we fix the dual basis $e_{0}^{*}, \ldots, e_{n-1}^{*}$ such that $e_{0}^{*}\left(e_{0}\right)=1$ and such that the Hermitian form $(\cdot, \cdot)$ on $V$, with respect to this basis, corresponds to a matrix with entries in the set $\{0, \pm 1\}$, and where $\left(e_{0}, e_{0}\right)=1$ and $\left(e_{0}, e_{j}\right)=0$ for $1 \leq j \leq n-1$. We let $W$ be the span of the vectors $e_{1}, \ldots, e_{n-1}$. With this choice of basis, we think of the elements of $\mathfrak{g l} l_{n}$ as $n^{2}$-tuples of variables $A=\left(a_{i j}\right)$. (Formally speaking, we identify $\mathfrak{g l}_{n}$ with the definable subassignment $h\left[n^{2}, 0,0\right]$.) All the split algebraic groups are naturally defined by polynomial equations in these variables and thus can be replaced with definable subassignments of $h\left[n^{2}, 0,0\right]$. The embedding $\mathrm{GL}_{n-1} \hookrightarrow \mathrm{GL}_{n}$, where

$$
A \mapsto\left(\begin{array}{ll}
A & \\
& 1
\end{array}\right)
$$

is clearly definable.
To find the definable subassignments that specialize to $\mathfrak{s}_{n}, \mathfrak{u}_{n}$, and $\mathrm{U}_{n}$, we introduce the parameter $\epsilon$ as in Section A.4.1. Then $\mathfrak{s}_{n}$ naturally becomes a definable subassignment of $h\left[2 n^{2}, 0,0\right] \times \Lambda \subset h\left[2 n^{2}+1,0,0\right]$. Indeed, as discussed above, the Galois automorphism $\sigma$ can be used in $\mathscr{L}_{\mathrm{DP}}$-expressions when we think of the elements of $E$ as pairs of $F$-variables: we replace each variable $a_{i j}$ ranging over $E$
with a pair of variables $\left(x_{i j}, y_{i j}\right)$ ranging over $F$. The Hermitian form that is used to define the unitary group, given the choice of the basis, gives rise to polynomial equations in $\left(x_{i j}, y_{i j}\right)$ that define the unitary group. Hence, $\mathfrak{u}_{n}$ and $\mathrm{U}_{n}$ can also be replaced with definable subassignments of $h\left[2 n^{2}+1,0,0\right]$.

## A.4.3. The invariants

By definition, $a_{i}(A)$ are the coefficients of the characteristic polynomial of $A$. In particular, they are polynomial expressions in the matrix entries of $A$, and therefore they are given by terms in $\mathscr{L}_{\mathrm{DP}}$, and the map $A \mapsto\left(a_{i}(A)\right)_{1 \leq i \leq n}$ is definable (recall that a function is called definable if its graph is a definable set).

First, let us consider the case when $E / F$ is a field extension.
The linear functional $e_{0}^{*}$ on $V$ (defined in Section 2.1) with our choice of the bases is just the covector $(1,0, \ldots, 0)$. Then the invariants $b_{i}(A)$ of Section 2.2 are also given by terms in $\mathscr{L}_{\text {DP }}$.

The vectors $A^{i} e_{0}$ are clearly just columns of polynomial expressions in the matrix entries $\left(x_{i j}, y_{i j}\right)$ of $A$. The condition that a collection of vectors forms a basis of a given vector space is a predicate in $\mathscr{L}_{\mathrm{DP}}$. Hence, the set of semisimple elements in $\mathfrak{g l}_{n}(E)$ that are strongly regular with respect to $\mathrm{GL}_{n-1}(E)$-action (in the sense of Definition 2.2.1) is a specialization (to $F$ ) of a definable subassignment of $h\left[2 n^{2}+1,0,0\right]$.

We observe that $\Delta_{a, b}=\operatorname{det}\left(e_{0}^{*} A^{i+j} e_{0}\right)_{0 \leq i, j, \leq n-1}($ of Definition 2.2.3) is also a polynomial expression in $\left(x_{i j}, y_{i j}\right)$.

Recall the subassignment $\Lambda$ from Section A.4.2 that specializes to the domain for a parameter $\epsilon$ defining the extension $E$. Since the image of a definable subassignment under a definable morphism is a definable subassignment, we have the definable subassignment $\mathcal{P}$ over $\Lambda$, which we denote by $\mathcal{P} \rightarrow \Lambda$, that corresponds to the set of pairs $(a, b) \in E^{2 n}$ that are invariants of some strongly regular element of $\mathfrak{g l}_{n}(E)$. More precisely, $\mathcal{P}$ is a subassignment of $\Lambda \times h[4 n, 0,0]$ that satisfies the condition that there exists $N>0$ such that, for every local field $F \in \mathcal{A}_{\mathcal{O}, N} \cup \mathscr{B}_{\mathcal{O}, N}$ and for every $\epsilon \in \Lambda_{F}$, the fiber $\mathcal{P}_{\epsilon}$ of $\mathscr{P}$ at $\epsilon$ specializes to the set of pairs $(a, b)$ that are invariants of some $A \in \mathfrak{g l}_{n}(E)$, strongly regular with respect to $\mathrm{GL}_{n-1}(E)$-action (in the sense of Definition 2.2.1), where $E$ is the field extension corresponding to $\epsilon$.

If $E / F$ is split, the same argument works, except that there is no need to consider the relative situation over $\Lambda$.

Since we have a symbol for the $F$-valuation in $\mathscr{L}_{\mathrm{DP}}$, the parameter $\nu(A)$ of Definition 2.2.2 is also an expression in $\mathscr{L}$ DP .

## A.4.4. The orbital integrals

Since the quadratic character $\eta_{E / F}$ only takes the values $\pm 1$, we can break the orbital integral $\mathrm{O}_{A}^{\mathrm{GL} \mathrm{L}_{n-1, n}}\left(\mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right)}\right)$ into the difference of two integrals:

$$
\begin{aligned}
\mathrm{O}_{A}^{\mathrm{GL} L_{n-1, \eta}}\left(\mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right)}\right) & =\int_{\mathrm{GL}_{n-1}(F) \cap\left\{g \mid \eta_{E / F}(\operatorname{det} g)=1\right\}} \mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right)}\left(g^{-1} A g\right) d g \\
& -\int_{\mathrm{GL}_{n-1}(F) \cap\left\{g \mid \eta_{E / F}(\operatorname{det} g)=-1\right\}} \mathbf{1}_{\mathfrak{s}_{n}\left(\mathcal{O}_{F}\right)}\left(g^{-1} A g\right) d g .
\end{aligned}
$$

By the remarks in Section A.4.1 above, both domains of integration are definable sets. For each point $A$ in the subassignment of strongly regular elements, $\mathbf{1}_{\mathfrak{S}_{n}\left(\mathcal{O}_{F}\right)}\left(g^{-1} \mathrm{Ag}\right)$ is, by Section A.4.2 above, a specialization of a constructible motivic function of $g$. We need to briefly discuss the normalization of the measures. The $p$ adic measure to which the motivic measure specializes is the so-called Serre-Oesterlé measure (defined in [7]). The Serre-Oesterlé measure on a classical group $G$ is the Haar measure such that the volume of the maximal compact subgroup is $q^{\operatorname{dim} G}$. Hence, the Haar measure $d g$ differs from the Serre-Oesterlé measure by a factor of $q^{-(n-1)^{2}}$, where $q$ is the cardinality of the residue field, since, as in [6], the Haar measures here are chosen so that the standard maximal compact subgroups have volume 1. This factor is the specialization of the (constant) constructible motivic function $\mathbb{L}^{-(n-1)^{2}}$ (see, e.g., [1, Section 2.3] for the discussion of the symbol $\mathbb{L}$ ). We conclude that $\mathrm{O}_{A}^{\mathrm{GL} \mathrm{L}_{n-1, \eta}}\left(\mathbf{1}_{\mathfrak{S}_{n}\left(\mathcal{O}_{F}\right)}\right)$ is a specialization of a constructible motivic function of $A$.

By a similar inspection, we see that the integral $\mathrm{O}_{A^{\prime}}^{U_{n-1}}\left(\mathbf{1}_{\mathfrak{u}_{n}\left(\mathcal{O}_{F}\right)}\right)$ is a specialization of a constructible motivic function of $A^{\prime}$, and thus so is the right-hand side of Conjecture 1.1.1(1).

Finally, recall the subassignment $\mathcal{P}$ from Section A.4.3 that specializes to the set of invariants. Consider the subassignment $\mathcal{X}$ of $\mathfrak{s}_{n} \times \mathfrak{u}_{n}$ defined by $\left(A, A^{\prime}\right) \in \mathcal{X}$ if and only if $A$ and $A^{\prime}$ have the same invariants. Since as we discussed above, the map that maps $A$ to its collection of invariants is a definable map, this is a definable subassignment (note that it has a natural projection to $\mathcal{P}$ ). We have shown that the difference of the left-hand side and the right-hand side of equation (1) in Conjecture 1.1.1 is a constructible motivic function on $\mathcal{X}$. Therefore, the transfer principle applies to it.

By inspection, all the ingredients of all the other variants of Conjecture 1.1.1 and Conjecture 1.1.2 are definable in the language $\mathscr{L}_{\mathcal{O}}$, and hence the transfer principle applies in all these cases.
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