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- Main idea of proof: for any $\epsilon, \delta$ can take $n$ large enough so $\int\left|f_{n}-f\right| d \mu<M \delta+\epsilon$.
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- Main idea of proof: first reduce to case that the $f_{n}$ are increasing by writing $g_{n}(x)=\inf _{m \geq n} f_{m}(x)$ and observing that $g_{n}(x) \uparrow g(x)=\lim \inf _{n \rightarrow \infty} f_{n}(x)$. Then truncate, used bounded convergence, take limits.
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- Dominated convergence: If $f_{n} \rightarrow f$ a.e. and $\left|f_{n}\right| \leq g$ for all $n$ and $g$ is integrable, then $\int f_{n} d \mu \rightarrow \int f d \mu$.
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## Computing expectations

- Change of variables. Measure space $(\Omega, \mathcal{F}, P)$. Let $X$ be random variable in $(S, \mathcal{S})$ with distribution $\mu$. Then if $f(S, \mathcal{S}) \rightarrow(R, \mathcal{R})$ is measurable we have $E f(X)=\int_{S} f(y) \mu(d y)$.
- Prove by checking for indicators, simple functions, non-negative functions, integrable functions.
- Examples: normal, exponential, Bernoulli, Poisson, geometric...

