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## Preface

This is a linear algebra textbook with a new start. Chapter 1 begins as usual with vectors. We see their linear combinations and dot products. Then the new ideas come with matrices. Let me illustrate those ideas right away by an example.

Suppose we are given a 3 by 3 matrix $A$ with columns $\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \boldsymbol{a}_{3}$ :

$$
\boldsymbol{A}=\left[\begin{array}{lll}
\boldsymbol{a}_{1} & \boldsymbol{a}_{2} & \boldsymbol{a}_{3}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 2 & 3 \\
3 & 4 & 7 \\
4 & 2 & 6
\end{array}\right] .
$$

Those columns are three-dimensional vectors. The first vectors $\boldsymbol{a}_{1}$ and $\boldsymbol{a}_{2}$ connect the center point $(0,0,0)$ to the points $(1,3,4)$ and $(2,4,2)$. The picture shows those points in 3 -dimensional space ( $x y z$ space). The key to this matrix is the third vector $\boldsymbol{a}_{3}$ going to the point ( $3,7,6$ ).

When I look at those vectors, I see something exceptional. Adding columns 1 and 2 produces column 3 . In other words $\boldsymbol{a}_{1}+\boldsymbol{a}_{2}=\boldsymbol{a}_{3}$. In a 3 -dimensional picture, $\boldsymbol{a}_{1}$ and $\boldsymbol{a}_{2}$ go from the center point $(0,0,0)$ to the points $(1,3,4)$ and $(2,4,2)$. The picture shows how to add those vectors. It is normal that all combinations of two vectors will fill up a plane. (The plane is actually infinite, we just drew the part between the vectors.) What is really exceptional is that the third point $a_{3}=(3,7,6)$ lies on this plane of $a_{1}$ and $a_{2}$.

Most points don't lie on that plane. Most vectors $\boldsymbol{a}_{3}$ are not combinations of $\boldsymbol{a}_{1}$ and $\boldsymbol{a}_{2}$. Most 3 by 3 matrices have independent columns. Then the matrix will be invertible. But these three columns are dependent because they lie on the same plane: $\boldsymbol{a}_{1}+\boldsymbol{a}_{2}=\boldsymbol{a}_{3}$.


That picture reveals the most important fact about those three vectors $\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \boldsymbol{a}_{3}$. But we need the right language to describe it. Our goal is to see the idea, and to get better and better at expressing it. Here are three steps in a good direction.

## 1 Idea in words Column 3 is the sum of column 1 and column 2

$$
\left.\begin{array}{ll}
2 \text { Idea in symbols } & a_{3}=a_{1}+a_{2} \\
\mathbf{3} \text { Matrix times vector } & {\left[a_{3}\right.}
\end{array}\right]=\left[\begin{array}{ll}
a_{1} & a_{2}
\end{array}\right]\left[\begin{array}{l}
1 \\
1
\end{array}\right] .
$$

Step 3 shows how a matrix $C$ multiplies a vector $\boldsymbol{x}$. The columns $\boldsymbol{a}_{1}$ and $\boldsymbol{a}_{2}$ in $C$ multiply the numbers $x_{1}=1$ and $x_{2}=1$ in $\boldsymbol{x}$. The output $C \boldsymbol{x}$ is a combination of the columns. Here that column combination is $\boldsymbol{a}_{1}+\boldsymbol{a}_{2}$.

One more crucial step allows several combinations at once. This is the way forward. We cannot take this step with pictures or words. A matrix multiplies a matrix.
4 Matrix times matrix $\quad A=C R$ is $\left[\begin{array}{lll}a_{1} & a_{2} & a_{3}\end{array}\right]=\left[\begin{array}{ll}a_{1} & a_{2}\end{array}\right]\left[\begin{array}{lll}1 & 0 & 1 \\ 0 & 1 & 1\end{array}\right]$
Those three columns of $\boldsymbol{R}$ give three combinations in $\boldsymbol{A}$ of the two columns in $\boldsymbol{C}$
Column 1: $1 a_{1}+0 a_{2}=a_{1} \quad$ Column 2: $0 a_{1}+1 a_{2}=a_{2}$
Column 3: $1 a_{1}+1 a_{2}=(1,3,4)+(2,4,2)=(3,7,6)=a_{3}$
That matrix multiplication $\boldsymbol{A}=\boldsymbol{C R}$ displays major information:
$A$ has dependent columns : the combination of columns $1+2-3$ gives $(0,0,0)$
$A$ also has dependent rows: some combination of its rows will give $(0,0,0)$ !
The "column space" of this $A$ is only a plane and not the whole 3D space
The "row space" of this $A$ is also a plane and not the whole 3D space
The square matrix $A$ has no inverse. Its determinant is zero. It is unusual.

## Subspaces of Vector Spaces

In Chapters 1 to 4 , the organizing ideas are vector spaces. The columns of $A$ are in $m$-dimensional space $\mathbf{R}^{m}$. The rows are in $n$-dimensional space $\mathbf{R}^{n}$. But the action is in four subspaces inside $\mathbf{R}^{m}$ and $\mathbf{R}^{n}$. The matrix $A$ multiplies $\boldsymbol{x}_{\text {row }}$ in its row space and $\boldsymbol{x}_{\text {null }}$ in its nullspace. The output is $A \boldsymbol{x}_{\text {row }}=\boldsymbol{b}$ in its column space because $A \boldsymbol{x}_{\text {null }}=z e r o$. Then the complete solution to $A \boldsymbol{x}=\boldsymbol{b}$ has a row space part and a nullspace part:

$$
\boldsymbol{x}=\boldsymbol{x}_{\text {row }}+\text { any } \boldsymbol{x}_{\text {null }} \quad A \boldsymbol{x}=A \boldsymbol{x}_{\text {row }}+A x_{\text {null }}=\boldsymbol{b}+\mathbf{0}=\boldsymbol{b}
$$

Every linear equation $A \boldsymbol{x}=\boldsymbol{b}$ is solved this way: particular $\boldsymbol{x}_{\text {row }}+$ any homogeneous $\boldsymbol{x}_{\text {null }}$.

## The Plan for the Book

That example is part of a new start. I believe it is a better start (for the reader and the course). By working with specific matrices to introduce the algebra, the subject unfolds. Chapter 1 develops the matrix equation $A=C$ times $R$. $C$ takes independent vectors like $\boldsymbol{a}_{1}$ and $\boldsymbol{a}_{2}$ from the column space of $A . R$ takes independent vectors from the row space of $A$. Those two "vector spaces" are at the center of linear algebra. We meet them properly in Chapter 3 . But you will know about independence from examples in Chapter 1.

The big step is to factor $A$ into $C$ times $R$. Matrix multiplication is a crucial operation, and Chapter 1 ends with four different ways to do it-seen on the back cover of the book. This sets the path to all the great factorizations of linear algebra:

$$
\begin{array}{ll}
\boldsymbol{A}=\boldsymbol{L} \boldsymbol{U} & \text { Chapter } 2 \text { solves } n \text { equations } A \boldsymbol{x}=\boldsymbol{b} \text { in } n \text { unknowns: } A \text { is square } \\
\boldsymbol{A}=\boldsymbol{C} \boldsymbol{R} & \text { Chapter } 3 \text { reduces to } r \text { independent columns and } r \text { independent rows } \\
\boldsymbol{A}=\boldsymbol{Q} \boldsymbol{R} & \text { Chapter } 4 \text { changes the columns of } A \text { into perpendicular columns of } Q \\
\boldsymbol{S}=\boldsymbol{Q} \boldsymbol{\Lambda} \boldsymbol{Q}^{\mathbf{T}} & \text { Chapter } 6 \text { has eigenvectors in } \boldsymbol{Q} . \text { The eigenvalues of } \boldsymbol{S} \text { are in } \boldsymbol{\Lambda} \\
\boldsymbol{A}=\boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{V}^{\mathbf{T}} & \text { Chapter } 7 \text { has singular vectors in } \boldsymbol{U} \text { and } \boldsymbol{V} \text { and singular values in } \boldsymbol{\Sigma}
\end{array}
$$

The columns of $A$ are in $m$-dimensional space $\mathbf{R}^{m}$, the rows are in $\mathbf{R}^{n}$. The $m$ by $n$ matrix multiplies vectors $\boldsymbol{x}$ in $\mathbf{R}^{n}$ to produce $A \boldsymbol{x}$ in $\mathbf{R}^{m}$. But the real action of $A$ is seen in the four fundamental subspaces.

Chapter 2 only allows one solution $\boldsymbol{x}_{\text {row }}$. The matrix $A$ is square and invertible. Chapter 3 finds every solution to $A \boldsymbol{x}=\boldsymbol{b}$ by adding every $\boldsymbol{x}_{\text {null }}$. Chapter 4 deals with equations that don't have a solution (because $b$ has a piece from the mysterious fourth subspace). I hope you will like the "big picture of linear algebra" on page 124: all four subspaces.

Those five factorizations are a perfect way to organize and remember linear algebra. The eigenvalues in the matrix $\boldsymbol{\Lambda}$ and the singular values in $\boldsymbol{\Sigma}$ come from $S$ and $A$ in a beautiful way-but not a simple way. Those numbers in $S \boldsymbol{x}=\lambda \boldsymbol{x}$ and $A \boldsymbol{v}=\sigma \boldsymbol{u}$ see deeply into the symmetric matrix $S$ and the $m$ by $n$ matrix $A$. Often $S$ appears in engineering and physics. Often $A$ is a matrix of data. And data is now coming from everywhere.

Please don't miss Tim Baumann's page 272 on compressing photographs by the SVD.
Chapter 5 explains the amazing formulas produced by determinants. Amazing but unfortunately difficult to compute! We solve equations $A \boldsymbol{x}=\boldsymbol{b}$ before (not after) we find the determinant of $A$. Those equations ask us to produce $\boldsymbol{b}$ from the columns of $A$.

$$
A x=x_{1}(\text { column } 1)+x_{2}(\text { column } 2)+\cdots+x_{n}(\text { column } n)=\text { right side } b .
$$

In principle, determinants lead to eigenvalues (Chapter 6) and singular values (Chapter 7). In practice, we look for other ways to find and use those important numbers. And yet determinants tell us about geometry too-like the volume of a tilted box in $n$ dimensions.

A short course can go directly from dimensions in 3.5 to eigenvalues for $2 \times 2$ matrices.

## Final Chapter : Learning from Data

We added Chapter 8 on data science. The data often comes in a rectangular matrix $A$. Each row measures $n$ properties of a sample. That number $n$ is large, and the number of samples is often very large. Out of this big matrix, applied linear algebra has to find out what is important. The goal is to produce understanding that leads to a decision.

In machine learning the output is a nonlinear function of the input. Deep learning aims to find that function from the training data. It produces (often with giant computations) a learning function $\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{v})$. The input vectors $\boldsymbol{v}$ contain the features of each training sample (many $\boldsymbol{v}$ 's from many samples). The vector $\boldsymbol{x}$ contains the weights assigned to those features. And hidden inside $F$ is a nonlinear function that mixes the inputs and the weights. A favorite is the simple function $\operatorname{ReLU}(y)=$ maximum of 0 and $y$ : a ramp function.

Optimizing the weights to learn from the training data $\boldsymbol{v}$ is the big computation. When that is well done, we can input new samples that the system has never seen. The success of deep learning is that $F(\boldsymbol{x}, \boldsymbol{v})$ is often close to the correct output. The system has identified an image, or translated a sentence, or chosen a winning move.

This is piecewise linear algebra, a mixture of weight matrices and ReLU. It is included with no expectation of testing students. This is a chapter to use later, in any way you want. You could experiment with the website playground.tensorflow.org.

Machine learning has become important and powerful-based on linear algebra and calculus (optimizing the weights) and on statistics (controlling the mean and variance). But it is not required or even expected to be part of the course. What I hope is that the faster start allows you to reach eigenvalues and singular values-those are true highlights of this subject. Chapters 2 to 7 confirm the jump of intuition near the end of Chapter 1:

If all columns of $A$ lie on an $r$-dimensional plane, then all rows of $A$ also lie on a (usually different) $r$-dimensional plane. That fact has far-reaching consequences.

This is a textbook for a normal linear algebra class-to explain the key ideas of this beautiful subject to everyone. As clearly as I can. Thank you.

Gilbert Strang

After writing this introduction, I looked back at the opening example. That 3 by 3 matrix $A$ has dependent columns (column $1+$ column $2=$ column 3). By linear algebra, $A$ must also have dependent rows. The numbers to show this are $\mathbf{- 5}$ and $\mathbf{3}$ :

$$
-\mathbf{5}(\text { row } 1)+\mathbf{3}(\text { row } 2)=\text { row } 3 \text { of } A \quad-\mathbf{5}(\mathbf{1}, \mathbf{2}, \mathbf{3})+\mathbf{3}(\mathbf{3}, 4, \mathbf{7})=(\mathbf{4}, \mathbf{2}, 6) .
$$

The number of independent rows equals the number of independent columns. Wonderful !

