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Chapter 0

Preface

Let x be a multiplicative character on the finite field F, and let ¢) be an additive character.
Then the Gauss sum g(x, ¢) is defined by

g06) = Y x()().

teF,

The goal of this research journal is to document the properties, uses, and interpretations of
such sums.
Gauss first introduced the Gauss sum in one of his proofs of quadratic reciprocity. Gauss’s

sum was in the form ;
9= <];>C£

teF,

27

where p is a prime, (5) is the Legendre symbol and ¢, = e » . We take Gauss’s proof as a
starting point and then consider Gauss sums of third and fourth order characters over F), to
give proofs of cubic and biquadratic reciprocity laws respectively. This is the substance of
the first chapter of the journal.

Throughout chapter one an underlying theme is that the exact value of g(x,(,)! can
be determined, where [ = 2,3,4 is the order of y. In fact, it is a simple computation to
show that for any character x, |g(x,(y)| = /p and in the cases | = 2,3,4 we are able to
determine the angle of g(x, (,) up to an [th root of unity. Each of the proofs of reciprocity
then works by employing congruences on Gauss sums in algebraic number fields in order to
extract information about the characters in the sum.

Chapter two consists of a collection of more advanced results on Gauss sums. We begin
by investigating the relationship between the value of the Gauss sum and the reciprocity laws
of chapter one and are led to consider the theory of cyclotomic field extensions. Viewing
the field Q((, () as a vector space over Q((;) where [ is the order of the character x, we
deduce that the value of the Gauss sum g¢() contains sufficient information to determine
the value of x at each element of the finite field F},. The Gauss sum is thus a “compressed
representation of x.”



We next treat the Gauss sum as a discrete Fourier expansion for the character y. Using
Fourier expansion techniques we prove two identities, the first being the norm relation on
Gauss sums mentioned above and the second an expression for L(1, x) as a product of g(x)

and the sum
h(x) =Y x(t)

teF,

1
_Czt)’

This leads to a digression in which we give a classical determination of the quadratic Gauss
sum due to Estermann and try to adapt his technique to give an elementary determination of
the argument of A(y), an attempt which ultimately fails because the modulus of the function
1%4 grows arbitrarily large as ¢ approaches 1.

In the remainder of chapter two we consider Gauss sums over finite fields Fj, with ¢ = p".
We discuss the Davenport-Hasse identity for products of Gauss sums and give an alternate
formulation in terms of Jacobi sums, J, defined by

T X Xn) = Y xa(t)xa(ta)-xn(tn)-

t1+ta+.. . +tp=1

This formulation suggests a combinatorial approach to proving the identity that would be
more elementary, although significantly more computationally intensive, than the known
proof. We also give part of a proof due to Yamamoto [8] affirming Hasse’s conjecture that
the Davenport-Hasse identity and the norm relation are the only multiplicative relations on
Gauss sums when the sums are considered as ideals of the cyclotomic field Q((;, (). At the
end of his paper containing the proof of Hasse’s conjecture, Yamamoto gives an counter-
example to show that the conjecture does not hold for Gauss sums when considered as
numbers. We show here, by imitating calculations in a paper of Muskat and Whiteman [6],
that Yamamoto’s counter-example can be reconciled with Hasse’s conjecture if we include
the additional relations associated with the behavior of Gauss sums under automorphisms
of QG )/Q.

We conclude chapter two with a proof of Eisenstein reciprocity law, which generalizes
the reciprocity laws of chapter one to any prime-order character. The proof of Eisenstein
reciprocity is analogous to our earlier reciprocity proofs in that it hinges on a computation
regarding g(x)! where [ is the order of . In the case of Eisenstein reciprocity, this computa-
tion is the Stickelberger identity, which gives a factorization of the principal ideal (g(x)!) in
Q(¢, ¢p) into automorphisms of a prime ideal. The proof then follows by again working with
congruences in an algebraic number field. As an application, we give a proof of Wieferich’s
theorem, which places a limit on solutions to the Fermat equation: 2" +y" + 2" =0, n > 2.

I have made an effort to ensure that this journal reflects my learning process over the
past eight weeks and consequently very little background knowledge is assumed. Thus,
chapter one contains substantial sections devoted to motivating H}lltiplicative characters

—1+iV/3

and describing the behavior of the rings of integers Z[w| (w = —5~*) and Z[i]; the reader

familiar with these topics will most likely find these discussions superfluous. In chapter two



I do not include all of the background material relating to the splitting of prime ideals under
cyclotomic extension because the theory is fairly extensive. I also regret the omission of
a section pertaining to the Stickelberger relation, which plays a central role in all modern
computations regarding Gauss sums.

The theory in the journal is almost entirely condensed from my assorted readings. The
reciprocity laws of chapter one, as well as the proof of Eisenstein’s reciprocity law in chapter
two are due to Ireland and Rosen [4]. The definition of multiplicative characters over F,
and the discussion of the Davenport-Hasse identity is from Berndt et. al. [2] while the
reformulation of Davenport-Hasse in terms of Jacobi sums is derived using formulas for
products of Gauss sums given in Ireland and Rosen. FEstermann’s determination of the
argument of the quadratic Gauss sum can be found in [2] while the partial proof of Hasse’s
conjecture is from Yamamoto’s paper itself [8]. The observations regarding the duality
between x and its Gauss sum, as well as the formulation of Fourier analysis on the finite
field F}, were not taken from a text, although they are familiar in the literature. For example,
Weil views the Gauss sum as a Fourier expansion in his excellent paper [7].

Most of my investigations for the summer have focused on three problems: determining
the argument of the cubic Gauss sum, giving an elementary proof of the Davenport-Hasse
identity, and giving a direct proof that L(1,x) > 0 in the case y is a quadratic character
with x(—1) = —1. Toward the first problem I have written C++ code to calculate cubic
Gauss sums for primes that are not too large, but I have been unable as yet to find a pattern
in the argument. The source code can be found in the appendix. For the second problem,
the expression of the Davenport-Hasse identity in terms of Jacobi sums represents the point
at which a combinatorial proof of that identity becomes dauntingly cumbersome. The only
noteworthy original result in the journal is the computation of the alternate expression for
L(1, x). Our determination via Fourier expansion gives a simpler proof than the one provided
by Beck et. al. in their recent paper [1], which utilizes contour integration. My attempts to
prove that the sum h(y) is positive imaginary, however, have thus far proved unsuccessful,
so problem three remains incomplete.

The difficulty of applying classical techniques to, for instance, prove the Davenport-Hasse
identity or to determine the argument of the cubic Gauss sum emphasizes the need for more
modern techniques. For instance, some progress has been made on the cubic Gauss sum by
introducing elliptic curves and the Weierstrass p-function (see Matthews [5]). Thus further
investigation of the first two problems may require more background information. I still
remain hopeful that I will be able to give a proof of the third problem. It would also be
interesting to try to extend Yamamoto’s proof of Hasse’s conjecture for ideals to numbers
by including properties of Gauss sums under automorphism.



Chapter 1

Gauss Sums and Reciprocity

Reciprocity laws hold the key to the question: For which residues a modulo prime p does
x™ = a have a solution? The standard approach to this problem is to assign a character
to the elements of Z/pZ that distinguishes between nth-residues and non-residues. If the
character is chosen to be multiplicative, then it is sufficient to determine the character of
all primes ¢ < p in order to determine all characters in Z/pZ. Reciprocity laws simplify
this computation by relating the character of ¢ in Z/pZ to the character of p in Z/qZ, thus
reducing the modulus, a process which can be repeated until the modulus prime is sufficiently
small that its residue characters are known.

The Gauss sum is an object that compresses information about the characters of the
residues modulo p into a single complex number. First introduced by Gauss in his sixth
proof of quadratic reciprocity [4], Gauss sums play an integral role in the general theory of
reciprocity.

1.1 Quadratic Gauss sums and quadratic reciprocity

Gauss used a quadratic Gauss sum in his proof of quadratic reciprocity and the sum is most
easily understood in this special case, although it is easily generalized to higher powers.

Definition 1.1 The quadratic Gauss sum associated with residue a modulo p is given by
t at
Ja = Z (5)C

t
27

where t runs over all residue classes modulo p, (5) denotes the Legendre symbol, and ( = e » .

Ireland and Rosen note that for non-zero residues a,

(=S e =T



Since at ranges over all residues mod p as t does, the final sum is equal to g; and (%) 9o = 01-
Equivalently, as (%)2 =1,9, = (%)g where we write g for g;. Meanwhile, we have gy = 0
since Z(%) = 0 follows from the familiar fact that there are an equal number of quadratic
residues and non-residues modulo p.

Having made this observation, it is possible to compute g2.

p—1

Proposition 1.1 ¢*> = (1) =2 p.

Proof.  (from [4], pp. 71-72) Consider the sum S = ) g¢_,g, ranging over residues a
mod p. From our observation, g_,g, = (_—“) (%)92 for a # 0 and is 0 otherwise. Then since

(22)(2) = (=) = (). '
S = Z(%)gﬁ = (p— 1)(%)92-

a#0
On the other hand,

g-afa = Z(%)c > ()
SO

s= X T ()2 - D5 (e

a Ty a Ty

Exchanging the order of summation,

xy al\y—x
s=S(2) T
,y p a
But >, (*ispif 2=0 (p) and 0 otherwise so
Ty aly—z Ty
>(5) e =30 )
z,y p a =y p
When = = v, (%) = (%), which is 0 if x = 0 and 1 otherwise. Hence S = Zx#)p = (p—1)p.
Thus we have S = (p — 1)(_71)92 = (p — 1)p. Canceling p — 1 and multiplying each side by
(’71) gives g% = (%)p = (—1)%]9, the desired result. [J

Determining the sign of g requires elaborate computation that we postpone until later.
Fortunately, knowing ¢? is sufficient to prove the Law of Quadratic Reciprocity.



1.1.1 Quadratic reciprocity and the algebraic integers

Because the value of ¢ is not an integer, proving the Quadratic Reciprocity Law using Gauss
Sums requires working with congruences in a slightly more general setting. This setting is
the algebraic integers, 2, defined to be the set of roots to monic polynomials, P € Z[x].
Ireland and Rosen prove that €2, inheriting addition and multiplication from the complex
numbers, is a ring. We have, trivially, that Z C €2 since for n € Z, n is the root of x —n = 0.
Moreover, observe that if m,n € Z, g.c.d(m,n) = 1 and m/n is a root to the polynomial
o +ap_ 12"+ ...+ ap = 0 with a; € Z then

mk mk—l
% + Qp—1
n

nk—l + ...+ ag = O

Subtracting the m*/n* term and multiplying each side of the equation by n* leaves

nak_lmk_l + nQak_gmk_2 + ...+ nkao = —mF

so n | mF implying n = 1 and m/n € Z. Hence QN Q C Z, but since Z C § we have
QNQ="72.

Generalizing the notion of congruence in the ordinary integers, we define congruence in
the arithmetic integers so that for a,b,c € Q,¢c # 0

a=b (modc)sa—b=cd

for some d € ). To see that this definition is actually just an extension of the notion of
congruence in the integers, take a,b,c € Z with a = b (¢) in 2. Then a — b = cd for some
d € Q implying that d = (a — b)/c € Q (the division can be understood to take place in C
which contains 2). Hence d € QN Q sod € Z and a = b (¢) in Z. With these facts about
the algebraic integers we are now able to prove the Law of Quadratic Reciprocity.

Theorem 1.2 (Quadratic Reciprocity) Given odd primes p, q the quadratic residue of p
w.r.t. ¢ and of ¢ w.r.t. p are related by

(S) ::<_¢)U}1Mﬁf)<%)‘

Proof. (Due to [4] p.72). Let g be the quadratic Gauss sum modulo p and, for convenience
of notation, write g*> = (—1)%1]9 = p*. Observe that g = Zt(ﬁ)gt is a linear combination of
pth roots of unity, hence an arithmetic integer, so we can work with g modulo ¢ in 2. The
idea of the proof is to compute the residue of g? (¢) in two ways.

Observe that

g =gg" " = g(gD)T =gp'T).

Now p* is an ordinary integer so by Euler’s criterion, p*(q;zl) = (%*) mod ¢ and

8



*

9" = g(p—> (q)-

q

But we also have g = Zt(i)gt, so expanding ¢¢ using the Multinomial Theorem gives

= (20 =) o

! )
a1a2..-aq/ S g,=¢

0. Now (5) is an integer, so applying Fermat’s Little Theorem, (;)q = (—) (mod ¢). Hence,

7=3((5)e) =X ()¢ moda

and Zt(ﬁ)gqt (mod q) = ¢, = (%)g. Combining our results we have g = g(
(mod q), or, multiplying each side by g,

by recalling that for prime ¢, ( = 0 (¢) unless some a; is ¢ and all the rest are

<[,
~—
Il
—~
ISHCS]
~
s

*

(5= (G oni

q p
Both (;) and p* are integers and Z/qZ is a field, so cancelation is permissible, leaving
(%*) = (%) (¢). Each number is plus or minus one, so equality holds. To complete the

proof, observe that p* = (—1)%]) SO
()= (207 E)- 02

p—1

by applying Euler’s criterion to <(_1)T ) Hence,

as desired. [

This proof of quadratic reciprocity is based upon two computations involving the value of
the Gauss sum; ¢ is used to determine both (%*) and (%) modulo ¢g. The first of these calcu-
lations was more direct: we took advantage of the fact that that Gauss sum has magnitude
/D, then used a property of the Legendre symbol, namely Euler’s criterion that o' = (%)
mod g. The second computation was more subtle, but perhaps less surprising since the
Gauss sum contains (1%). In fact, the value of the Gauss sum explicitly describes (%) for
all residues @ mod p, a result that we elaborate more fully in our later section on Fourier
analysis in finite fields. In our proofs of cubic and biquadratic reciprocity, we will utilize the
same strategy that we have here for quadratic reciprocity, first determining the value of a



(generalized) Gauss sum up to a cubic or quartic root of unity, and then using the value to
determine a relation between the character of primes.

1.2 General Gauss sums

1.2.1 The general character

Before we discuss higher reciprocity laws, however, we need a generalization of the Legendre
symbol (5) This desired generalization is that of a multiplicative character, x, mapping

(Z/pZ)* to C* and satisfying
x(a)x(b) = x(ab)

for all a,b € (Z/pZ)*. The set of all such characters forms a group under the multiplication
operation defined by yA(a) = x(a)A(a) for all characters x, A and all a € (Z/pZ)*. The
trivial character, €, with €(a) = 1 for all a € (Z/pZ)*, is the group identity. The group
inverse is defined by x~!(a) = x(a)™!. Tt follows from the definition that both the product
of two characters and the inverse of a character preserve the multiplicative property and
hence are characters. The character group is thus well defined. It is customary to extend
characters on (Z/pZ)* to characters on Z/pZ by setting x(0) = 0 if x # € and ¢(0) = 1.
This extension preserves the multiplicative definition of the character although it does not
maintain the group structure (for instance, the inverse of a non-trivial character at 0 is no
longer well defined).

The streamlined definition of x belies its underlying complexity. Ireland and Rosen note
that for all characters x, x(1) = 1 and for all a € (Z/pZ)*, x(a) is a (p — 1)st root of
unity. Moreover the group of characters is cyclic of order p — 1. The first observation follows
because x(1) = x(1-1) = x(1)x(1) which implies that x(1) is either 0 or 1. Since x maps to
C*, we have x(1) = 1. For general a € (Z/pZ)*, a»~' =1 so0 x(a)’~! = x(1) = 1 from which
we conclude that x(a) is a (p — 1)st root of unity. For the final observation let a generate
(Z/pZ)*. Then for any character x, the values of y are uniquely determined on (Z/pZ)*
by x(a). Thus there are at most p — 1 characters because y(a) must be a (p — 1)st root of

unity. Setting x(a) = e’» describes a well defined character. The characters DD GRS G
are all distinct because x'(a) = ¢ # . This is a list of p — 1 characters, hence all characters
on (Z/pZ)*. The group of characters is thus cyclic with generator x and of order p — 1.

At this point it is instructive to take a step back and examine why the multiplicative
character is the natural generalization of the Legendre symbol for n > 2. Let f be the
function f(x) = 2™ on (Z/pZ)*. Because (Z/pZ)* is cyclic of order p — 1, if n and p — 1
are relatively prime then f maps generators to generators in (Z/pZ)*. As a result, f is
a permutation of the group and f(xz) = a has a solution for all a € (Z/pZ)*. Now write
n = dm where d | p—1 and (m,p — 1) = 1. Let g be the function g(z) = z¢. If g(z) = a
has solution ag then, as m and p — 1 are relatively prime, there is a; with a7 = a¢ so

al = a7 = ad = a. Meanwhile, if f(x) = a has solution ay then a3 = a or aj*¢ = a implying

10



that al is a solution to g(z) = a. Hence f(x) = a has solution if and only if g(z) = a has a
solution and it is sufficient to consider only those exponents n dividing p — 1.

Now take n with dn = p — 1 and let a generate (Z/pZ)*. Suppose ™ = a™ has solution
b. Raising both sides of the equation to the power d gives a™? = b»~! = 1 which is possible
only if p — 1 divides md, or equivalently, if n | m. If we view (Z/pZ)* as the additive cyclic
group Z/(p — 1)Z via the isomorphism a' +— t then since a' is an nth power iff n | ¢, the
collapsing homomorphism ¢ (p — 1) — ¢ (n) is a natural way to understand the character
of (Z/pZ)* with respect to f(x) = ™. Now if Z/nZ is taken to be the group of nth roots
of unity under multiplication, then our ”"nth character” homomorphism is a* + ¢* where ¢
is any primitive nth root of unity. We recognize the image group of the homomorphism as
a character y of order n in the group of characters on (Z/pZ)*. In fact, mapping a in turn
to each of the ¢(n) primitive nth roots of unity, we derive all ¢(n) order n characters in the
group so that the order n characters on (Z/pZ)* correspond exactly to our understanding
of the behavior of f(x) = 2" on (Z/pZ)*. Moreover, we retrieve the Legendre symbol as the
lone character of order 2.

1.2.2 The general Gauss sum

Having generalized the Legendre symbol to higher order characters, it is now possible to
define a general Gauss sum that plays a role in the theory of higher order reciprocity laws
analogous to the role of the quadratic Gauss sum in quadratic reciprocity.

Definition 1.2 The Gauss sum associated with the character x at the residue a (mod p) is

given by
ga(x) = D> x(t)¢"

2mi

where, as usual, t runs over residues modulo p and ( = e » .

We note that the character x is the extended character on all of Z/pZ since t runs over
all residues modulo p (the distinction is only important in the case y = € since otherwise
X(0) = 0). The general Gauss sum has analogs to many of the properties of the quadratic
Gauss sum. In particular, Ireland and Rosen prove the following two propositions:

Proposition 1.3 For y # € if a # 0 then g.(x) = x(a V) g1(x) and if a = 0,g9,(x) = 0.
Meanwhile, go(€) = p and g,(¢) =0 for all a # 0.

Proof. For x # € and a # 0, we have g,(x) = >, x(a™")x(a)x(¢)¢* since x(a ')x(a) =
x(1) = 1. But then

9.(x) = x(a™) > x(at)¢* = x(a " )gi(x)

11



since at runs over all residues modulo p as t does. For a = 0, go(x) = >_, x(¢). Recalling
that for x # €, x(0) = 0, we can find primitive root b mod p and rewrite the sum as

S ) = Sy = X=X
go(x) = ;X(b)— ;x(b) =

Now x(b) is a (p — 1)st root of unity not equal to 1 since xy # e. Thus x(b) — 1 # 0 and
x(0)P~1 =1 implying x(b)? — x(b) = 0. Hence go(x) = 0 as desired.
Now for the case xy = ¢,

gale) = (™

t

which is equal to p if p | @ and zero otherwise. This completes the proposition. [

As before, we will drop the subscript on g;(x) and write only g(x).
Proposition 1.4 For x # ¢,|g(x)| = /p-

Proof. The proof follows from a similar approach to the one used to derive the absolute
value of the quadratic Gauss sum. Summing g,(x)g.(x) over all residues a, we have, by
Proposition 1.3,

D 9009200 = D x(a " Hx(aHg(x)g(x)
But x(a~!) = x(a)™! = x(a) since |y(a)| = 1 so the sum reduces to

9()900) > x(a)x(a) = lg0)P(p — 1).

On the other hand, expanding g,(x)ga(X) as a sum we have

Y 00500 = 33 @) X = 3 x@)xm) 3 ¢

a

Now ", (==Y is p if x = y and zero otherwise so

D 9a(0)9a(x) =Y x(z)x().

Since x # €, |x(x)|?> = 1 if  # 0 and zero otherwise. Hence Y g4(X)ga(x) = p(p—1). Then
with

19001 (p—1) =p(p—1)

we have the desired result. [J

12



1.2.3 Jacobi sums

We would like to use generalized Gauss sums to prove theorems of cubic and biquadratic
reciprocity, but in order to do so it will be necessary to compute the exact values of g(x)?
and g(\)* where y and X are third and fourth order characters on Z/pZ respectively (a
similar computation of g? was central to our proof of quadratic reciprocity). In making these
computations, we will find it useful to use a tool called the Jacobi sum, defined below.

Definition 1.3 The Jacobi sum J(x,\) of characters x and A on Z/pZ is given by
> x(@A().
a+b=1

The Jacobi sum is motivated by consideration of the question: How many solutions exist
to the equation 2" +y" = a in Z/pZ? and it has a well-developed theory in its own right, but
we shall be primarily interested in its relations to Gauss sums. We prove two properties of
the Jacobi sum now and will prove other necessary results as they are needed. Both proofs
are due to [4].

Proposition 1.5 Let x and \ be non-trivial characters such that xA is also non-trivial.
Then

Proof. Expanding g(x)g(\),
g(x)g(\) =D x(@)Ay)¢"H

Indexing according to = 4+ y we have, equivalently,
90090 =D (3 M@Aw))¢!
t T+y=t

Fort=0,%, ., o X(@)A(y) = >, x(x)A(—z), but the latter is equal to A(=1) >°, xA(z) =0
since we assumed that y\ is non-trivial. For ¢ # 0, we can make the substitution x = ta’,y =
ty in the sum >, x(2)A(y) to arrive at >, x(ta")A(ty') = xA(t)J(x; A). Thus

g0)g(N) =D TG XA = T (6 Ag(xA).

Upon dividing both the left and right hand sides by g(xA) we have our desired result. [

Our next proposition follows by iterating the above result.

13



Proposition 1.6 Suppose n > 2 and n |p— 1 and let x be a character of order n. Then

g()" = x(=DpJ (x, X\)J(x; X T (x; X" 72).

Proof. By Proposition 1.5 g(x)* = J(x, x)g9(x?). In general, g(x)g(x™) = J(x,; x™)g(x
so, iterating,

m+1)

G gx?h)

<
=
Il
<
=
Y
<
=
Xl\')
<

g™ =TI X)) 06 X )g(

But x" ' = x"tand g(x ') = >, x(t)71¢" = x(=1)71 32, x(—t)"'¢". This last equation
is equal to

X(=1) > x()¢ " = x(=Dg(x) = x(~1)g(x)

since y(—1) is plus or minus 1. Thus

g(x)" = 9() T 06 x) I (6 X (6 X" x (=1 g(x)-

But by Proposition 1.4, g(x)g(x) = p so

g(x)" = x(=1)pJ(x, )T (X, X2) - T (0 X" 72)
as desired. [

1.3 Cubic reciprocity

In Jacobi and generalized Gauss sums we have the tools necessary to prove cubic and bi-
quadratic reciprocity. We do not yet, however, have the correct setting. In our proof of
quadratic reciprocity, we made use of the fact that the quadratic character was a member of
the ring in question (the integers) meaning that it could be included in congruence compu-
tations. We will find this necessary in the corresponding theories of cubic and biquadratic
reciprocity, but, because the cubic and biquadratic characters are not restricted to the inte-
gers, we will need to expand our ring of interest in order formulate the two reciprocity laws.
In the cubic case, the cubic character takes on values that are cube roots of unity so we need
to extend 7Z to include the complex numbers w = % and w? = %53 The smallest
ring that contains these two numbers as well as Z is the ring Z[w] = {a + bw|a,b € Z}
and this will be the ring that we work in. In the biquadratic case we will work in the ring
Z[i] = {a + bila,b € Z} which contains the fourth roots of unity.
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1.3.1 The ring Z[w|

The ring Z[w] is an Euclidean domain (and hence a unique factorization domain) under the
norm N where N(a) = aa = a* —ab+b? for @ = a+ bw. The units of Z[w] are the elements
of norm 1, namely 1, —1, w, —w, w? and —w?. The primes in Z[w] are not generally the
same as the primes in Z. Ireland and Rosen show that if ¢ = 2 (3) is prime in Z then ¢ is
prime in Z[w] while if p =1 (3) is prime in Z it splits as 77 in Z[w| where 7 is prime in Z[w].
Meanwhile, 3 = —w?(1 —w)? and 1 — w is prime in Z[w]. Up to multiplication by units, these
are all the primes in Z[w]. In actuality, each prime in Z[w] is related to six other primes by
units. As in Z where we do not consider negative primes, we would like to study only one
out of each group of six associated primes. We do this by defining a primary prime to be a
prime congruent to 2 mod 3. An integer prime congruent to 2 mod 3 is clearly primary, and
Ireland and Rosen show that for each prime 7 with norm p =1 (p), 7 has one and only one
associate that is primary. There are no primary associates to 1 — w but this prime will not
play an important role in the theory of cubic reciprocity.

Because Z[w] is an Euclidean domain, its prime and maximal ideals coincide so that if
7 is a prime in Z[w] then Z|w]/(7) is a field. (Here congruence is defined as usual so that
a =b (m) means 7 | (a — b) in Z[w]). We claim that this field has N(7) elements. There
are three cases to consider: case 1 is when ¢ = 2 (3) is a prime in Z; case 2 is 7 such that
7 = p where p =1 (3) is a prime in Z; case 3 is 1 — w.

In case 1, N(q) = ¢*>. We claim that S = {a + bwl|a,b € Z,0 < a,b < ¢} is a complete set
of residues in (Z[w])/q(Z[w]). Clearly for any a + bw in Z|w] there exist ¢’ and b’ such that
0 <a-—qd,b— gl < q by the division algorithm in Z. This shows that for all a in Z[w],
a = [ (q) for some [ € S. To see that each of the elements in S is distinct modulo ¢ take
ag = ag + bpw and a1 = a1 + bjw in S and suppose ag = a; (¢). Then ¢ | ap — ay which
implies that ¢ divides ag — a; and ¢ divides by — by in Z. These two conditions imply that
ap = a; and by = by so oy = ay. Hence the residues in S are distinct and the ¢? residues in
S are a complete set of residues modulo q.

In case 2, N(m) = 77 = p. We claim that the set S = {0,1,2,...,p — 1} forms a complete
set of residues modulo 7. Let m = a + bw. Observe then that p = a? — ab + b? so if p divides
either a or b it divides the other, implying that p? | p, which is false. Hence p divides neither
a nor b. Then for any o = ¢ + dw there exists n so that bn = d (p). Hence a — nm = ¢ —na
(p) so @« —nm = ¢ —na (7). This shows that every element of Z[w] is congruent to an
integer, modulo 7. Then since every integer is congruent to an element of S modulo p, every
element of Z[w] is congruent to an element of S modulo 7. It only remains to show that the
residues {0,1,2,...,p — 1} are distinct modulo 7. Let s,s" € S and suppose 7 | s — s’. Then
p| N(s—s') = (s—s)% Since s — s’ < p— 1 this is only possible if s — s’ are distinct. This
implies that all the residues of S are distinct modulo 7 so S is a complete set of residues
modulo 7.

In case 3, N(1—w) = 3. We claim that {0, 1,2} is a complete set of residues modulo 1 —w.
Since 1 —w divides neither 1 nor 2 the three residues are distinct. For any a = a+bw € Z[w],
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a+b(l —w) € Z so for all « € Z|w] there exists n € Z with a =n (1 —w). Then since all
n € Z are congruent to one of 0,1,2 (3) (and hence also mod 7) it follows that {0, 1,2} is a
complete set of residues mod 1 — w.

1.3.2 The cubic character

Since (Z[w])/m(Z[w]) is a field with N(7) elements, its multiplicative group has N(7) — 1
elements so if 7 doesn’t divide o then a™™~! =1 (7). For 7 a prime with norm not equal
to 3, then 7 is either an integer prime, ¢, congruent to 2 mod 3 or has norm equal to an
integer prime, p, congruent to 1 mod 3. In either case, N(m) =1 (3) so % is an integer.
Now observe that the units 1,w and w? are not congruent modulo 7 (or else 7 | 1 — w) so

since 23 — 1 factors as (z — 1)(z — w)(z — w?), for all @ € Z[w] such that 7 doesn’t divide
Q, OzN(?il is either 1,w or w? Hence we can make the following definition for the cubic

character modulo 7 on Zw]:

Definition 1.4 Let m be a prime in Z[w] with N(mw) # 3. The cubic character associated
with 7 at the residue o, x(«), is 0 if 7 | o and otherwise is that member of {1,w,w?} such
that

N(m)—1

o = xr(a) (7).

It follows from this definition that if a = § (7) then x.(a) = x»(8) and that x, is multi-
plicative. Furthermore, it follows from the theory of finite fields that y.(a) = 1iff 23 = a has
a solution in (Zlw])/7(Z]w]). (Note that in making this definition we have a generalization
of the quadratic Euler criterion for cubic characters by definition.)

1.3.3 The Law of Cubic Reciprocity

With this definition of the cubic character, it is now possible to state and prove the Law of
Cubic Reciprocity.

Theorem 1.7 (Cubic Reciprocity) Let w1 and wy be primary primes with norm not equal to
3 in Zlw]. Then
X (T2) = Xy (7T1)-

In the proof of the theorem, there are evidently three cases to consider: case 1 is when
T = qq1,To = o With q1, ¢o integer primes congruent to 2 mod 3; case 2 is when m; = ¢ is an
integer prime congruent to 2 mod 3 while 7, | p where p is an integer prime congruent to 1
mod 3; case 3 is when both 7; and 7y divide integer primes congruent to 1 mod 3. We can
prove case 1 immediately. Before we prove cases 2 and 3, which are more difficult, we will
introduce a preliminary lemma.

Proof. (Case 1) Given that qi,qs =2 (3), then (3,¢; — 1) = 1 so the function f(x) = z? is a
permutation on both (Z/q,Z)* and (Z/q:Z)*. Consequently both of the equations 2% = ¢,
(1) and 2* = q1 (q2) have a solution so X4, (g2) = X4 (¢1) = 1. This completes case 1. [

16



Before considering cases 2 and 3, observe that if 7 is a non-integer prime with norm p = 1
(3) then the finite field (Z[w])/m(Z[w]) contains p elements and hence is isomorphic to Z/pZ.
The isomorphism is made precise by mapping the coset @ mod 7 to the coset a mod p for
a=0,1,....p — 1. With this association in mind we can view the cubic character y, as a
order three character on Z/pZ, and as a result the Gauss sum ¢(x.) and the Jacobian sum
J(Xx, Xx) are well defined. The lemma that we need to complete parts 2 and 3 of the proof
of Cubic Reciprocity is as follows:

Lemma 1.8 Let w be a primary prime in Z|w| with N(7) =p=1 (3). Then g(xx)> = mp.

Proof. From Proposition 1.6, g(xx)®> = pXx(—1)J (X, Xx). Since —1 is always a perfect

cube, x-(—1) = 1 and our problem is reduced to showing that J(x, x») = 7. We know from

Proposition 1.5 that J(xx, xx) = gg((’;;); 0 |J(Xx, Xx)|* = p. This implies that J(x, xr) is a

prime. Now Ireland and Rosen prove (p. 96) that if y is a cubic character and J(x, x) = a+bw
then a =2 (3) and b =0 (3). Thus J(xx, Xx) is primary. To complete the proof, observe

J(Xrs Xx) wa Dal—2)=Y a5 (1-2)'5 (n)

p—1 to 2(?*1)'

The latter sum, upon blnomlal expansion, has terms a;z* where k ranges from 3 3

But for 0 < k < p, > 2* =0 (p) since the sum can be rewritten as

k

th a*? — q
Za - Tk
a® —1

t=1

and g = a’“ by Fermat’s Little Theorem while a* # 1. Hence p | 3, #"5 (1—z)"5 implying

| >, a5 (1 — ) %5 and 7 | J(Xx; Xx). Then as J(xx, Xx) is & primary prime, the only
possibility is that J(xx, xx) = ™ completing the proof of the lemma. [

With this lemma we are now ready to prove cases 2 and three of Cubic Reciprocity. Proof.
(Case 2) We know from the lemma that g(x.)® = pm. Raising both sides of the equation to

the q L power and working modulo ¢ we have

-1

(pm) 3 = xy(pm) (mod q).

From our argument in case 1 we know that y,(p) = 1 so g(XW)‘IQ_1 = Xq(7) (mod ¢). Hence

9(x)T = g(xa)Xq(m) (mod g).

On the other hand, expanding g()<7r)q2 by the multinomial theorem, we find that
(Z Xw(t)Ct)q = Z X ()¢ ¢ = ZX Cq “t (mod q).
t
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2

Since ¢ =2 (3),¢*> =1 (3) and since x,(t)> = 1, x»(£)? = x«(t). Hence,

2

I(Xx)" = g2 (X)) = X (P 9(Xx) (@)

Now x»(q?) is a third root of unity so xx(q2) = x»(¢*)* = xx(¢)* = xx(q). Thus, collecting
our results, we have

9O )Xe(T) = g(Xx)Xx(q)  (mod q)

or multiplying each side by g(x,)? and canceling pr from each side, x,(7) = x(¢) (mod )
which implies

Xq(T) = X (),
the desired result. [

The proof in case 3 follows from the same techniques as the proof in case 2, but with a
little more bookkeeping.

Proof. We have m; and 7y primary complex primes with N(m) =p; =1 (3) and N(m) =
po =1 (3). Let vy = 7 and 75 = T3. Observe that both 4, and ~, are primary primes.
Using the technique from case 2, we start with g(x.,)® = y1p1 and raise each side to the
N(m)=1 _ pa—1

3 E2—= power working mod 73 to find g(x+,)”* " = X, (11P1) (72), 5O

91 )" = 9(X41 )Xo (V101)  (2).

Expanding g(x~, )" using the multinomial theorem we have
p2
(Do xa®¢)” = Yo w2 (ma).
t t

Since p; = 1 (3) and x,, is a third root of unity, x?> = x,, so the latter sum becomes

Gps (X1 ) = Xon (D2) "1 g(X, ). Comparing this with the above result, we have g(X-, )X, (7101) =
(X3 )X (p2) ™! (72). Upon multiplying each side by ¢(x,,) and canceling the resultingp,
from each side,

Xz (1101) = Xy (p2) ™" (72)

SO Xy (V1P1) = Xy (p2) ! since 1,w and w? are distinct modulo ms.
Using an identical approach but starting with the identity g(xx,)® = pam and working
modulo m; we also have

Xora (P1) ™ = Xy (T2D2).
The two equations, X, (71p1) = X (p2)™! and X, (p1)™' = X, (m2p2) give us enough

information to prove the result, but we need to know how to work with the inverse of
characters. For x., (p2)™" = X, (p2) observe that

1

p1—1

Xn(2) =P ® ()
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().

so the above line reduces to

X (P2
N(n

But ps = ps, 77 = m and N(m) =

X (P2) = Xm (P2) (1),

which implies that equality actually holds. For ., (p1)~! observe that this is a cube root of
unity so
X (01) 71 = X (1) = X (7).

Now working with X, (Y191) = X, (P2) and Xr, (pT) = X, (T2p2), We have

X (WQ)XTFQ (plﬁ)/l) = Xm (7r2)Xﬂ’1 (pQ)
= Xm (7T2p2) = Xm (pf)
= Xmo (p17T1’}/1) = Xm <7T1)X7r2 (p171>

Canceling X, (p171) from the beginning and the end of our equality, we have the desired
result. [

Borrowing from Legendre, in common usage the cubic character symbol modulo prime 7 is
often denoted ( ' ) As an easy example of the use of the cubic reciprocity law, we determine

(29) Observe that 29 is primary and 7 is factored into primary primes as (2+3w)(—1—3w).

Hence
(7) _<2+3w> (—1—3w> _( 29 >< 29 )
29/)3 20 /3 29 3 \2+4+3w/3\—1—-3w/3

by the cubic reciprocity law. But 29 =1 (7) so 29 = 1 modulo both 2 + 3w and —1 — 3w.
Since 1 is always a perfect cube, both (2 = ) and ( 293w)3 are 1 and (29)3 = 1. It requires
rather intensive computation to verify, by checklng the cube of each residue mod 29, that
162 = 4096 = 7 mod 29 so 7 is indeed a perfect cube.

In general, applying cubic reciprocity to evaluate cubic characters is not quite so easy as
in the above example. To evaluate (%) , for primary prime 7 and arbitrary element y € Z|w],
one first factors p into powers of —1,w, v, A1, Ag, ..., Ay where ~ is the prime 1 —w and the \;
are primary primes (the fact that every prime in Z[w] has a primary associate guarantees p
can be factored in this way). One applies cubic reciprocity to reduce each of the characters

1

(%)3 to (/\1)3 For any primary prime A one always has (’T)3 = 1. Writing A = a + bw with

a = 3m —1, b = 3n Eisenstein proved that (}), = w®™ (See [4] pp.114-115). Recalling the

a2 2—0~ — . o N
definition of the cubic character, one also has (%)3 = e 1, which, upon substitution
and reduction modulo 3 in the exponent, gives (§)3 = W™, Armed with these facts, the

cubic character is always computable in a manner still much easier than cubing each of the
residues modulo 7.
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1.4 Biquadratic reciprocity

In almost every respect, the theory of biquadratic reciprocity mirrors that of cubic reciprocity
so we will only outline the proof, indicating where the two approaches diverge (for a complete
treatment, see [4], pp.119-127). As in the cubic case, we begin by making a field extension
from Q to Q(7) so that the quadratic character is contained in the field in question. We then
work in the associated ring of integers Z[i]. Once again we define the norm N on Z[i] via
multiplication by the complex conjugate: N(«) = aa. The norm is multiplicative and the
units of Z[i] are the elements of norm 1, namely 1,—1,4, —i. This norm makes Z[i] into a
unique factorization domain.

As in other unique factorization domains, we do not wish to distinguish between associate
elements of Z[i] that are related by units so again we introduce the notion of primary
elements. The element o« = a + bi € Z]i] is defined to be primary if and only if either a = 1
(4),b=0 (4) or a =3 (4),b =2 (4). Provided that (1 + ¢) does not divide «, exactly one
of a’s four associates is primary. Since in our discussion of biquadratic reciprocity, we will
only be interested odd primes (primes not divisible by 2 and consequently not divisible by
(1 +4)) this is a useful definition of primary elements.

In Z[i] as in Z[w] some rational primes split while others remain irreducible. 2 factors as
(144)(1—1i) and odd primes p =1 mod 4 split into irreducibles 77 with N(7) = N(7) = p.
Primes ¢ = 3 mod 4 remain irreducible. Up to multiplication by unit, these are all the
irreducibles in Z[i].

Like Z[w], because Z[i] is a principle ideal domain, maximal and prime ideals coincide,
so for irreducible 7 € Zl[i], Z[i]/(7) is a field. This resulting finite field has order N ()
giving the analog to Fermat’s Little Theorem: o¥(™~1 =1 () for a € (Z[i]/(7))*. Now for
irreducible 7, not an associate of (1 + ¢) the four units 1,4, —1, —¢ are distinct and we either
have N(7) = p =1 (4) or 7 is a rational prime ¢ = 3 (4) with norm ¢*> = 1 (4). In either
case, N(m) =1 (4), enabling us to make the following definition of the quartic character,

Definition 1.5 Let 7 be an irreducible in Z[i] not divisible by (1 +1i) and let o € Z[i]. The
quadratic character of a mod m, x.(a), is zero if ® | a and is i/ such that 7 | i

otherwise.

Ireland and Rosen prove that this character has the expected properties, namely, x,(a) =
1 iff o is a fourth power mod m, the character is multiplicative, its value depends only upon
the residue of & mod 7, and m and A have the same characters if they are associates. They
also note that y.(—1) = (=1)“z if 7 is a primary irreducible equal to a + bi (this follows
from the definition of a primary element, working mod 4).

With this definition we are able to formulate a quadratic reciprocity law, but for the
purposes of proving the law it is most convenient to first generalize the quartic character to
all elements of Z[i] not divisible by (1 + 4) (this represents the only major digression from
the proof of cubic reciprocity). This generalization is achieved by setting

20



Xa(B) = H X (5)

where « is an arbitrary non-unit of Z[i] not divisible by (1+14) with prime factorization [ [ ;.
Having made this definition, we now state the law of biquadratic reciprocity.

Theorem 1.9 (Biquadratic Reciprocity) Let o and 3 be primary elements of Z[i] that are
relatively prime. Then
Xa(B) = Xﬁ(a)(_1)((N(a)fl)/4)((N(ﬂ)fl)/4)_

As was the case in both the proofs of quadratic and cubic reciprocity, at the heart of
the proof of biquadratic reciprocity is the computation of the value of a Gauss sum; the
remainder of the proof is built upon this computation. The Gauss sum is introduced by
taking an irreducible, 7 € Z[i] of norm p = 1 (4) and viewing the field Z/(7) containing p
elements as Z/pZ. The quartic character, x,, then becomes an order 4 character on Z, so
we can consider its Gauss sum, g(x,). We will compute g(x,)*. To do this, recall that we
proved in our section on Jacobi sums that if y and A are non-trivial characters with yA also
non-trivial then

g(x)g(N)
J(x, \) = =202,
b ) 9(x\)
Applying this identity, we have
Q(XW)4
J(Xrs Xn)? = :
O xe)” = g2y

But p =1 (4) and ¥, is a quartic character so X2 is a quadratic character, i.e. the Legendre
symbol, so g(x2)? = p and g(x)* = pJ(Xx, Xx). We already know, from our results on
Jacobi sums, that N(J(xr,xx)) = p. Using almost identical techniques to those used to
determine J(x, x) in the proof of cubic reciprocity, one first shows that —x(—1)J(xx, Xx)
is primary and then concludes that —x,(—1)J(Xx, Xx) = 7. Since —x.(—1) is 1 or -1 this

implies J(Xx, Xx)*> = 7 50

9(xx)* = pr* = 7.

We are now ready to prove the substance of biquadratic reciprocity, which comes in two
lemmas.

Lemma 1.10 (Part 1) Let ¢ >0, ¢ = 3 (4) be a prime in Z. Then

X (—q) = Xq(T).
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Proof. Working modulo g,

9(xx)" = ZXﬂ(t>qut (9).
t
Since () is a fourth root of unity and ¢ =3 (4), x»(t)? = xx(t)® = X, (t). Thus,

D xx ()€ = 94(%r) = X (@)9(Xr).

Multiplying each side by g(x) yields

g0 = (g0 ) I = (@9 ()9 (X)) (a)-

Now g(xx)* = 77 and ¢(X,) = X=(—=1)g(x») and g(xx)9(xx) = p = 7% so the above
congruence reduces to
(7°7) T =y (@x= (177 (q).

But for a general element A € Z[i], \? = X (q), a fact that we will prove shortly. Assuming
this congruence, we then have:

3

(@) @t/ = (—g)nTL (g)

or, canceling the w9 from each side,

7@V =y (—q) (g).

Finally, recalling the definition, that 7(¢>~V/* = y (%) (q) we arrive at

Xg(T) = Xx(—q) (q).

Since each side is a unit, equality actually holds and this gives our desired result.

It remains to prove the fact that A% = X (q). For this, let A = a + bi and consider the
two values (A + A)? and (A — A)¢ modulo ¢. Since we are working mod ¢, (A + A)¢ = X + X
(¢) and (A — X\)7 = X — 2 (q). But A + A = 2a is an integer, so Fermat’s Little Theorem
guarantees that (A + A\)9 = XA + A. Meanwhile, A — X\ = 2bi so (A — \)? = (2b)%7 (q).
Again by Fermat’s Little Theorem, (20)9 = 2b (¢q) while ¢ = —i since ¢ = 3 (4). Thus
(A=A = —2bi = —(A — ) (¢). Combining results, we have A4 + X’ = XA+ X (¢) while
A —X"= —(A—=X) (q). Together these imply \X? = X (q). This completes the proof of part
1. O

Lemma 1.11 (Part 2) Let ¢ =1 (4) be a prime in Z. Then

Xr(q) = Xq(7)-
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Proof. We observe that each side of the equality is trivially zero if 7 | ¢ so we may assume
that m and ¢ are relatively prime. Once again working modulo ¢,

90" =D X0 =D X (" = gy (xx)  (a),
t t
where in the first equality we have made use of the fact that x,(¢) is a fourth root of unity
and ¢ =1 (4). Thus g(xx)? = X.(¢)9(xx) (¢), or, multiplying each side by g(xx)?,
90" =X (@9(xx)" (a)-
Recalling that g(x,)* = 77 gives
(P I =X (7T (a)-
Now since 7 and ¢ are relatively prime, we can cancel 727 from each side, resulting in
(e V@I =3 (0) ().

If we write ¢ = A\ where \ is an irreducible in Z[i] then the above congruence implies that

T = xa(a) (V).

Since both sides of the congruence are units, equality holds. Finally, capitalizing on the
properties of the quartic character, x\(7*) = xA(7)*> = xa(7) and xA\(7) = xx(7) so the
equality can be rewritten as

XA(m)xx(m) = Xr(0)-
Conjugating each side then gives x,(m) = xx(¢q), completing part 2. [

Having proven these two lemmas, only a handful of additional facts are needed to prove
biquadratic reciprocity. One readily observes that if ¢ is a prime ¢ = 3 (4) and a is an integer
not divisible by ¢ then x,(a) = 1. This holds since the function f(z) = z* is a permutation
on Z4. This fact can then be extended to show that if @ and a are relatively prime integers
with a odd, then x,(«) = 1. One factors a into primes a = [[p;[[ ¢ with the p; =1 (4)
and the ¢; = 3 (4). Then x (o) =1 and x,, (@) = xx(@)x7(a) = xx(®)xx(a) = 1. Ireland
and Rosen compute that x, (i) = (=1)™~Y/* for integers n = 1 (4) by considering the two
cases of x, (i) and x_4(¢) for primes p =1 (4) and ¢ = 3 (4). Together with the two lemmas
we proved, these facts imply biquadratic reciprocity in the case of an integer a = 1 (4) and
a primary element A. One then extends this to prove biquadratic reciprocity in the case of
relatively prime primary elements m = a+bi and A = ¢+di in which (a,b) = 1 and (¢,d) = 1.
This then implies the general statement. The proofs of these three cases are not particularly
enlightening and are omitted here. Full details can be found in [4] pp. 126-127.
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Chapter 2

Gauss Sums, Field Theory and
Fourier Analysis

In our proofs of quadratic, cubic and biquadratic reciprocity in the previous chapter, the
numerical value of the Gauss sum played an integral, albeit somewhat mysterious, role. In
order to understand this role, as well as to prove the more general Eisenstein reciprocity law,
field theory is needed.

2.1 Cyclotomic extensions and the duality between x and g(x)

Thus far, we have considered Gauss sums in the following context: p is a prime and y is a
character of order k | p — 1 mapping (Z/pZ)* to the kth roots of unity. The Gauss sum
g(x) is given by > x(t)¢t where ¢ = e?™/P. If we let ¢}, = €>™/* then y takes on values in
the field Q((x), which is a degree ¢(k) extension over Q (where ¢ denotes Euler’s function).
The value of the Gauss sum is thus an element of the field Q((, (). Since ( is a pth root of
unity while (j is a kth root of unity, and p and k are relatively prime, Q((x, () is a degree
¢(p) = p—1 extension over Q((x) and the field Q((x, ¢) can be viewed as a (p—1)-dimensional
vector space over Q((;) with basis {,(?, ...,¢?"'}. The Gauss sum is a linear combination
of basis elements in this vector space and we know that any two distinct linear combinations
must take on different values. Thus the value of the Gauss sum uniquely determines the
coefficients x(1), x(2),...x(p — 1) in the sum g(x) = >_ x(¢)¢*. This justifies our claim in the
discussion following the proof of quadratic reciprocity that the value of the quadratic Gauss
sum contains all the necessary information to deduce (%) for all residues a mod p.

In our three reciprocity proofs, we did not determine the value of the Gauss sum, g,
however, but rather ¢*. Still, in doing so we did not actually limit our ability to determine
x. Knowing the value of ¢g* guarantees that the value of g is among k values, g1, g2, ..., Gr,
that differ by kth roots of unity. The bijection between (p-1)-dimensional vectors over
Q(¢x) and the field Q((x, () guarantees that each of these values corresponds to exactly
one set of coefficients in Q((;) for the basis elements ¢, (?, ...,¢P"! and since g is among
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g1, 92, -, g we know that [x(1), x(2),...,x(p — 1)] is one of the sets of coefficients. Since
each of the g; is a kth root of unity times g, the other sets of coefficients must be given
by [x(1)¢, x(2)¢L,s . x(p — 1) j=12,.. k-1 and together with the values of x, these are all
sets of coefficients. Now x(1) = 1 and this last observation shows that exactly one set of
coefficients for the g; will have coefficient 1 on (, namely, the set for g. Thus, to determine
[x(1),x(2), ..., x(p — 1)] from the value of g*, one simply computes the set of coefficients for
g1, g2, up to g and chooses the one that has coefficient 1 on ¢. Thus the value of g(x)*
together with the knowledge that x(1) = 1 effectively contains all the information needed to
determine y. This makes the Gauss sum a natural tool for proving theorems of reciprocity.

2.2 Fourier analysis on Z,

While the determination of y from the value of g(x) is theoretically possible, e.g. via an
exhaustive search, there is no practical known method for doing so (if there were, reciprocity
laws would be dispensable!). In effect, what each reciprocity proof in chapter 1 accomplished
was to extract some knowledge about a character from the value of the Gauss sum, by working
modulo a prime. Another promising method of extracting information from a Gauss sum is
via a discrete analog of Fourier Analysis.

2.2.1 Fourier coefficients and Fourier expansion

If we define the inner product

< f,g>= 1Zf(t)g(—t)
p t=0

for complex valued functions f and g on Z,, then the set of functions {62’”"“/ P} 012, p—1
on Z, plays a role analogous to that of the set of functions {ezmm}n:,___27_170,172,”_ on the real
line in the sense that they form an orthonormal basis for complex valued functions on Z,.
Specifically, if f : Z, — C and ¢ = €>™/?  setting
15
fn - - Zf(s)g_nsa

p s=0
then

p—1
Z fncnt = % Z f(s)(n(t_s) = % Z f(S) Z Cn(t—s).
n=0 n,s B -

The inner sum is p if £ = s and 0 otherwise, so we retrieve:

—

bS]

fuct = }?Z )

i
o

25



The values f, are the Fourier coefficients for the function f.

2.2.2 Two exercises in Fourier techniques

As an exercise in the use of discrete Fourier transforms, we take the following two results:

Proposition 2.1 For any character, x, on Z,,

x(=1Dg(x)g(x) = p-

Proof. Let f = x. Then, computing the Fourier coefficients of f,
p 1
fO = _ZX(t) = 07
p t
and for 1 <n<p-1
£ 1 —ns 1 —ns 1
Fo==D x()¢™ = —x(=1) D x(=5)¢7™ = =x(=1)gn(x).
P4 p p
Now g,(x) = X(n)g(x), so applying the Fourier transform,

1) = 3 qur = X e

which reduces to

1(t) = X(=1)g(x)g:(x)
p

But, g:(x) = x(t)g(X) so canceling f(t) = x(t) from each side and multiplying each side by
p, we arrive at

p=x(=1)g(x)9(x),

our desired result. [

This fact, which also follow from our earlier computations that |g(x)| = \/p and g(X) =

x(—1)g(x), is an easy consequence of the Fourier analysis, and is one of two known mul-
tiplicative identities on Gauss sums (the other being the Hasse-Davenport identity that we
will introduce shortly). Our second result follows from similar techniques:

Proposition 2.2 Let x be a character on Z, and ( = e>™/P. Then
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Proof. Let f(t) = Z;:o X(t). Then the Fourier coefficients for f are given by

. 1 p—1 s 1 p—l
fo==>"f(s ZZX — )x()-
p s=0 s=0 j=0 p j=
Andfor1<n<p-1
1 13
== T ==Y X6
p P =0
s s J
Exchanging the order of summation, this becomes
1 p—1 p—1
52X
Pz s=j

or, recalling that ZZ;(l) (~™ =0, we may write this as

= i1
—=> x()Y
p 7=0 s=0

But
—ns nj_l
o
SO A .
fn:mZX(])(C 7 -1).

J

Since Y x(j) = 0 and Y x()¢™ = x(=1) 2 x(=5)¢™ = X(=1)gn(x) and gn(x)

X(n)g(x), we finally have that

forl<n<p-1. A
Now analyzing the Fourier expansion f(t) =3 f.("™, we have

t p—1
D xU)=fo+ Z Jul™
j=0

1N 1A X900 o

p IO 2T

151 . . X(—1 2L (n) ¢t
~ S 2=+ M > s
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C—(t+1)n

But now ﬁ =1+ gin + C72n + ...+ Citn + W, SO

-1

y(n)cnt p B . - . » C—(t—i—l)n
— n 1 n n . n
2 T Y X)L+ + 4 e
or, by the distributive law,

= Z X(n)¢" + Z XY Y X)) x(n) + Z ?ff_:

n n

n=1

which gives, by collecting Gauss sums,

= g:(X) + g—1(X) + gi—2(X) + - + 9o(X) + Z _(f)é_:
and finally
9D X+ D e < ;
from the identity g,(X) = x(a)g(X)-
Thus we have
t ' 1 p—1 v(—1 B t . ()"
jZOX(J) = ];jzo W(Q(X)jzox(]) +; (_)g_n)

Recalling that we proved in the previous proposition that x(—1)g(x)g(X) = p, the right hand
side collapses leaving

L1 Lo L S (n)c
;X@):]}Z(p—”)x(nH;x(JH )]

n=0 n=0

After canceling terms and multiplying each side by x(—1)p, we are left with

(0 mx(—n) = —gly) 3 X

=0 n

3

which, after the change of variables n — p — n on the left and multiplying both top and
bottom of the fraction on the right by ("™ and switching sign, leaves

— & x)
> ) = 900 X 1
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the desired result. []
This last proposition is of interest because in the case that y(—1) = —1, the value of the

Dirichlet L function at 1 is given by
—uT

9g(X)p £

L(1,x) = nx(n)

(see [3], pp. 8-9) so our formula gives the alternate evaluation:

—T

L(1,x) =

Moreover, in the special case that x is a quadratic character and p = 3 (4), we have
p—1 p—1 1

()=S0

Davenport notes, ([3] p. 9), that this sum is known to be negative, although no elementary
proof has been given.

2.3 Estermann’s determination of g(y-)

Motivated by the determination of the sign of Zn(%), we give a determination of the
argument of the quadratic Gauss sum due to Estermann and attempt to adapt his method

to determine the argument of ) 1X—(ZZL

Theorem 2.3 Let g, be the quadratic Gauss sum modulo odd prime p. Then the value of g,
is /P ifp=1(4) and i\/p if p=3 (4).
Remarks. In his proof, Estermann actually works with the sum

—1
g(l,p)=> e

3

27n2i/p

3
Il
=)

To see that this implies our result, observe that we can equivalently express the Gauss sum,

gp> as
w=> ()=

n neR neN
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where R denotes the set of quadratic residues mod p and N denotes the set of non-residues.
Since 0 is included in neither of these sets, we have:

p—1
DI S
n=1

neR neN

SO
So et
neER neN neR

Now the sum Eﬁ;t ¢" contains two contributions of ¢7 for each quadratic residue j (p) and
one contribution of (Y = 1. Thus

p—1
p=2) ("+1=> (",
n=0

neR

so our claim is equivalent to Estermann’s statement.

Recall that in our discussion of quadratic reciprocity, we computed gﬁ = +p according to
whether p = 1 or 3 mod 4. Thus g, = +,/pif p=1 (4) and g, = +i,/p if p =3 (4). This
can be compactly restated as

1 : :
1)1+ P)g, = £JF
Estermann shows that ®(3(1 —¢)(1+)g(1,p)) > —/p, implying the result.

Proof. (Estermann) The idea of the proof is to split the sum » C”2 into the first few terms,
which are close together in the first quadrant and hence give a positive sum, and a tail that
is not too large. Estermann first manipulates the sum to divide the exponents on zeta by 4
(thus creating more terms in the first quadrant). He writes

p—1 (r—1)/2
9. 9.
g(]_’p) 1= ZBQTI'TL i/p _ 2 Z 627rn i/p
n=1 n=1
so that
1 (p—1)/2 .
SLHP)g(Lp) =) = (1+) Y e
n=1
Since (5 —n)? = %2 + pn 4 n? then w = 2”22" (mod 27) and since eP™/2 = iP we
have
(p—1)/2 N (p—1)/2 o, a2
(14 4") Z 2™ iP — Z e r» +e v )
n=1 n=1
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which is equivalently rewritten as

p_1 27(n/2)2i p1 2 /(9
(1+7)(g(p) = 1) = 3= = 3 emntiveen,
n=1 n=1
This last sum splits into leading part L and tail T with
Lv/P] p—1
L — Z eﬂ'nzi/(Qp)’ T — Z eﬁnzi/(Qp)
n=1 n=|yp]+1

and L+ T =Y ™) We want a lower bound on R((1—i)(L+T)). Beginning with
L, we have
vl )

R((1—1)L) = Z (cos ™% 4 sin ﬂ)

2p 2p

and since 1 < cosz +sinz for 0 < x < 7, this sum is at least |\/p] > %\/1_9
mn(n+1)i
To get a bound on |T'| we create a telescoping sequence. Set a, =e~ 2 and b, = —.

S %

em‘ _"_e—l.’l)

Recalling that sinz = “—7— we then have that

ﬁn(;z+1)i Wn(;r,fl)i
€ P — € P .
(an - anfl)bn =21 Tni Tni = Qieﬂ-n%/(%)
e2r —e 2p

SO

p—1 p—1

2T = Z ((ln — an—l)bn = ap_lbp — a\_\/ﬁJbL\/ﬂ_i_l Z (bn — bn+1)an.
n=|/p]+1 n=[/p]+1

Then by the triangle inequality, since for all n, |a,| = 1, we have

1 —
|T| < i(bp_’_bt\/ﬁj—l-l + Z |bn_bn+1|)-
n=|ypJ+1

But b, = @ so for |\/p] <mn < p, by is strictly decreasing. Thus we have
P

p—1

1
n=[y/p)+1

s

Now using the approximation 7

sinz > x which is valid for 0 <z < 7,

1 p
bL\/@rlJ - sin 7([\/p)+1) < L\/Z_JJ +1 < \/1_7

2p
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so [T < /p-
Now recalling that 5)?(%(1 -1+ ip)> is non-negative, we know

3%(%(1 —i)(1+ ip)g(l,p)> > %(%(1 —i)(1+)(g(1,p) — 1)) =R((1—19)(L+T))
and
R((A1—4)(L+T))>(1—4)L—|1—1T].

Substituting our lower bound for L and our upper bound for |7'| into this expression, leaves

25000+ 29.0)) 2 35— VEE = (3~ VE) VP2~V

as desired. This completes the determination of the value of the quadratic Gauss sum. []

2.3.1 A similar approach to a related sum

We would like to employ the method of Estermann to demonstrate that for primes p = 3
(4) the sum S = Zn(g)# is positive imaginary. We first record several observations
regarding the sum ) n(g)

Fact 2.4 Znn(%) is odd.

Proof. (Due to [3]) Since p = 3 (4),

has both p and p%l odd, hence is odd. Thus, with N the set of quadratic non-residues mod

P, Zn(g>:;p—ln—22n,

n neN

implies that ) n(%) is also odd. O

Fact 2.5 If p > 3, p divides Znn(ﬁ)

p
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Proof. Working modulo p,
ny _ =iy ptl
Zn n(g)zzn n(n'z )_Zn n's

But for p > 3, p+1 is an integer between 1 and p — 1 and we have, with a a generator for Z

fora110<k‘<p

p—1 p—1 p
kb — n — & T @

n a =0 (p).
n=1 n=1 a- 1

Thus p | Znn(%) O
Together, these two facts imply that for p > 3,

gS = zn:n<%> =mp

for some odd integer m. Thus, as g = i\/p we have S = —im,/p and our task reduces to
proving that 3(S) > —,/p.

The first step in emulating Estermann’s proof is to convert the sum for S from a sum
over n to a sum over n?. To do this, write

O e D e DE
n p 1_<n nERl_Cn nENl_Cn
where, as before, R denotes the set of quadratic residues mod p and N denotes the set of

non-residues. Now as p = 3 (4), —1 is a non-residue mod p so for all n, n € R iff —n € N.
Thus we have

S=2

neR

NP 1 ¢

and this last expression is equal to

1+ ¢
STyt

neR neR

Now as n varies over Z, n? varies over R twice, so we have

p—1

. p— 2 2 2
, m™m 4 ™ ‘ ™

S =i cot — = — cot — =1 cot —.
p 2 p P

neR n=1 n=1
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Thus we wish to show that

7 2
Zcot m > —/D.
n=1 p

If we are to follow the approach of Estermann, we should split the sum in question into
a dominate, positive leading part and a tail part of smaller modulus. This suggests putting

lv/p/2] 2 et .
L= E cot —, T = E cot —
1 p p
[v/p/2]+1

so that L contains the first group of positive terms in the sum. If we recall that cot is strictly
decreasing on (0, 7) and that the gap between successive squares is also strictly increasing
((n+1)> —=n? =2n + 1) we can get an upper bound for L by writing

WeRL R W 1 ( 2)

Z cot—> Z cot—+ Z cot—> Z cot——l—cot 5 »
Vo2
5=
where the last inequality is attained by pairing the kth term of the first sum with the kth-
from-the-last from the second and observing that angles in question sum to less than  (since
the gaps between squares is increasing).

__ cosx sinxz __ 1 _ 2
But cot x + cot (_ I‘) T sinz + cosr  sinxzcosx  sin2x S0
L\/p/ 1

2

Z cot—>2 Z

Using the estimate sinz < z for 0 < x < 7 this gives

1V/2/2) , 12 | Y22 )1 .
E cot — > 2 p__7r —
P 2mn?  w n?
n=1 n= n=1
Recalling that

then




For suitably large p,

so in sum we have

DO L. J g
P T\ 6 N/ 6 b

Thus we would be finished if we could show that |T'| < . For p not overly large (e.g p ~ 10°)
this is true and on average we have S, ~ &=, Using methods of complex analysis, however,
one can show that S is O(nlogn) so that L is not the dominant term in the sum. Thus this
approach of Estermann’s will not work to show that S is positive imaginary. The approach

does, however, shed light on why the sum ) n(%) is negative. Since cot x is 7m-periodic, if

p—1

we split the sum ) 2, cot 2%2 into the terms between 0 and /p, /p and 1/2p, ... then each
of these successive sums falls in one period of cot. In each of these sums, the terms are more
densely populated toward the beginning of the period than toward the end because the gap
between terms is increasing. Since cot is big and positive at the beginning of its period and
big and negative at the end, this would tend to imply that, at least while there are many
points in the period, the positive terms outweigh the negative ones. It is difficult to make
this intuition fruitful, however, because cot tends to plus or minus infinity at the ends of its

period so that only a few terms are influential in each sum.

n

2.4 The Davenport-Hasse Identity

Earlier we remarked that the modulus identity ¢g(x)g(X) = x(—1)p was one of two known
multiplicative identities concerning Gauss sums; the second is the identity of Davenport and
Hasse. Before we state this identity, however, we first generalize the notion of character and
Gauss sum to general finite fields.

2.4.1 Gauss sums over F;

The setting is as follows: let ¢ = p” with p a prime and r a positive integer. F|, denotes the
finite field of ¢ elements and F), denotes the finite field of p elements associated with residues
0,1,2,...,p — 1. We define the trace map tr : F, — F, such that for a € Fj,

r—1

tr(@) =a+a®+ao” +..+a
Berndt et. al. prove the essential properties of the trace. They are:

Proposition 2.6 Suppose o, 3 € F, and a € F,. Then
1. tr(a) € F,
2. tr(a+ B) =tr(a) +tr(B)
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3. tr(aa) = atr(«a)
4. tr maps F, onto I,
5. tr(a®) = tr(a)

We prove the first two items and refer the reader to Berndt (pp. 7, 8) for the other

(similar) deductions.
Proof. For (1.) consider tr(«)P. By the multinomial theorem, and because Fj, is a field of

characteristic p,
tr(@)f = (a+ao”+ ...+ april)p —a’+a” + .. +a”.

But o = a? = « so in fact we have tr(a)? = tr(a). But 2P = x is a pth order polynomial
with p roots in F,,. Thus these are all the roots so tr(a) € Fj,.
For (2.) apply the binomial theorem:

r—1 r—1
tra+8) =) (a+ /) =) o + 5 =tr(a) +tr(5).
j=0 Jj=0

O

With the trace, it is now possible to define the Gauss sum for a character x on Fj,.

Definition 2.1 Let x be a multiplicative character on F, and let 3 € F,. The Gauss sum
with respect to B and x is given by

r(8x) = 3 xl)e

a€ly

Using the same techniques used to derive the properties of the Gauss sum over F, we
have

Proposition 2.7 With x and 8 as in the definition and | an integer,
(8, x) = x(B7)7(1 %)
T(ﬁ?X)T(67Y) = X(_l)pr
7(6,x) = x(=1)7(5,x)
(B X)| = p2
7(8,x) = 7(6', %)
We refer the reader to chapter 1 and to ([2] p. 10) for proofs. In view of (1.) it is
customary to denote 7(1, x) by 7(x).

Crds Lo o =
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2.4.2 The character of a prime ideal

Thus far we have defined the Gauss sum of a character on a general finite field but we have
suppressed the description of the character. In order to develop the kth order character x on
F, observe that we must have k | ¢ — 1 = p" — 1 and suppose for now that k£ does not divide
p® — 1 for a < r so that r is the order of p mod k. Let ( = ¢ and (e = et . Define the
field extensions K = Q((x) and M = K({) = Q((x,¢) and let these fields have associated
rings of integers O and Oy respectively. Since k | p” — 1, p splits in Og. Let P be a prime
ideal of Ok dividing pOg. Then O /P is a finite field of p" elements associated with F, and
we define the character yp on this field mapping to kth roots of unity by

xp(a+P) = a'F (mod P).

This definition makes implicit use of the fact that, mod P, the first k powers of (; are
distinct. To see that this holds suppose P | § — (f so P | 1 - 1% and write v =t — s. Let
0; € Gal(K/Z) denote the automorphism mapping ¢ to ¢}. Then with P; = o;(P) we have

for each j relatively prime to k, P; | 1 — ,Zv. If we let R be the group of reduced residues
mod k and T = R/{1,p,p?, ...,p" '} then ([2] p. 343) shows that

POK:HPj

jJET
SO
() | [T =,
jET
But this is impossible because, writing

l+a+22+.. +281 = (z — ) (2 — Ci)(x - 571)

and substituting 1 for z we see that [[;.,(1 — ") is a power of a factor of k, and p and k

are relatively prime. Thus each of the ¢{ are distinct mod P.

Our definition of kth order character so far has depended upon the choice of prime ideal
P. In fact we get another kth order character for each of the prime ideals P; and these are
all the kth order characters (since there are ¢(k) of them). Although we have only defined
the kth order character in the case that ordy(p) = r, we know that the group of characters is
a cyclic group of order ¢ — 1 generated by the characters of order ¢ — 1 and these characters
are of the type defined. Thus effectively we have given a description of all characters on Fj.

2.4.3 The Davenport-Hasse identity in several formulations

With this discussion of Gauss sums and characters on Fj it is now possible to state the
Davenport-Hasse product formula for Gauss sums on Fj,.

37



Theorem 2.8 (Davenport-Hasse) Let ¢ be an lth order character, | > 1, on F, and let x

be any character. Set T(€) = —1 for the trivial character . Then
l -1 i
X (D700 11 7(x¥)
N(l,x) = — = 1.
00 =" 56

There is no known elementary proof of this identity. Davenport and Hasse’s proof relies
on Stickelberger’s congruence for Gauss sums and is involved, so we will not give their proof
here. We will make some observations, however. Berndt remarks that if y is a power of v
then the identity trivially holds since each of the Gauss sums cancel. If x is not a power
of ¢ then none of the characters in the product is trivial. Then since we know that the
norm of each Gauss sum is pz we observe that the product has norm 1 since there are an
equal number of Gauss sums in the numerator and denominator. The problem reduces to
computing the angle of the product.

There are many ways of expressing the identity. For instance, Berndt writes

-1 »
J(x; x")
N(x) = 0 JT 72
g J(x, 1)
where J(x, ) is the Jacobi sum ., x(a)A(a) (the change in the product formula follow
from J(x,\) = Z27N)  Hig formalism shows that if Oy is the ring of integers Z[¢)] from

T(xA)
above with k = ¢—1 then N(I, x) € O since each character has values in Og. Alternatively,

clearing the denominator from the product leaves

[T = o) [T 7).

Then employing the identity
t

[T 7(x) = 7O xe) T (xa, X2, -0 xt)
1=1

which holds for non-trivial characters x1, xo, ..., Xt and x1xz2...x¢ non-trivial with J the t-order

Jacobi sum
T, x) = Y. xa(s)xa(s2)-xlst)

s1+s2+...+s=1
(see [4], p. 100) the Davenport-Hasse identity reduces to:

1(1—1) -1

(X' 7 )0 xt, 0P, x0T =X ()T ) v et

or simply

J(X? X¢7 Y lebl_l) - XZ(Z)J<XI7 /l/J7 M wl_1>‘
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Upon expansion, this yields:
Z X(to)xt(tr)-xy' (tia) = X' (1) Z X (L) () Y* (ta)... 0" (tia)
to+ti+...+t_1=1 to+ti+...+t_1=1
or more compactly,
_ ¢ _
> X(toty..tr_1 ) (2. 417y = > Y (l—?> P(tied. 47D,
to+ti+...+t_1=1 to+t1+...+t_1=1

It seems hopeful that a combinatorial analysis of these two sums might yield an elementary
proof of the identity, for instance, via permuting tq,%s, ..., ;1.

2.5 A conjecture of Hasse

Hasse conjectured that the only two multiplicative relations on Gauss sums are the modu-
lus relation and the Davenport-Hasse formula. Hasse’s conjecture has been proven correct
by Yamamoto in the case where Gauss sums are viewed as ideals of O [8]. In his proof,
Yamamoto also makes use of the Stickelberger congruence while viewing Gauss sums as a dis-
crete analog of the p-adic gamma function. We reproduce an elegant section of Yamamoto’s
proof that highlights his general approach and refer the interested reader to his paper for
the rest of the argument.

2.5.1 Multiplicatively independent Gauss sums

The setting for Yamamoto’s proof is as follows. Let p be a prime and y an eth order character
on Z/(pZ) where e is an even integer. With ¢, a primitive eth root of unity, p splits in Q((.)

p=1lo(P)

where G denotes the Galois group of Q((.)/Q. In the field Q((, ;) the prime ideals o(P)
are completely ramified as

o(P)=o(p)!
with p a prime ideal of Q((., (,). The Gauss sum 7(x?) is given by

) = ), X0,

t mod p

and with < x >= x — | z] being the fractional part of x, Yamamoto invokes the Stickelberger

congruence in the form
G0 = II om0

(t,e)=1
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where (7(x®)) represents the principal ideal of 7(x*) in the field Q((, ().
He then considers the Davenport-Hasse identity in the form®

la —MlilT a+ETj
"0 = Gy L)

where 1) is the order 2 character and asserts:

Theorem 2.9 (Yamamoto) If e > 4 is even then the number of multiplicatively independent

¢()

Gauss sums 7(x?) is + 1 where ¢ denotes Euler’s function.

To prove this theorem, Yamamoto introduces the notation

(X
Pe = ()

With this notation, he expresses the norm relation, Davenport-Hasse identity and Stickel-
berger congruence in terms of ideals of Q((., (). Specifically he proves

1
and {z}=<uz> —3

Lemma 2.10 Let a be a residue mod p and l | e. Then we have

1. (pa)(p—a) = (1) provided e does not divide a
-1

2. (pla):H(pa+5j>
H o~ Hp) P~ s

(t,e)=

To justify the lemma, (1.) and (2.) hold simply by dropping units from respectively the
norm relation 7(x*)7(x™*) = x*(—1)p = £7(¢)? and from Yamamoto’s earlier formulation
of the Davenport-Hasse identity. Comparing the right hand side of (3.) to the Stickelberger
identity, we see that it differs by

,1 1 1
AL o= = otor= = Lot =

oceG ceG

which is, up to a unit, precisely the difference between 7(x*) and p, since 7() is a unit

times /p.

!This is accomplished by pairing Gauss sums of conjugate characters in the denominator of the original Davenport-
Hasse identity.
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In light of (3.) in the lemma, Yamamoto notes that his theorem is equivalently restated
as Rank(A) =1+ @ where (A ) is the e X ¢(e) matrix

()

tezZx

since multiplication on Gauss sums is the same as addition on vectors of exponents in the
prime ideal factorization. Now {z} has the property that if x is not an integer then {—z} =
—{z} and otherwise {z} = {—2} = —34. Thus the first row of A, with a = 0 has all entries
equal to —% and every other row has entries that sum to 0. Hence the first row is linearly
independent of all the others and we need to show that the (e — 1) x ¢(e) matrix

w= ({4
e a€Ze,a7#0

teZx

has rank @ Now since none of % is an integer for 1 < a < e and (¢,e) = 1, the column —¢

is —1 times the column ¢ in A; so A; has rank at most @ It only remains to show that

rank(Ay) > ) For this, suppose we have some non-trivial linear combination {c;} on the

2
t

E ct{a—}:O forl<a<e
e

columns of A; satisfying
(t,e)=1

and the additional condition ¢_; = —¢; so that the linear combination is effectively only over

the first @ columns.

Now if we take s with (s,e) = 1 then certainly we have sa # 0 in Z, for any a € Z.,a # 0
so, in particular, we have

t
Z ct{ﬁ}:() for 1 <a<e,
e

(t,e)=1

or, for any character 6 on Z,

S ) e(st){a—“} —0 forl<a<e

(t,e)=1 €

since 6(s) is a constant. But then summing over all s in Z),

RLODS e(st){“?ft}: OB 9@){%}:0 for 1<a<e

(t,e)=1 (s,e)=1 (t,e)=1 (s,e)=1
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where we have made the substitution st — s on Z). But now these are independent sums,
and choosing ¢ # 0 we have the Fourier expansion for ¢,

=3 Cabn(t)

(n,e)=1
where the sum runs over all characters on Z) and
N O, (t
Cp, = M (t%:lct ().

Hence as ¢y # 0 we cannot have all ¢, = 0, so we can choose 6 with

> ab(t) # 0.

(t,e)=1

Then since ¢_y = —¢; we know that #(—1) = —1 and
Z 0(5){§} =0 forl<a<e.
e
(s,e)=1

Now let 6, be a primitive character on Z satisfying 0(t) = 6,(s) if t = s (e1),t € Z),s €
Z} (in this case we say that e, is the conductor for 6) and observe that {é} {i} There

) qych t € Z; congruent to s mod e; for each s € Z7 so, choosing a = =,

d(e1)
at)| ~ 9(e) RYER G
> H(t){—g} - H(t){etl} ~ (1) (82)2101( ){—61} 0

(te)=1 (te)=1 !

are

But {i} = i — % so we have that

s%:_lgl(s)(eil_%) - > sbi(s) =0

(s, €1 (s,e)=1

where we have made use of the fact that the sum of a non-trivial character over its domain
of definition is zero. But we may not have > ,_, s01(s) = 0 since we recall from our

section on Fourier series that in the case that 6;(—1) = —1 the sum in question is a factor
of L(1,01) # 0 where L denotes the the Dirichelet L-function. Thus we have reached a

contradiction so our original choice of the ¢; must have been impossible, and we must have

that the first ¢(e) columns of A; are linearly independent. Hence A; has rank at least 2

2
and A has rank at least 1 + @, proving our result. [
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This proof of Yamamoto’s is powerful because it employs the Stickelberger identity to
convert a question about the multiplicative relations among Gauss sums into a problem of
linear algebra. The introduction of the character # and the sum > sf(s) is particularly
clever. In the proof that we elaborated, Yamamoto used only property (3.) of his lemma
(the Stickelberg relation in ideals). In the remainder of his paper he shows that the first two
properties, namely the norm relation and Davenport-Hasse identity, account for all 1 + @
linearly independent columns in the matrix A. The approach is similar, so we do not repeat

1t.

2.5.2 A counter-example when Gauss sums are numbers

At the end of his paper ([8] p. 489), however, Yamamoto does make the interesting obser-
vation that Hasse’s conjecture does not hold for Gauss sums when viewed as numbers and
he offers the following counterexample:

Example 2.1 Let x be an order 12 character and write T(n) for 7(x™). Then the Davenport-
Hasse formula together with the norm relation imply that

7(2)°7(5)* = x(=4)X(=27)7(3)*7(4)*,

from which we conclude that T7(2)7(5) = n7(3)7(4) where n is a 12th root of unity. However,
it is possible to show via other methods that n* = x(—4) and n® = X(—27). Thus there is
more data available than can be derived from the norm relation and the Davenport-Hasse
formula, so there exist other multiplicative relations when Gauss sums are considered as
numbers.

In addition to Yamamoto, Berndt references the computations of Muskat and Whiteman
[6] concerning the values of Jacobi sums as other counterexamples to Hasse’s conjecture for
Gauss sums as numbers. In fact, we will show that Yamamoto’s evaluation of n* and 1° can
be derived from the norm relation and the Davenport-Hasse formula, together with a fact
concerning the behavior of Gauss sums under automorphism. The same is true for the other
counterexamples. Specifically we show

Proposition 2.11 Define n by 7(2)7(5) = n7(3)7(4) where 7(n) = 7(x"™) for the order 12
character x. Then the following three identities imply that n* = x(—4) and n° = x(—27):

1. 7(n)T7(12 = n) = x"(=1)p

2. If mn = 12 then x™(m) H;:Ol T(nj + x) = 7(max) H;n:_ll 7(nyj)

3. Suppose (7,12) = 1 and let o; be the automorphism of Q((i2) that maps (12 to .
Then o;7(n) = 7(nj).

Proof. For ease of computation we will work with Jacobi sums rather than with Gauss sums;
we do not gain any information by doing this. Let J(m,n) denote the Jacobi sum J(x™, x")
(m)7(n)

so that we have J(m,n) = oy - From this expansion, we recognize that

J(m,n)J(m+n,r)=J(m,r)J(m+rn).
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Also,

Meanwhile, interpreting (3.) in terms of Jacobi sums give

ﬂm)r(n)) _ r(jm)r(in)

T(m +n) T(jm + jn)

o, J(m,n) = 0]-( = J(jm, jn).

Now writing our information about 7 in terms of Jacobi sums we have J(2,5) = nJ(3,4).
Applying o5 to each side gives
J(1,10) = n°J(3,8).

To compute 7*, write

,4)J(1,10) = "7 (3,8).J(2,5).

m —n,n) to J(3,4) with m = 3,n = 4, J(1,10) with
5)

J(3
By applying J(m,n) = x"(—=1)J (- (

=3,n =8 and to J(2,5) with m = 2,n = 5 this gives
4

m=10,n =1, J(3,8) with m
J(4,5)J(1,1) = n"J(1,8)J(5,5)

or expanding in terms of Gauss sums,

T@rG)r(1)? L r()r®)7(5)?
7(9)7(2)

which leaves, after collecting terms,

7(1)7(4)7(10) = n*7(2)7(5)7(8).

If we multiply each side by 7(7) we know 7(1)7(4)7(7)7(10) 47(2)7(5)7(7)7(8). But
now by (2.) we have 7(2)7(8) = x~*(2)7(4)7(6) and 7(1)7(7) = ) so making
these substitutions

>~
g
—~
)
N~—
\]
—~
)
S~—
\]
—
o

X2(2)7(2)7(4)7(6)7(10) = n*x " (2)7(4)7(5)7(6)7(7).

Canceling like terms, this reduces to

X*(2)7(2)7(10) = n*7(5)7(7)

and now applying (1.) to each side we finally have
XA (=Dp =n*x"(=1)p
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or, recalling that y(—1) is plus or minus 1,

as desired.
To compute 7° recall that J(2,5) = nJ(3,4) and J(1,10) = 7°J(3,8) so

J(1,10)J(2,5) = n°J(3,4).J(3,8).
Applying J(m,n) = x"(—=1)J(—=m — n,n) to J(2,5) with m = 2,n = 5, J(3,4) with m =
4,n =3 and J(3,8) with m = 3,n =8 gives

J(1,10)J(5,5) = °J(3,5).J(1,8).

Then applying J(m,n)J(m+n,r) = J(m,r)J(m+r,n) to each side of this equation, we are
left with
J(1,5)(5,6) = 1°.(1,5)J(3,6)

so J(5,6) = n°J(3,6). Expanding this in terms of Gauss sums
7(5)7(6) _ ¢7(3)7(6)
7(9)
or 7(5)7(9) = n°7(3)7(11). Then multiplying each side of this equation by 7(3)7(7) and
applying (1.) tw1ce to the left side,
p* =n"7(3)* ()7 (11).
But then by (2.), 7(3)7(7)7(11) = x2(3)7(9)7(4)7(8) so making this substitution, with
—9 _ 3
X =X
P =1 (3)7(3)7(4)7(8)7(9)
and applying (1.) twice to the right side leaves
p* =1 B (= x*(=1)
or 1 =n%(27)x(—1) so
0" =X(-27)
completing the computation. []

In view of the fact that all of the known contradictions to Hasse’s conjecture arise from
including properties of Gauss sums under automorphism, it is possible that Yamamoto’s
proof for ideals might be adapted to a proof for numbers by including the automorphism
transformation as a third multiplicative property of Gauss sums on numbers.
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2.6 Eisenstein Reciprocity

We conclude this chapter with a theory of reciprocity due to Eisenstein that generalizes the
theories of quadratic, cubic and biquadratic reciprocity from chapter 1. Recall that in our
discussion of the Davenport-Hasse formula we considered the ring of integers Z[(x] = Og

(G = 6%) and defined the kth order character xp for prime ideal P of Ok by

xpla)=¢: Pl (aF =)

where ¢ is the cardinality of the finite field O /P and o € Ok /P, a # 0. For a = 0 we set
xp(a) = 0. In our discussion of Eisenstein reciprocity we introduce the familiar notation

(5), =t

and extend this character to non-prime ideals A, relatively prime to k in Og, by
a o
(3).~ 117,

where [[, P; is the prime ideal decomposition of A in Og. It is important to note that in
calculating (?)z there is an implicit dependence on the order of P; in O; and to emphasize
this dependence we introduce the norm N(A) of an ideal A in Ok to be the order of Ok /A.
Thus

(%) = o (mod P;).

In our later discussion, we will make use of the following two facts about N, which we state
without proof (for proofs see [4] pp. 203-4).

Fact 2.12 Let A and B be ideals of Ox. Then N(AB) = N(A)N(B).

Fact 2.13 Let G be the Galois group of the field extension Q((x)/Q and let A be an ideal of

Oyx. Then
[Te4) = (N(4)).

oeG

As in our previous reciprocity proofs, we find it necessary to restrict to a set of primary
elements in order to state Eisenstein’s reciprocity law. To this end, let [ be an odd prime,
A=1— in O; and define

Definition 2.2 For non-zero, non-unit « € O, « relatively prime to l, « is primary if
a=n (mod N\?) for somen € Z.

Having made this definition, we can state the law of Eisenstein reciprocity.
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2.6.1 The Eisenstein Law

Theorem 2.14 Let | be an odd prime and suppose that a € Z and a € O; are relatively
prime with a prime to | and o« primary. Then

Q@ a
(@)= @)
Here (5) . refer to the characters of the principal ideals generated by a and «
respectively.
Once again we will find that the Gauss sum is a powerful tool for proving Eisenstein
reciprocity since it stores the information about characters that we are interested in. In our
earlier proofs, we made use of the fact that we could determine the value of g(x) up to a

and()

all

power: for quadratic reciprocity we calculated g(x,)* = (—1)1%1 p, for cubic reciprocity, we
had g(x.)® = %7, for biquadratic reciprocity we evaluated g(x.)* = 77, where ™ was a
prime in Z[w] or Z[i] respectively. This suggests that to prove Eisenstein reciprocity, we
should look for a relation regarding g(x)'.

2.6.2 Breaking down g(x)'

Ultimately our desired result on g()! will be the Stickelberger relation, but we first prove
a simpler fact. Recall that we defined the Gauss sum g(xp) = ¢g(P) over the finite field F,
where ¢ = p" by
g(P) = xe(t)g"
teF,
where tr was a map from F, to F, = Z/(pZ) satisfying tr(t) = t + t* +t*" + .. +t*" . If

xp is an [ order character, then yp maps F; into Q(¢;) and, since ¢r maps into F,, Cf,r(t) is

an element of Q(¢,). Hence we have g(P) € Q(¢;,(p) = Q((p)-
Now introduce the function ® mapping prime ideals of O, into Q((;,) and satisfying

®(P) = g(xp)".

The reason for choosing Y instead of yp in the definition of ® is for convenience in stating
the Stickelberger relation, but first we show that im(®) C Q((). For this, let o, be the
automorphism of Q((;,) that sends (,, to (f,. We have (a,lm) = 1 and o, fixes Q(()
iff @ =1 (1) and similarly for Q((,). To show that ®(P) € Q((;) it is sufficient to show
that ®(P)% = ®(P) for all @ = 1 (I), where we have adopted exponential notation for
the action of the automorphism. Take such an a. Then we have Xp(t)7* = Yp(t) and

(G )re =G = G Hence

g(xXp)™ = > _ X)) = x,(a)g(XP)-

teF,
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Thus ®(P)% = (Xp(a)g(ﬁ))l = g(xp)! = ®(P) as desired.
The Stickelberger relation takes this result much deeper, giving a prime ideal factorization
of (®(P)). It states

Theorem 2.15 Let O,, be the ring of integers of Q((,,) and let P be a prime ideal of O,,

not containing m. Then
@P)= [[ P

1<t<m
(t,m)=1

As we have already observed in our discussion of the Davenport-Hasse identity, the Stick-
elberger relation is fundamental to understanding the behavior of generalized Gauss sums.

It’s proof, however, is long, and we defer it for the time being in order to streamline our
treatment of Eisenstein reciprocity.

2.6.3 Two lemmas on cyclotomic fields

Before proceeding with the primary argument of Eisenstein reciprocity, Ireland and Rosen
prove two preliminary lemmas. They are:

Lemma 2.16 The roots of unity in Q((n) are given by +¢' 1 =1,2,....m.

and

Lemma 2.17 Let 01,09, ..., 04 be the (k) automorphisms in the Galois group of Q(¢x)/Q.
If o € Q(¢x) with % <1 for alli=1,2,...,¢(k) then « is a root of unity.

To prove the first lemma, one argues that if there existed other roots of unity in Q(¢,),
the degree of the field extension would be larger than ¢(m). The proof of the second lemma
given by [4] is clever, so we give the argument in detail.

Proof. (2nd lemma) We define the function

o(k)

fale) =[] (@ —a™)

i=1

and since f, is a power of the minimal polynomial for «, we have f,(z) € Z[x]. The bound
on the modulus of a? implies that the coefficient on 2™ in f is bounded by (¢$1k))’ hence only
finitely many degree ¢(k) polynomials in Z[x] can be created in from elements of Q((;) with
the given modulus property. But every power of o has the given property. Hence among all
the polynomials generated by the powers of a, one must occur infinitely often. Then since
all these polynomials’ roots coincide, we must have for i # j, " = a/°" which implies
that o’ = o/ and « is a root of unity. [J

With these two facts, we are now ready to attack Eisenstein reciprocity.
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2.6.4 Proof preliminaries

We begin by extending ® to non-prime ideals by setting
o(A) = [[ o)

where [ [, P is the prime ideal decomposition of A. Since, by this definition ® is multiplica-
tive, we recover ®(AB) = ®(A)®(B). Then, since |®(P)|> = |g(P)[*™ = p*™, where k is the
order of the prime ideal P, we have |®(P)|?> = (N(P))™, and then, because both the norm
and ® are multiplicative, we have in general |®(A)[> = (N(A))™.

Because both sides of the Stickelberger relation are multiplicative, we have

(@A) = [ A .
1<t<m
(t,m)=1

Thus if « is any element of Q((,,), then we have, from the equality of ideals,

o((a)) =e(a) J] o

1<t<m
(t,m)=1

where ¢(a) is some unit. Henceforth we write ®(a) for ®((«)).
We would like to determine the value of €(a)) more precisely. To do this we calculate:

Lemma 2.18 For o € O,,,
2

ta;l _ m
a%t | = |Na|™.
1<t<m
(t,m)=1

Proof. As Ireland and Rosen note, o_; is complex conjugation in Q((,,) so

2
—1 —1 -1
| | atai — ( | | atai )0__1< | | atat >
1<t<m 1<t<m

1<t<m
(t,m)=1 (t,m)=1 (t,m)=1

(L) I T

1<t<m 1<t<m 1<t<m
(t,m)=1 (t,m)=1 (t,m)=1

where in the last equality we have made the substitution ¢ — m — t. Thus

H atot12:( H atotl)( H Oé(mt)atl) _ H ama;1

1<t<m 1<t<m 1<t<m 1<t<m
(t,m)=1 (t,m)=1 (t,m)=1 (t,m)=1
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But

1<t<m
(t;m)=1
and this completes the proof. []
From this last lemma we have
2
[T o) =INa|™ = |®(a)?

1<t<m
(t,m)=1

SO since

d(a) = e(a) H o
1<t<m
(t,m)=1

we know |e(a)] = 1. But if we expand ® as a power of Gauss sums and apply an automor-
phism of Q((n, (p)/Q fixing (,, we conclude that ®(A)7 = $(A%) for ideals A of O,, and
automorphisms o of Q((,)/Q. Thus |e(a)?] = 1 for all automorphisms o of Q((,,)/Q and
hence by our two preliminary lemmas, e(c) is a root of unity in Q((,,) so €(a) = £' for
some i € {1,2,...,m}.

2.6.5 The congruence argument

We now begin the familiar character computations that will lead to Eisenstein reciprocity.

Proposition 2.19 Let A, B be ideals of O,, relatively prime to m and suppose that N(A)
and N(B) are relatively prime. Then

(). ().

Proof.  Since the norm N, ®, and the character (;)m are multiplicative, it is sufficient to

consider prime ideals P and P’. Let N(P') = ¢’ = p'/'. Then working modulo p’ in O,,, we
have by the multinomial theorem

g = > xeWrEY ).

teOy, /P

Now ¢ =1 (m) so xp? = xp. Thus

o = w0 = (L) a0

tEOm /P
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But working mod P’

g(Xp)! " = @(P)"F = ((I)(P)) (P').
Now P’ | (p') so we have

(£).- (). ().

Then since P’ does not divide m, the mth roots of unity are distinct mod P’ and equality
holds, completing the proof. [

Now in the case that A is the principal ideal («) we have that

().~ (55),

or, by the multiplicativity of the character,

().~ (%),
(5.~ (), (%) - ().

where in the last equality we used the fact that (%)U: (Xa). Thus

But

—t
to,

<mg[:1(a3 )m - (Ht()}sw - (N?B>)m’

().~ (7). ().~ ().,

We need two more lemmas before we conclude our proof of Eisenstein reciprocity.

Lemma 2.20 Let [ be an odd prime and A be an ideal of O; relatively prime to l. Then
d(A) ==+1 (D).

Proof. By the multiplicativity of ® it is sufficient to show that ®(P) = —1 (I) for prime
ideals P not dividing I. But ®(P) = g(xp)' and

g(xp) = > xpt)' ¢ ().
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Now Yp(t)! is 1 if t # 0 and 0 otherwise so this last sum is equal to >0 gff(”) = —1 since
S, =0, Thus ®(P) = —1 (I). O

Lemma 2.21 If a € O, is primary, then e(a) = £1.

Proof. Since « is primary it is prime to [ and we can apply the above lemma:

Ha =41 (I).

()=

Now | = Hl 1(1 = ¢)t and for each t, (1 — )% = 1 — ¢} is a unit times 1 — {; since, with
s the multiplicative inverse of t mod [, 1 — (; = (1 — Clt) (1 + L+ <l(8—1)t) and
1-¢=0-¢)1+¢G+...+¢"). Thus (1 —¢)* | and

-1

e@]Jo =51 (-0

t=1

But « primary also implies that a = n ((1 — (;)?) for some n € Z. Hence

-1 _
Hat"flfﬂnt"’zﬂ =07 (1-0)),
t=1 t=1

and by Euler’s criterion, n'5 = £1 (I)son 2~ = £1 ((1=G)?). Thus e(a) = £1 ((1—G)?).

But we know that (o) = +¢/ for some j € {1,2,...,1}. With ¢ = 1 — (1 —¢) this implies
that e(a) = +(1 — j(1 — ¢)) ((1 — ¢)?) by binomial expansion. Hence, 1 — j(1 — () = +1
((1—=¢)?). In the case of -1, we have (1 —¢;) | 2, a contradiction, so we have 1 —j(1—¢) =1
((1 = ¢;)?). But, subtracting 1 from both sides, this implies that (1 — (;) | j so j = [ (for
instance, by taking norms). Thus ¢(a) = £1 as desired. [

With this last result, we can strengthen our previous proposition. If o € Oy is primary
and B is an ideal that is prime to [ and has N(B) prime to N(«) then

(i), = (527,

This holds because ¢(«) = £1 and [ is odd so

(§(<(2>)l -

We are now finally ready to prove Eisenstein reciprocity.
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Proof. (Eisenstein Reciprocity) We have a which is primary, so take a prime p € Z other
than [ and let P be a prime ideal factor of p in O; with N(P) = p/ for some f | [ — 1. Then

we know that N N(P)
(N(P))l:( a )

(5= ()

Since the characters are powers of (; and f | [ — 1 is prime to [, we have

()= ()
()= (),

for all a € Z such that a is prime to both [ and «. [

SO

Then by multiplicativity, we have

Remarks: We have given a proof of Eisenstein reciprocity due to Ireland and Rosen. Berndt
et. al. give a more general formulation that relates kth order characters for k = 1", (k # 2,4)
where [ is any prime and n is a positive integer (p. 474), but the proof of Ireland and Rosen
has the advantage that it mimics the proofs of the reciprocity laws that it generalizes: for
the [-order character Y, Ireland and Rosen compute g(x, )’ up to a sign when « is primary,
then work with congruences modulo a prime ideal to extract information about the value
of characters from this determination. The proof of Berndt, while more general, lacks this
intuitive structure. Primary integers are defined implicitly from a ratio of Gauss sums rather
than being set congruent to an integer modulo the square of a prime ideal, and a more general
version of the Stickelberger congruence is employed that obscures the tidy factorization of
(g(xp)') into automorphisms of P in Ireland and Rosen.

2.7 Wieferich’s Theorem

As an application of Eisenstein Reciprocity we give a proof of Wieferich’s theorem which
places a severe limit on the potential solutions to Fermat’s equation: z" + y" = 2", n > 2.

Theorem 2.22 Let [ be an odd prime and suppose x,y, and z are integers not divisible by
[ that satisfy (*) o' +y' + 2! = 0. Then 2" =1 (1?).

Proof. (from [2] pp. 490-2) Observe that if any two of z,y,z have common factor k then
the third must be divisible by & as well so that (z1,y1,21) = (f, ¥, 7) is another solution to
(%) satisfying the given conditions with ged(x1,y1,21) < ged(x,y, z). Thus there is no loss of
generality in assuming that x,y and z are pairwise relatively prime. Next note that exactly
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two of x,y, 2z must be odd and the other even so, again without loss of generality suppose
that = and 2z are odd and y is even. ‘
Now write () as 2! + y' = —2z! and with § = e’T" we have the cyclotomic factorization:

d+yt = @+y) @+ )@+ )@+ Y = (—2)

where we have used the fact that [ odd implies —2' = (—z)". Now let I; be the principal
ideal (xz + (Jy)O, for 7 =0,1,...,1 — 1 and O, the ring of integers of Q((;) and let J = z0;.
Then our above factorization translates to

IOII---IZ—I — Jl

in terms of ideals.

We show that the [; are pairwise relatively prime and conclude that each is an {th power.
For this, suppose I; and I; have common prime ideal factor P. Then we have z+(/ € P and
x4 ¢/ € P from which we conclude via linear combination that (¢ — ¢/)z, (¢ — )y € P.
Since x and y are coprime in Z and hence also in O; these two conditions together imply that
¢ —¢ € P. But then 1 — (/™" € P, and with k = j — i and k™! the multiplicative inverse
of k in Z/(1Z) we have (1 — CF) 1+ ¢+ 4 .+ 5 M) =1-geP. But A=1—( is
a prime since it has norm [ so we must have P = AO,;. But then AO, | 2O, implying, taking
norms, that [ | z, a contradiction. Hence the I; are pairwise relatively prime and each is an
Ith power. Write I; = J.

Now put a = (z + y)'""2(z + Gy). The idea of the proof is to relate the value of the

characters (5)1 and (%)l in two ways in order to extract information about (%)l Observe

that we have
a0, = I, = JV

so that the principal ideal generated by « is a perfect [th power. Hence, as (;) is an [th

l
root of unity,
2
o)
@/

Sincex =1 (2),y=0 (2),a=1 (2) so

oy (L) 2
2/ 2/
Now set t = (z + y)""?y(€ Z) and observe a = (z + y)"! — (z + y)"2(1 — Q)y =
(x +y)t — At. Since 2! + ' = (—2)! we have x +y = —z from Fermat’s Little Theorem so

[ doesn’t divide x +y and (z + y)'"! =1 (I). Moreover
I=1-)0-¢).-1-a)"
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and each 1 — ¢} is a unit times A (we have already shown that 1 — ¢ |1 — ¢ but 1 — ¢f =
(1—=¢)1+ G+ ... + ¢ ") showing the two are related by a unit) so since [ > 3 we have
M| land (z +y)"t =1 (\?). Hence

a=1-Xx (M.
Now by the binomial theorem,
=1 -NTT=14 M (W)

so a¢; " =1 (A?) and in the sense of Eisenstein, ;" is primary. We know (;* is a unit so

it follows that
(5),- (=), - (%)~ (5).5)
@/ ag™t/, 2/, 2 ) \2/,
€)1
2 z_ S \2)//

But in O; we have the prime factorization

and hence

200 = P\ P5...Py_1)/s
where s is the order of 2 mod [ and each P; has norm 2° (see, for instance, [2] pp. 342-3 or

[4] pp. 196-8). Hence

e Y
> - H G' =6 "

6
-)i-1),

{ s

But ! divides neither ¢ nor I — 1 so we must have that { | £~ or [? | 2° — 1. But then s | [ —1
so 2171 =1 (12) as desired. [

SO

implies that
L

Remarks: This theorem of Wieferich represents a very strong elementary result on Fermat’s
Last Theorem: Berndt notes that the only primes less than 4 - 10'? satisfying 2\~ = 1 (I?)
are 1093 and 3511. Ireland and Rosen prove a somewhat stronger result due to Furtwangler
that replaces 2 with any prime p dividing y. The approach is almost entirely identical.

The cyclotomic factorization of ' 43! is a common trick used in elementary approaches to
Fermat’s Last Theorem; for instance, Ireland and Rosen make use of the same factorization
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to show that ' + ' = 2! does not have solution in positive integers x, %, z prime to [ if [ is
a prime not dividing the class number of Q((;). After each of the principal ideals x + (jy is
shown to be an [th power, most of the work of the theorem is done. The choice of computing
the character of (; is clever because it allows the congruence in the definition of xp to be
replaced with equality. After this choice, the proof is essentially careful bookkeeping.
Unfortunately, it is unclear how to generalize this approach to other high-order Diophan-
tine equations. The cyclotomic factorization, for instance, is relatively specific to Fermat’s
equation since it is applicable only in the case of a prime exponent and two variables. The
trick of using Eisenstein reciprocity to relate two characters that differ by a unit seems more
amenable to generalization, but Eisenstein reciprocity suggests the case of a homogenous,
high order Diophantine equation, and among these, the Fermat equation is the simplest!
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Chapter 3

Concluding remarks and future
considerations

Our classical approach to understanding Gauss sums is frustrated by an apparent randomness
in the sums’ multiplicative behavior - a notion made precise in Hasse’s conjecture - that
underscores the need for more modern and powerful techniques. A thorough understanding
of the Stickelberger relation, which underlies most work done on Gauss sums during the 20th
century, is a natural starting point for further investigation.

During our present discussion, as suggested by Weil [7], we have already seen that an
interpretation of the Gauss sum as a Fourier expansion is natural, and leads to useful results.
Meanwhile, Yokoyama [] considers the Gauss Jacobi sums as discrete analogues of the p-adic
gamma and beta functions. A search for similar analogues to special p-adic functions might
prove fruitful.

In his 1979 paper [5] Matthews gives an expression for the cubic Gauss sum in terms of
the Weierstrass p-function satisfying ¢ = 4p® — 1 by considering the related elliptic curve
over a finite field. In particular, Matthews proves

93(xx) :péﬂa(S)*Hp(§>

seS

where 7 is the principal prime factor of p in Z[w], S is a set of p%l residues modulo 7 such
that SUmSUm?S contains all the non-zero residues modulo 7 and «(S) = [[,c4 s (7). This
represents an unlooked-for connection between the study of elliptic curves and Gauss sums,
and suggests that an entire field of study in modern number theory might be brought to
bear upon the determination of Gauss sums.

While the approaches of Weil, Yamamoto and Matthews may seem haphazard and dis-
tinct, if there is common ground among contemporary results on Gauss sums it lies in drawing
parallels between the sums and other number-theoretic formalisms. Thus, in our ongoing
study of Gauss sums we should remain open to ideas from disparate areas that might bring
structure to a field which lacks readily-apparent tools of its own to work with.
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Chapter 4

Appendix: Source code for computing
Gauss sums

The following is C++ source code for calculating Gauss sums of various orders mod a prime.

#include <stdlib.h>
#include <math.h>
#include <stdio.h>
#include <iostream>
#include <fstream>
using namespace std;

#define maxPrimeSize 10
#define pi 3.14159265
#define filename "29.txt"
#define constPrime 73

bool generates(int n, int prime, int arr[]);

int getprimroot(int prime);

void getprime(/*fstream fout*/);

void gauss(int prime, int order, int power, int root,
double & real, double & imag);

int gcd(int a, int b);

void getGaussSums(int prime /*, fstream fout*/);

/* To print to file, set filename above and delete commented out sections */
int main(int argc, char **argv)

{

/*fstream fout;*/
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// must pass fout to either getprime or getGaussSums if writing to file
/*fout.open(filename.c_str(), fstream::out);*/

getprime (/*fout*/) ;

// will find all primes less than maxPrimeSize (set above) and

// compute all Gauss sums for these primes

// getGaussSums (constPrime /*,fout*/);

// computes all Gauss sums for prime set in constPrime above
/*fout.close;*/

}

//prime sieve that calls getGaussSums on every prime that it finds
void getprime(/*fstream foutx/)

{

int primearray[maxPrimeSize+1];

for(int i = 0; i<maxPrimeSize+1; i++)

{
primearray[i]=1;
}
for(int i = 2; i<maxPrimeSize+1; i++)
{
if (primearray[i] == 1)
{
getGaussSums (i /*,fout*/); // pass fout if writing to file
for(int j = i*i; j<maxPrimeSize+1; j+=i)
{
primearray[j] = 0;
}
}
}

}

// first calls getprimroot to find a primitive root mod the prime.
// then calls gauss for all the powers 1 to p-2. this computes the gauss

// sum of the order p-1 character to the power 1, 2, ..., p-2
void getGaussSums(int prime /*, fstream foutx/)
{

int primroot = getprimroot(prime);

double real, imag;

cout<<"Prime "<<prime<<" has Gauss sums:" <<endl; // fout to write to file
for(int k = 1; k < prime-1; k++)
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{

gauss(prime, prime-1, k, primroot, real, imag);

cout<< "g(X"" << k << ") = " << real << " + " << imag << " i" <<endl;
// fout to write to file
}

}

// primitive root sieve. cycles through the residues mod the prime,
// calling generates if the flag for the element is set to 1

// (see generates) in checkarray.

int getprimroot(int prime)

{

int *checkarray = new int[prime];

for(int i = 0; i< prime; i++)

{
checkarray[i] = 1;
}
for(int j = 2; j<prime; j++)
{
if (checkarray[j] == 1)
{
if (generates(j, prime, checkarray))
{
delete[] checkarray;
return j;
}
}
}
delete checkarray;
return -1;

}

// determines if the input element, n, is a generator mod the prime.

// does this by verifying that the first (p-1)/2 powers of n are not 1

// mod p. as it works, sets each of these residues to O in the checkarray.
bool generates(int n, int prime, int *arr)

{

int res = 1;
for(int i =

{

1; i< (prime+1)/2; i++)
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res = (res*n)’prime;
arr[res] = 0;

if(res == 1)
{
return false;
}
}
return true;

}

// takes in a prime, the order of the character, the power of the character,
// a primitive root mod the prime and stores the gauss sum in the
// referenced variables real and imag
void gauss(int prime, int order, int power, int root,
double & real, double & imag)
{
real = imag = 0;
int prodcount=1;
for(int count =
{
prodcount*= root;
prodcount = prodcountiprime;
real += cos(2 * pi *(double(count) * power / order +
double(prodcount) / prime));
imag += sin(2 * pi *(double(count) * power / order +
double(prodcount) / prime));
}

1; count<prime; count++)

}

// a helper function not currently being used (although it’s handy,
// for instance, in checking the order of a power of a character).
// harnesses the euclidean algorithm to return the gcd of two numbers.
int gcd(int a, int b)

{

int temp;

if(b == 0) return a;

if(a == 0) return b;

if(a%b == 0) return b;

else return gcd(b, alb);

}
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